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Abstract—The reliability of a software depends on the 

quality. So, the software growth models require efficient 

quality assessment procedure. It can be estimated by 

various parameters. The current paper proposes a novel 

approach for assessment of quality based on the 

Generalized Weighted Laplacian (GWL) method. The 

proposed method evaluates various parameters for 

detection and removal time. The Mean Value Function 

(MVF) is then calculated and the quality of the software 

is estimated, based on the detection of failures. The 

proposed method is evaluated on process CMMI level 5 

project data and the experimental results shows the 

efficiency of the proposed method. 

 

Index Terms—Quality Assessment, Software Reliability 

Growth Models, residual fault, fault detection rate and 

NHPP. 

 

I.  INTRODUCTION 

The estimation of Software quality is made using 

Product, Process and Project (PPP) metrics. They are 

deeply connected with the product and process. These are 

further classified as in-process and end product quality 

metrics [1]. Software reliability models are mainly 

categorized into two types: Defect density models and 

software reliability growth models (SRGM). Defect 

density models analyze software defects using code 

characteristics viz., lines of code, external references, 

nesting of loops etc. SRGMs use statistics to associate 

defect detection with known functions such as 

exponential functions. 

Nowadays, organizations rely on a variety of SRGMs 

to accurately analyze the software’s reliability [2] and to 

improve the process of software testing. In spite of their 

success the SRGMs have their own set of problems. It is 

found that the fault detection is not stable [2] in S-shaped 

models. The logistic function is found to be efficient for 

incorporating into SRGM. The current SRGMs are 

evaluated based on the derived general requirements [3].  

Homogeneous Poisson process [4][5] used for SRGM 

development considers both change-point and testing 

effort. Here, the fault detection rate is found to vary, 

depending on various parameters. The Non 

Homogeneous Poisson process (NHPP) [6] with the 

combination of error generation and imperfect debugging 

is suitable for SRGM. These are intended for the fault 

observation and removal processes. The Log-Logistic 

curve [7] showing the testing effort is explained using 

time-dependent behavior. Discrete calculus and 

stochastic differential equations [8] are used for 

development of the SRGM.   

 

II.  RELATED WORK 

The Poisson model [9] decreases the fault rate in 

geometric progression. Exponential, normal, gamma and 

Weibull functions are also used to design the SRGM. The 

SRGMS are abstractly unsuitable [10] for various 

proprietary data sets cross study comparisons and leads to 

an inadequate usage of statistical testing results. For 

NHPP, the Exponential Weibull testing effort function 

(TEF) [11] is used for designing the inflection S-shaped 

SRGMs.  It is found to be flexible with imperfect 

debugging. For Noisy input, the analysis of sensitivity 

[12] is required to measure the conclusion stability in 

terms of noise levels concerned. The genetic 

programming based on symbolic regression [13] is found 

to be efficient for SRGM design. A hierarchical quality 

model [14] based SRGM is automatically calculates the 
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metric values and their correlation with various quality 

profiles. The distance based approach (DBA) [15] based 

SRGM is evaluated for selecting the optimal parameters 

and yields the ranking. It identifies the importance of 

criteria for the application.  

The Japanese software development system utilizes the 

Gompertz curve [16] for residual faults estimation. In 

SRGM, multiple change points are crucial for detection 

of environment changes [17]. These are known for 

efficiently handling both the imperfect and ideal 

debugging conditions. In SRGM, application of Queuing 

modes is used for describing the fault detection rate and 

correction procedure. For this, the extension of infinite 

server queuing models [18][19] is used based on multiple 

change points. The Component Based Software 

Development (CBSD) [20] is considered as building 

blocks for SRGM. The CBSD primarily focuses on 

selection of appropriate user requirements. Some of the 

soft errors can be minimized by using minimum 

redundancy concept of critical data [21]. In [22] Anjum 

et.al, presented a ranking based weighted criteria for 

reliability assessment where the failure data sets are 

ranked accordingly. 

The existing SRGMs have failed to take care of faulty 

debugging, and hence this paper proposes a novel SRGM 

which considers both the residual faults and learning 

ability. This paper is divided into five sections. The 

section-1 discusses about the introduction, section II 

discusses about the related work, the section III discusses 

about the methodology, section IV discusses about the 

results and discussion and conclusions in section V.  

 

III.  METHODOLOGY 

The present paper proposes a novel approach for 

quality assessment for software growth model. The 

design of the proposed methodology is discussed in 

section A and the estimation of performance measures is 

discussed in section B 

A.  Design  

The methodology used is illustrated in Fig.1 below.  

 

 

Fig.1. Block diagram of the Proposed Method. 

The probabilistic model based software development 

process requires a Reliability Analysis. For this, the 

following hypothesis is considered: 

 

Let H0: HPP and H1: NHPP 

Here, H0refers to null hypothesis and  

H1is the alternative hypothesis. 

 

The equation for the Laplace trend derivation is: 
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Where,𝜃0is a constituent of vector𝜃 with a value that 

removes the time-dependency of the intensity function 

λ(t;θ). 

 

Let’s assume an error probability: 

 

α=P{rejectH0| H0 is true 

 

The Laplace trend is expressed as: 

 

U<Zα  Reliability growth 

U>Zα  Reliability deterioration 

-Zα<U<Zα Stable reliability 

 

Where, Zα lies in the upper α percentage in the 

standard normal distribution [23].  

If U>Zα or U<-Zα, H0 can be ignored; or accept H0if -

Zα≤U≤Zα. 

Software reliability test serves to identify the failure 

patterns that exhibit substantial changes over a period of 

time. If the event occurrences area NHPP representing a 

function of log-linear failure intensity    expt t    , 

the null hypothesis for Laplace test can be expressed as: 
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The weighted approach of the proposed technique is 

based on the weight attribute.  

Let 𝜔𝜀 [0,1] be the weighted attribute indicating the 

amount of software reliability growth at time [tl,tl+tw].  

Then the weighted failure intensity function  w t is: 

 

         1w lt t w t w t                     (3) 

 

Where, λ(t)refers to the failure intensity function.  

If w=1,λw changes to λ(t). If w=0,λw is constant. 

Moreover, for ωε [0,1] λw carries a lighter tail than λ(t)in 

the period [tl,tl+tw]. 

Therefore, the weighted anisotropic Laplace test 

statistics is given by the expression [24]: 

 

           1w lA k A k wA k w A t                (4) 

B.  Estimation of Performance Measures 

The proposed method estimates the following 

performance measures. 
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where, 

α is a count of failures of the Goel–Okumoto  

(G-O) model  

αp is an estimation of total number of failures of  

the proposed model.  

β refers to the failure occurrence rate,  

t represents detection time and tp indicates total failure 

time  

 

Mean Value Function (MVF) is the cumulative 

number of failures detected between time 0 and t[25]. 

The proposed method is presented with following 

assumptions [26] 

 

1. NHPP is used to model Failure observation and 

fault removal.  

2. The learning capability of the Tester is an 

incremental function relevant to testing time. 

3. Software failure and fault removal functions are 

independent of each other. 

4. In a software system, the residual fault detection 

rate is a non-increasing function dependent on 

time. 

5. The probability of occurrence of a failure is 

directly proportional to the number of undetected 

residual faults. 

C.  Stopping Rules 

Stopping rules are vital to the development of software 

cost models. The Software testing process inherently is 

found to be expensive and consumes a major share of the 

software development project cost [27]. According to 

literature, many researchers have addressed the stopping 

rule problem. Several stopping criteria were compared to 

study their impact on product-release time: 

 

 Number of remaining faults: When a fraction ‘p’ 

of the total expected faults are detected, Testing 

can be stopped. 

 Failure intensity requirements: When the failure 

intensity is found to have a specified value at the 

end of the test phase, Testing can be stopped. 

 Reliability requirements: When the software 

development is in operational phase, if the 

conditional reliability reaches a required value, 

then the testing is stopped. This can also be 

expressed mathematically as the condition when 

the ratio of the cumulative number of detected 

faults at time T to the expected number of initial 

faults, reaches a specified value  

 

D.  Optimal Software Release Time 

Like any traditional SRGM, the analyst has to design a 

model optimize it. The information obtained from the 

analysis has the potential to assist the management in 

taking crucial decisions with regard to the project. By 

incorporating the fault debugging time, it is possible to 

extract more practical data, which in turn could prove 

useful in decision-making. 

The proposed model can thus help us to realize the 

optimal software release time, subject to different 

software testing stopping criteria. 

E.  Exponential Distributed Time Delay 

During the testing phase, the correction time is found 

to follow an exponential distribution, with an assumption 

that it is distributed as ∆≅exp(μ) at a given fault 

detection intensity of λd [28].The fault correction 

intensity is then expressed: 
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The fault correction MVF for Goel-Okumoto model is 

expressed as: 
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F.  Normally Distributed Time Delay 

For a normal time delay distribution with mean 

µ,variance σ2
 and the fault correction density function λc, 

the fault detection intensity function λd is estimated with  
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The fault correction process is then expressed as: 

 

     
0

t

c d cm t E m t t       

   

2 2

2

0

t b b
bt

abe t b b dt



   




              (10) 

 

IV.  RESULTS AND DISCUSSIONS 

Actual industrial data is used to experiment on the 

proposed model. The industrial data was gathered from 

an in-progress CMMI level 5 project. For this, two 

templates are used. The proposed method testing process 

is evaluated on the SAP system software failure data. It 
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consists of failures per day over a period of 170 days. 

During this, the system is (kept) idle in the following 

days 121, 122, 128, 142, 143, 144, 145, 147, 148, 149 

and 150. 

A new reliability estimation model was developed. 

While most estimation models are used in the later part of 

the testing stages, this one uses the characteristics of the 

initial testing stages. Estimation models are generally 

categorized as: 

 

a) Failure detection estimation models: Test time 

is factored in to these models to predict future 

failure trends by considering detected failure 

count per time interval. 

b) Failure removal estimation models: These 

models predict future failure removal using 

removed failures detected per time interval.  

 

Neither the testing activities nor the debugging 

activities of the developers are taken into consideration 

by either of these models. Exponential models form the 

basis for the proposed model, and hence data that fit into 

S-shaped models do not conform to the proposed model, 

which inadvertently shows the proposed model’s 

limitation. 

 

 
Fig.2. Weighted failure intensity of the proposed method 

Fig. 2 presents the weighted failure intensity of the 

proposed method. Fig. 3 shows the Cumulative 

Distribution Function (CDF) of the proposed method. 

The Fig. 3 explains the relationship between the failures 

and time of the proposed method.  

 

 

Fig.3. CDF of the proposed method. – Software failures vs. time. 

Fig. 4 shows the results of the proposed weighted 

Laplace trend compared with the conventional Laplacian 

approach. The result is illustrated in Fig. 4 reveals the 

efficiency of the proposed method. Due consideration is 

given to the system activity as well as the amount of 

reliability growth within the proposed model. This 

method is aptly called the generalized weighted 

Laplacian approach for NHPP models. This statistics 

based approach to assess reliability is found to be 

adequate, after considering the test results. 

 

 
Fig.4. Comparison Graph of Weighted Laplace Trend with Green’s 

function 

Performance analysis for this method is done using 

various measures discussed in section 2. Fig. 5 shows the 

plot of MVF values against time.  The MVF values from 

the proposed method and NHPP model are compared as 

shown in Fig. 6, making it evident that the proposed 

method exhibits better efficiency. The Fig. 7 shows the 

actual and estimated faults identified in time ‘t’. 

 

 
Fig.5. MVF values of the proposed method 

The Mean Relative Error (MRE) and Mean Square 

Error (MSE) are used to compare and analyze the results 

against the actual data [25]. Various performance 

measures of the proposed method and the Goel-Okumoto 

(G-O) model are compared and shown in Table 1. 
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Fig.6. Comparison of MVF measure of proposed and NHPP model 

 
Fig.7. Faults identified in time ‘t’ by the proposed method 

Table 1. Comparison of G-O model and proposed Method 

Performance 

Measure 

Goel-Okumoto 

Model 

Proposed 

Method 

Time 1250 1250 

Detection Rate α 12.34 12.34 

Β 0.05 0.04 

MRE 0.13 0.10 

MSE 0.60 0.29 

Total Intervals 38 38 

Failures 10.56 10.10 

 

Table 1above shows that this method is more efficient 

than the G-O model. 

The performance is evaluated using the sum of square 

errors (SSE) which gradually decreases when compared 

to other models[26]. SSE presents the deviation of 

estimated number of faults detected totally from the 

actual number of faults, and is expressed as: 
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Where ‘n’ represents the number of failures in the 

given dataset of yi at time ‘ti’. The smaller the value of 

SSE, the better the goodness of fit provided by the model 

[26]. 

 

Table 2. Dataset taken from [29] 

Test period CPU hrs Defects found 

(1) 520.0 17 

(2) 968.0 24 

(3) 1430.0 27 

(4) 1893.0 33 

(5) 2490.0 41 

(6) 3058.0 49 

(7) 3625.0 54 

(8) 4422.0 58 

(9) 5218.0 69 

(10) 5823.0 75 

(11) 6539.0 81 

(12) 7083.0 86 

(13) 7487.0 90 

(14) 7846.0 93 

(15) 8205.0 96 

(16) 8564.0 98 

(17) 8923.0 99 

(18) 9282.0 100 

(19) 9641.0 100 

(20) 10000.0 100 

Table 3. Comparison of models over SSE 

Models SSE values 

G-O model 155.50 

S-model 825.00 

Proposed model 147.20 

 

Table 3 shows that, in the current experiment, the SSE 

value for the proposed NHPP model is lower than other 

models. From the results it is also clear that the number 

of residual faults within the software can be better 

predicted using the proposed NHPP model which is 

based on the fault detection rate and it fits best. 

A.  Application of MVF to G-O Growth Model 

The G-O growth model is considered for quality 

assessment [26]. 

Assumptions for the G-O model: 

 

 G-O model is a NHPP  

 The fault detection rate value is a constant; 

 Software failure detection and fault removal 

process occur independent of each other. 

 For every occurrence of a failure, the cause (error) 

is identified and removed immediately, and no 

new errors take its place. 

 The probability of occurrence of a failure is 

proportional to the number of residual faults yet to 

be detected. 
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 The probability of fault detection is proportional 

to the number of residual faults yet to be detected. 

 

Considering the above assumptions, the G-O model is 

expressed as: 

 

 
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                             (12) 

 

When the above equation is solved  
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Where ‘a’ denotes the number of faults is to be 

eventually detected. Parameter ‘b’ represents the fault 

detection rate. This proves that the probability of fault 

detection is invariable over time [26]. 

B.  Efficiency Analysis 

Assuming the efficiency as ‘ϵ’ equation (13) can be 

expressed as: 
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By solving the above equations we get  
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The fault removal efficiency does not have any major 

impact on the accuracy of reliability prediction of this 

model. 

 

V.  CONCLUSIONS 

The present paper proposed a novel approach for 

improved G-O model that can takes care of faulty 

debugging. The proposed method considers both the 

residual faults and learning ability for yielding improved 

fault detection rate. The dependency relation between 

fault detection rate model and the time is also discussed. 

When compared to other models, the results of the 

proposed method show an improved goodness-of-fit. 
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