
Applied Mathematical Sciences, Vol. 3, 2009, no. 45, 2241 - 2253

Design of New Diagonally Implicit

Runge–Kutta Methods for Stiff Problems

O. Y. Ababneh, R. Ahmad and E. S. Ismail

School of Mathematical Sciences, Faculty of Science and Technology
Universiti Kebangsaan Malaysia

ababnehukm@yahoo.com

Abstract

This paper presents new fifth-order diagonally implicit Runge-Kutta
integration formulas for stiff initial value problems, designed to be L-
stable method. The stability of the method is analyzed and numerical
results are shown to verify the conclusions.

Mathematics Subject Classifications: 51N20, 62J05, 70F99

Keywords: ODE solver; Runge-Kutta method; L-stable; Stiff problems

1 Introduction

The initial value problem(IVP) for a system of first order ordinary differential
equations(ODEs) is defined by

y′ = f(x, y), y(a) = y0, x ∈ [a, b]. (1)

The general s-stage Runge-Kutta method is defined by

yn+1 = yn + h
s∑

i=1

biki (2)

where

ki = f(xn + cih, yn + h
i−1∑
j=1

aijkj), i = 1, 2, ....., s
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such formula can be represented conveniently by Butcher array

c1

c2

c3

c4

c5

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 a12 a13 . . . a1s

a21 a22 a23 . . . a2s
...

...
...

...
. . . .

as1 as2 as3 . . . ass

b1 b2 b3 b4 bs

or simply as

c A
bT

If matrix A is strictly lower triangular (i.e., the internal stages can be calcu-
lated without depending on later stages),then the method is called an explicit
method otherwise the internal stages depend not only on the previous stages
but also on the current stage and later stages, this method is called an implicit
method.
The importance of the implicit methods is due to its high orders of accuracy
which is superior to the explicit methods.This makes it more suitable for solv-
ing stiff problems.
Stiff equations have proved to be too important to be ignored and too expen-
sive to overpower.They are too important because they occur rather frequently
in physical problems.They are too expensive to overpower because of their size
and the difficulty they present to classical methods no matter how great an
improvement in computing capability becomes available. Stiff differential equa-
tions arise in a variety of applications, such as network analysis, chemical or nu-
clear kinetics [1]

The stiff problem had attracted the attention of many numerical ana-
lysts, which led to surveys of methods for stiff problems produced by Bjurel,
Dahlquist, Lindberg, Linde and Oden [2].
Because of the excessive cost in evaluating the stages in a fully implicit Runge-
Kutta method, many researchers have opted for the diagonally implicit Runge-
Kutta (DIRK) method, as called by Alexander [3] for these methods, the co-
efficient matrix A has lower triangular structure with equal elements on the
diagonal and sometimes these methods are referred to as singly equal diago-
nals.

These methods has been identified as quite popular for solving stiff ODEs.
In this paper, we construct a novel method that can be used for solving stiff
problems.
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2 Diagonally Implicit Runge Kutta Methods

Rosenbrock [4] Butcher [5] showed that the degree of implicitness can be re-
duced by ensuring that the Runge-kutta matrix is a lower triangular.The first
studies of this method appeared in the works of Nφrsett [6] and Alexander
[3].This method is named by ”semi-implicit” ,” semi-explicit” and ”diagonally
implicit ” or ”DIRK”.Common usage favors using ” singly diagonally implicit
” or ”SDIRK” in the more restricted sense. The idea here is to restrict the
method to the form

c1 λ
c2 a21 λ
c3 a31 a32 λ

c4
...

...
...

. . .

c5 as1 as2 as3 as4 λ
b1 b2 b3 b4 bs .

In [7–12] various effective DIRK methods have been presented.

3 Derivation of Fifth Order Five stages Diag-

onally Implicit Runge Kutta Method

In this paper we will introduce a new diagonally implicit Runge Kutta methods
which have the following form

λ λ
c1 a21 λ
c2 a31 a32 λ
...

...
...

...
. . .

cs b1 b2 b3 . . . λ
b1 b2 b3 . . . λ .

In order to derive a fifth order diagonally implicit Runge-Kutta (DIRK5)method,
seventeen equations have to be satisfied. The equations associated with the
order of the method are given in Table 1.
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Table 1: Equations of order conditions for Runge Kutta Methods of order5

order Elementary weights

1
∑

bi = 1 (3.1)

2
∑

bici = 1
2

(3.2)

3
∑

bic
2
i = 1

3
(3.3)

3
∑

biaijcj = 1
6

(3.4)

4
∑

bic
3
i = 1

4
(3.5)

4
∑

biciaijcj = 1
8

(3.6)

4
∑

biaijc
2
j = 1

12
(3.7)

4
∑

biaijajkck = 1
24

(3.8)

5
∑

bic
4
i = 1

5
(3.9)

5
∑

bic
2
i aijcj = 1

10
(3.10)

5
∑

biaijcjaikck = 1
20

(3.11)

5
∑

biciaijc
2
j = 1

15
(3.12)

5
∑

biaijc
3
j = 1

20
(3.13)

5
∑

biciaijajkck = 1
30

(3.14)

5
∑

biaijcjajkck = 1
40

(3.15)

5
∑

biaijajkc
2
k = 1

60
(3.16)

5
∑

biaijajkaklcl = 1
120

(3.17)

We use two simplifying assumptions to reduce and simplify the equa-
tions.The two assumptions are,

∑
i

biaij = bj(1 − cj), forj = 1, 2, ...., s. (3.18)

∑
j

aijcj =
1

2
c2
i , fori = 1, 2, ...., s. (3.19)

Consider the condition

B(η) :
s∑

i=1

bic
k−1
i = k−1, k = 1, 2, ....., η [13]. (3.20)
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Therefore equations (3.1),(3.2),(3.3),(3.5)and(3.9) have to be satisfied.
Consider equation(3.4),by using (3.18)we can write

∑
ij

biaijcj =
∑
j

bj(1−cj)cj =
∑
j

bjcj−∑
j

bjc
2
j = (3.2) − (3.3).

So we can remove equation(3.4) because(3.2)and(3.3)hold,the same proce-
dure is used on (3.7),(3.8),(3.13),(3.15),(3.16)and(3.17).

Consider equation(3.6)and(3.5)we have

∑
ij

biciaijcj =
1

2

∑
j

bic
3
i

⇒ ∑
ij

biciaijcj − 1

2

∑
j

bic
3
i = 0

⇒ ∑
ij

bici

[∑
i

aij cj − c2
i

2

]
= 0.

For this method we found that for i=1 (3.19) is not true since for i=1 we

have a11c1 =
c21
2
⇒ c2

1 =
c21
2

which give us c1 = 0,but c1 = λ �= 0, there fore
we assign b1 to be zero,so we can remove equation(3.6), then we implement the
same procedure on (3.10), (3.11) and (3.12),(3,14).

The values of ai1 for i=1,2,...,5 are obtained by the relationship

ai1 = ci −
i∑

j=2

aij .

Now, we just choose the suitable element of λ, for fifth order five stage
takeλ = 1

4
, this was chosen for simplicity, taking into account the need for A-

stable behavior.
We solve the system of equations using the MATHEMATICA software[14].
The coefficients for the method described under these choices are obtained
and given by

1
4

1
4

1
6

−1
12

1
4

49+
√

41
60

73+12
√

41
150

24−19
√

41
300

1
4

49−√
41

60
a41 a42 a43

1
4

1 0 15
37

2091−879
√

41
12136

2091+879
√

41
12136

1
4

1 0 15
37

2091−879
√

41
12136

2091+879
√

41
12136

1
4



2246 O. Y. Ababneh, R. Ahmad and E. S. Ismail

where a41 = 59765462671−2469071899
√

41
269065110000

a42 = 26775007261+244199891
√

41
89286180000

a43 = 889326089143−203592224167
√

41
19910818140000

4 Stability of the DIRK5 method

Consider a scalar test equation

y′ = λy, λ ∈ C, Re(λ) < 0.

Write (2) as

yn+1 = yn + h
s∑

i=1
bif(xn + cih, Yi),

where

Yi = yn + h
s∑
j

aijf(xn + cjh, Yj), i = 1, 2, ......, s.

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(3)

The forms(2) and (3) are seen to be equivalent if we make the interpretation

ki = f(xn + cjh, Yi), i = 1, 2, ...., s. (4)

Applying (3) to the test equation yields

Yi = yn + z
s∑

j=1
aijYj, i = 1, 2, ....., s

yn+1 = yn + z
s∑

i=1
biYi.

z = hλ.

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

.

(5)

Define Y, e ∈ Rs by Y = [Y1, Y2, ....., Ys]
T and e = [1, 1, ......, 1]T then (5) can

be written in the form

Y = yne + zAY, yn+1 = yn + zbT Y, where z = hλ. (6)

Solving for the first of these for Y and substituting in the second gives

yn+1 = yn[1 + zbT (I − zA)−1e], (7)



Design of new diagonally implicit Runge-Kutta methods 2247

where I is an identity matrix of size s × s. These steps are explained in [15].
Now we have a one step difference equation of the form

yn+1 = R(z)yn (8)

R(z) = 1 + zbT (I − zA)−1e. (9)

where R(z) is the stability function or stability polynomial of the method.
Clearly yn → 0 as n → ∞ if and only if

|R(z)| < 1 (10)

and the method is absolutely stable for those values of z for which (10)
holds.The stability region is defined as {z ∈ C : |R(z)| ≤ 1} or the set of
points in the complex plane such that the computed solution remains bounded
after many steps of computation [14].

Lemma: Let (A,B,C)denote a Runge-Kutta method. Then its stability func-
tion is given by

R(z) =
det(I + z(ebT − A)

det(I − zA)
. (11)

We obtain the stability function for the new method as

R(z) =
−1024 + 256z + 128z2 − 13.5495z3 − 4.2449z4

(−4 + z)5
. (12)

The stability region for the above formula in 2 and 3 dimensions is illus-
trated in the Figures (1) and (2) below:
Definition:[16] A Runge-Kutta method is said to be A-stable if its stability
region contains C− ,the non-positive half-plane{λh|Re (λh) < 0}

Theorem 4.1: The new Fifth-Order Five Stage Diagonally Implicit Runge-
Kutta Method (DIRK5)is an A-stable method.

Proof
we obtained that yn+1 = R(z)yn where z = λh
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Figure 1: The stability region of the DIRK5 method in 2D.

Figure 2: The stability region of the DIRK5 method in 3D.

and R(z) = −1024+256z+128z2−13.5495z3−4.2449z4

(−4+z)5
we have

yn+1 =
−1024 + 256(λh) + 128(λh)2 − 13.5495(λh)3 − 4.2449(λh)4

(−4 + (λh))5
yn

so we have

y1 =
−1024 + 256(λh) + 128(λh)2 − 13.5495(λh)3 − 4.2449(λh)4

(−4 + (λh))5
y0

y2 = (
−1024 + 256(λh) + 128(λh)2 − 13.5495(λh)3 − 4.2449(λh)4

(−4 + (λh))5
)2y0

y3 = (
−1024 + 256(λh) + 128(λh)2 − 13.5495(λh)3 − 4.2449(λh)4

(−4 + (λh))5
)3y0
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Therefore, for any fixed point n we have

yn = (
−1024 + 256(λh) + 128(λh)2 − 13.5495(λh)3 − 4.2449(λh)4

(−4 + (λh))5
)ny0

So for any fixed point t = tn = nh we have |R(λnh)n| → 0 as n → ∞ for all
λh with Re(λ) < 0, we get yn → 0 as n → ∞ and consequently the method is
A-stable.

For the solution of stiff problems, A-stability is a desirable property, and there
is sometimes a preference for methods to be L-stable when the problem is an ex-
cessively stiff.

Definition:[17] A method is called L-stable if it is A-stable and if in addition
lim
z→∞ R(z) = 0.

Theorem 4.2: The new Fifth-Order Five Stage Diagonally Implicit Runge-
Kutta Method (DIRK5)is an L-stable method.

Proof
According Theorem 4.1 we obtained that DIRK5 method is an A-stable, now
if we take lim

z→∞R(z) we get

lim
z→∞ R(z) = lim

z→∞
−1024 + 256z + 128z2 − 13.5495z3 − 4.2449z4

(−4 + z)5
= 0.

This implies DIRK5 is L-stable method.

5 Stiff problem

Definition[18]: If a numerical method is forced to use, in an interval of
integration, a stepsize is forced to be excessively small relative to dominant
time-scale of the solution to get a smooth approximation of the exact solution
in that interval,then the problem is said to be stiff in that interval.

According to the definition above, in order to get a smooth approximation of
the solution a very small stepsize should be used for stiff problems. In practice
a large stepsize is used to reduce computational costs.

6 Problems Tested and Numerical Results

Our aim in this section is to see how well our method compare with other
method when solving stiff problems. We then compared the new method with
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Cooper and Sayfy method[10].
Cooper and Sayfy have derived many DIRK methods of high order. Their
main aim was to minimize the number of implicit stages and not to maximize
stability. One of theirs is and we denoted it by Cooper method

6−√
6

10
6−√

6
10

6+9
√

6
35

−6+5
√

6
14

6−√
6

10

1 888+607
√

6
2850

126−161
√

6
1425

6−√
6

10
4−√

6
10

3153−3082
√

6
1425

3213+1148
√

6
28500

−267+88
√

6
500

6−√
6

10
4+

√
6

10
−32583+14638

√
6

71250
−17199+364

√
6

36
1329−544

√
6

2500
−96+131

√
6

625
6−√

6
10

1 0 0 1
9

16−√
6

36
16+

√
6

36

To test the accuracy of our new method, problems in ordinary differential
equation, which are stiff problem are used.
Problem 1
Consider the stiff ordinary differential equation

y′(t) = −200(y(t) − cos(t)); y(0) = 0,

with the exact solution 1
40001

(200e−200t(−200 + 200e200t cos(t) + e200t sin(t)),
which was considered over the range 2 ≤ t ≤ 5, using stepsize h = 0.01 and
10 Newton iterations to get the stages values. The results of the error for the
methods are plotted in Figure (3).

Cooper
DIRK5

t

54.543.532.52

2e-005

1.8e-005

1.6e-005

1.4e-005

1.2e-005

1e-005

8e-006

6e-006

4e-006

2e-006

0

Figure 3: The absolute error of the two methods with h=0.01.

Problem 2 Consider the highly stiff ordinary differential equation

y′(t) = −1000y(t) + e−2t; y(0) = 0,

with the exact solution 1
998

e−1000t(−1 + e998) which was considered over the
range 0 ≤ t ≤ 1 We used 5 Newton iterations to get the stage values. The
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numerical results for the DIRK5 are compared to those of Cooper in Fig(4)
by using h=0.01.The results show an excellent and superior accuracy of the
DIRK5 method using two stepsizes namely h=0.01 and h=0.002 which is better
than Coopers results.The Cooper method definitely seems to have difficulty of
the approximation when h=0.01, so we decrease the step size h.

Cooper
DIRK5

t

10.80.60.40.20

1000

500

0

-500

-1000

Figure 4: The Solution curves with h=0.01.

Fig(5)shows the absolute errors for the methods when h=0.002. The cooper
method performs well with h=0.002. However, the DIRK5 method performs
perfectly well with both h=0.01 and h=0.002, and outperforms Cooper method.

Cooper
DIRK5

t

10.90.80.70.60.50.4

1e-009

8e-010

6e-010

4e-010

2e-010

0

Figure 5: The absolute error of the two methods with h=0.02.

7 Conclusion

The research conducted in this paper shows the possibility of constructing new
diagonally implicit Runge-Kutta five-stage fifth order formula with L-stability
property.
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From the results obtained via the numerical experiment, we verified that the
DIRK5 method is appropriate for stiff problems and it outperforms existing
methods such as the Cooper method.
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