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Abstract 

Recently, the use of different social media platforms such as Twitter, Facebook, and WhatsApp 

have increased significantly. A vast number of static images and motion frame pictures posted on 

such platforms get stored in the device folder making it critical to identify the social network of 

the downloaded images in the android domain. This is a multimedia forensic job with major cyber 

security consequences and is said to be accomplished using unique traces contained in picture 

material (SNs). Therefore, this proposal has been endeavoured to construct a new framework 

called FusionNet to combine two well-established single shared Convolutional Neural Networks 

(CNN) to accelerate the search. Moreover, the FusionNet has been found to improve classification 

accuracy. Image searching is one of the challenging issues in the android domain besides being a 

time-consuming process. The goal of the proposed network's architecture and training is to 

enhance the forensic information included in the digital pictures shared on social media. 

Furthermore, several network designs for the categorization of WhatsApp pictures have been 

compared and this suggested method has shown better performance in the comparison. The 

proposed framework's overall performance was measured using the performance metrics. 
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1. Introduction 

The development of social media platforms has shown that people consume information at 

a much faster rate and in an increased volume. The lines between the creation and dissemination 

of information are rapidly dissolving. Even though social networks have made excellent 

information more widely available, their highly decentralized and uncontrolled environment 

allows the rapid spread of false information in large numbers [1-4]. To influence public opinion, 

damage people's popularity, organizations, or social groupings economically or politically, 

misinformation is generally produced with malevolence. Furthermore, false information travels on 

social media at a quicker rate, goes deeper, and reaches a wider audience. Humans are also unable 

to tell the difference between fact and fiction owing to the overwhelming amount of information 

we are exposed to on social media [5-8]. 

CG images are a very high pixel-contained visual quality that is developed through the 

advancement of image processing methods for modeling purposes. A high degree of photorealism 

makes it impossible to tell whether the pictures were taken with digital cameras or generated with 

computer graphics rendering. Even though rendering methods make our lives easier, they may also 

put our forensic systems in jeopardy. Figure 1 depicts a few examples of potential picture 

categories.  

Thus, there is a significant research issue in picture forensics: differentiating between 

computer-generated and natural imagery. This forensic difficulty with computer-generated images 

may be referred to as a CG problem [9]. 

Many researchers have suggested different approaches to this forensic issue over the last 

few decades, including those that use hand-crafted features and CNNs. The dimensional features 
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are extracted to formulate the optimization problem in digital image processing for estimation 

mapping. Because CNN has such a high learning capacity, CNN-based techniques are used 

frequently and tends to be more effective in forensic investigations. On the other hand, the existing 

techniques ignored the blind detection issue (also known as the generalization problem) if we train 

a CNN model on CG images produced by "known" computer graphics rendering methods and then 

test it on images generated by "unknown" rendering techniques [10-13]. 

 

Figure 1. Sample image category 

Inferring the source of digital information is a major challenge in multimedia forensics. 

Linking a digital picture to its originating device is unquestionably a difficult issue for researchers, 
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as one has to retrieve the full image processing history when an image has to be verified. These 

tasks have been made easier with the development of applications including android domain’s 

folders to recover the various inference devices’ sources [14]. 

2. Organization of this Research 

The structure of the remaining sections of the research paper: section 3 presents previous 

research on image classification using a deep learning method, and section 4 presents future 

research on image classification. Section 4 covers the suggested technique for WhatsApp picture 

categorization using the CNN methodology, which describes preliminary works in detail in Section 

3. Section 5 presents the experimental findings as well as the discussion of the conclusion reached 

in the experiment. Section 6 brings the planned work to a close, with suggestions for further 

improvement. 

3. Preliminaries 

CG pictures were identified using a CNN-based framework described by Quan et al, which 

included two cascaded convolutional layers at the beginning of the framework. Several CNN 

visualization tools were used to comprehend the differences between these two types of images by 

the deep model [15]. He and his colleagues used a combination of Convolutional Neural Networks 

(CNN) and Recurrent Neural Networks (RNN) to identify CG pictures [16]. For the CG picture 

forensic issue, Nguyen et al. used the capsule network technique [17]. Using an attention-based 

recurrent model, Bhalang Tarianga et al. developed a method to classify computer-generated 

pictures and natural pictures [18]. With the use of channel and pixel correlation information, Zhang 

et al. were able to develop a hybrid-correlation-based CNN model that exposed the differences in 

features between NIs and computer-generated pictures [19]. 
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Using a K-NN classifier, the researchers in [20] were able to distinguish between social 

media to trace the image changes, feature capturing, and operations with uploading and 

downloading.  

Caldelli and his research team have proposed classification methods for different social 

media networks based on discrete cosine transform (DCT). This procedure was performed with 

content-based feature extraction in the given input images by the decision tree classification 

method [21]. 

The combination of dimension and quantization of image details have provided a good 

structure for the procedure to differentiate between the features of the image which has content-

based features. According to [22], in order to identify the objects, they utilized three different 

classifiers, namely: the LR, the SVM, and the RF classifiers. 

A CNN deep learning method presented by Amerini et al., proposes to categorize up to 

several social media networks based on the features of the images through transform coefficients 

[23]. 

Research Gap 

This hypothesis recommends to build the framework using two elements of CNN: network 

design and network training, to enhance forensic performance in particular. With this approach, 

the goal is to create and deploy a CNN that uses more diverse feature learning and uses tougher 

negative examples in the so-called “enhanced training phase”. As a result, the negative sample 

refers to the picture that was generated entirely from the original training dataset (perhaps 

supplemented by information from the CNN model), and its ground-truth label is identical to the 

CG image. 
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4. Methodologies 

The proposed method consists of the following sequence of layer filters for CNN 

construction with FusionNet.  

1) This is followed by 32 3*3 filters in two convolutional layers, the last of which is 

then dropped out.  

2) After max-pooling, dropout, and another round of 64 3*3 filters, conv3 and conv4 

are constructed. 

3) There are two fully linked layers (full5 and full6), each with 256 units, and a 

softmax layer that has as many units as class k units to be recognized. 

4.1 Multiclass Importance 

 

Figure 2. Proposed architecture 

When dealing with a multi-class issue, we'll get a probability that a picture belongs to a 

certain class, as in a single dimension of CNN. The ReLU is used as an activation function in all 
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convolutional layers as well as the first fully connected layer with class 1 to 6. Among the 

categories of photos are screenshots, pictures of the owner (or authorized person), pictures of the 

family, pictures taken outside and inside, and pictures of WhatsApp memes. Increasing the number 

of classes in a multiclass classification system will be possible with this option. The proposed 

architecture is shown in Figure 2. 

4.2 Training of CNN Network 

The training of the CNN network has a gradient descent approach for optimizing the 

algorithm to improve patch or image-level training in the CNN [25]. The maximum number of 

epochs in a single CNN dimension is 20, whereas the maximum number of epochs in a CNN net 

with two dimensions is 50. For the single-dimensional CNN, a mini-batch of 32 samples was used, 

whereas, the two-dimensional CNN was attempted with a patch and image level of 256 pixels. An 

imbalanced training set was used to generate each mini-batch. Depending on the picture size, the 

number of photos in each class varied to better mimic real-world situations. The loss function on 

the testing set has attained minimum due to the training with FusionNet architecture. It was found 

that for the two-dimensional CNN net, loss function occured after many epochs, while for the 

FusionNet and the single-dimensional CNN, loss function occured before 10 epochs. 

4.3 FusionNet Architecture 

The static images were divided into various dimension matrixes for the patching process 

of the proposed architecture. As a result of this approach, after processing each picture patch using 

CNNs, the prediction was produced at the patch level [24]. Therefore, a majority voting method 

on the labels given to each patch was used to generate a final identification at the picture level. To 

build the suggested framework, FusionNet, the two CNNs shown in Figure 2 were combined. At 

any level before softmax, the fusion may take place in order to conduct a combined learning 



Journal of Ubiquitous Computing and Communication Technologies (UCCT) (2021) 

Vol.03/ No.03 

Pages: 180-195  

https://www.irojournals.com/jucct/ 

DOI: https://doi.org/10.36548/jucct.2021.3.003 

187 

ISSN: 2582-337X 

Submitted: 02.08.2021 

Revised: 14.09.2021 

Accepted: 06.10.2021 

Published: 16.10.2021 

 

process to get information from neurons in the network structure. Moreover, their fusion occurred 

to complete the concatenating process in the proposed architecture. 

4.4 Activation Function 

The neurons are combined with the activation function to drop out for the further process 

in the neural network structure. A second fully connected layer and a softmax with the same 

number of units linked to it as the number of classes to be classified follow. By using this 

architecture, both branches of the neural network may train at the same time using the same picture 

patch as input. Both branches of FusionNet share the weights throughout the training phase to 

automatically discover the optimum combination [25-27]. 

5. Results Discussion 

In this section, the experimental procedure and testing and training procedure is discussed 

with the proposed algorithm. The experimental test is combined with feature learning and neural 

network architecture. The model loss and accuracy has been shown in figure 3 for training and 

testing. 

These four datasets have already been used in relevant research when the trials were carried 

out. In terms of picture kinds, social network numbers and types, number of source cameras 

engaged, and the number of shares, all these datasets show quite distinct features [28- 32]. Table 

1 displays the parameters that was used to build up this suggested model. 

The VISION collection yielded a total of 2135 pictures, of which 5 were linked to specific 

cellphones, such as the Samsung Galaxy S3 and Huawei models. As a consequence, a total of 6405 

(2135_3) pictures was downloaded in various quality levels from Facebook and WhatsApp. Since 
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the camera resolution of the mobile phone affects the size of the image, the number of samples per 

device varies. 

 

Figure 3. Training and Testing Accuracy Vs Losses 

Table 1. Initial Parameters for Proposed Model 

S.No Parameter Fusion Net 

1 Initial Learning rate 0.004 

2 Activation function ReLU 

3 Batch size 10 

4 Epochs 50 

5 Loss function RMSE (Root Mean Square Error) 
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Table 2. Computed Performance Metrics 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

Table 2 includes performance metrics that have been computed. To demonstrate the 

effectiveness of the proposed approach on various datasets made up of various picture resolutions, 

social networks, and messaging apps, an extensive collection of experiments are given in this part. 

80% of the datasets have been used for training, 10% have been used for validation, and 10% have 

been used for testing. Random images were chosen from each of the six groups. Graphical 

depiction of total performance metrics is shown in Figure 4.  

S.No CNN Architectures Accuracy Sensitivity Precision Loss Specificity 

1 
CNN with FusionNet 

(Patchlevel) 
83.91% 81.67% 78.98% 2.2233 80.92% 

2 
CNN with FusionNet 

(Image level) 
84.34% 80.12% 83.23% 1.8761 89.12% 

3 
CNN with FusionNet 

(DS) 
74.56% 80.92% 79.06% 4.2311 81.67% 

4 
Proposed CNN with 

FusionNet (SS) 
98.74% 97.47% 95.03% 0.0345 97.76% 
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Figure 4. Overall Performance Measures 

The suggested single-shared FusionNet performs more accurately than previous CNN 

methods, which is a significant improvement. 

6. Conclusion 

As a result, the proposed single sharing CNN method is very appropriate for categorizing 

images for simple search, and it has been successfully implemented. Using WhatsApp to 

disseminate false information is a significant societal issue. The accuracy of Fusion Net was 

superior to other conventional picture categorization techniques, as shown in the results and 

discussion section. In the future, this study intends to focus on combining message information 

(such as sender, timestamp, and group) with textual characteristics to better classify messages. A 

Deep Leaning method would be used to extract features from both text and media data in order to 

study multi-modal misinformation detection. Subsequently, the research urges to look at semi-
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automatic techniques for creating constantly tagged WhatsApp datasets because misinformation 

changes over time. 
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