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Abstract: An immense number of chemical reactions
are carried out simultaneously in living cells. Na-
tureÏs optimization approach encompasses the as-
sembly of reactions in cascades and to embed them
in finely tuned metabolic networks. With the vast
progress in the field of biocatalysis, man-made cas-
cades, especially redox cascades, have reached
a degree of complexity that needs tools for improved
control and optimization. Combined strategies from
biocatalysis, metabolic engineering and synthetic
biology lead to the establishment of artificial meta-
bolic pathways with minimized interference with the
cellular host environment. This review will focus on
genetic and metabolic engineering tools for the as-
sembly and introduction of de novo redox pathways
into the host Escherichia coli and will present state
of the art redox cascades performed by tailor-made
microbial cell factories.
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1 Introduction

The concept of biocatalysis has transformed tremen-
dously from its starting point by employing (isolated)
enzymes in single-step reactions to todayÏs realization
of complex synthetic schemes by applying multi-enzy-
matic cascades.[1] Although the optimization of in
vitro approaches was similar to classical organic syn-
thesis, for example, by changing reaction parameters
such as substrate and enzyme concentrations, temper-
ature or pH, scientists soon had to face limitations.
Many in vitro transformations consist of only a few
enzymes and cannot compete with the complexity and
efficiency of natural metabolic pathways.[2] The im-
practicality of cell-free systems starts with the prior
preparation of biocatalysts which usually involves the
expression, isolation, and purification of heterologous
enzymes from host cells. It is a major drawback that

many enzymes [e.g., oxidases, alcohol dehydrogenases
(ADHs)] are dependent on cofactors which have to
be either added in stoichiometric amounts or regener-
ated by enzymatic recycling systems.[2,3] Both render
in vitro redox cascades often uneconomical and add
complexity to a system that started out being simple.
Consequently, scientists applied multi-step biotrans-
formations preferably in living cells. Within such in
vivo approaches there is no need to isolate cascade
components, as enzymes are usually more stable in
a cellular environment, and the host metabolism sup-
plies and recycles cofactors.[2,3] Nonetheless, it is the
complexity of whole cell systems that makes them su-
perior to transformations carried out in vitro and, at
the same time, complicates control in many aspects.

While nature had millions of years to optimize chal-
lenging reactions such as redox reactions and to
embed them in complex and efficiently regulated met-
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abolic networks, scientists usually do not have that
much time. With interdisciplinary concepts from met-
abolic engineering and synthetic biology, scientists in
the field of biocatalysis try to mimic nature and aim
for the establishment of redox cascades that are
equally sophisticated, demanding and optimized on
different molecular levels.

With the research progress made in the last de-
cades, genetic and metabolic engineering tools for the

modification and manipulation of the host E. coli are
available that not only enable the design and applica-
tion of entire de novo pathways but also their optimi-
zation by identifying bottlenecks which make these
cascades less efficient in regard to product titers and
host cell viability. Such phenomena are often associat-
ed with the term metabolic burden.[4] Bottlenecks can
originate from limited permeability of host cells[5] or
leaking of pathway intermediates, their accumulation
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due to different kinetics or unbalanced production of
heterologously expressed enzymes[6] or a depletion of
redox cofactors.[3] Bottlenecks can also be caused by
the metabolic background of the host including by-
product formation from cascade intermediates cata-
lyzed by natively expressed enzymes.[7] Additional
limitations can be caused by diffusion of intermedi-
ates out of the cell or their individual toxicity. Several
optimization strategies are available on all molecular
levels and include, for example, the use of balanced
promoter systems[8] (transcription), codon-optimized
genes[9] (translation), and the spatial organization of
pathways by scaffold proteins.[10] Recent advances in
optimization target on improved cofactor availability
and identification as well as removal of competing
background reactions.[11]

This work will deal with the design, construction
and optimization of redox cascades in the best studied
host organism Escherichia coli (E. coli). Moreover,
this review will focus on holistic approaches made to
simultaneously both reduce the metabolic burden for
the host and optimize redox cascades by multilevel
manipulations through strategies and techniques from
metabolic engineering, systems biology, synthetic biol-
ogy and reaction engineering. Most recent genetic
tools used to introduce de novo pathways in E. coli,
one of the most commonly used hosts in metabolic
engineering, will be compared. It will be depicted
how rational gene knock-out (KO) leads to optimized
redox cascades with minimized background. More-
over a short outlook on computational modelling and
metabolic flux analysis will be given. Examples for
tailor-made microbial cell factories and the cascade
reactions they are able to perform will highlight the
interdependency between redox biocatalysis and host
metabolism.

2 Tools for Cellular Pathway Engineering

Awell-characterized host for the heterologous expres-
sion of all de novo pathway components (usually pro-
teins) represents the foundation of engineering new
metabolic routes. The Gram-negative bacterium E.
coli is most suitable because of its rapid growth at
high density on cheap nutrients, the availability of
a large number of different cloning vectors, and its
well-understood genetics.[12] Starting in the late 1990s,
the elucidation of whole genome sequences for vari-
ous microbes [e.g., E. coli, Bacillus subtilis (B. subti-
lis) or Saccharomyces cerevisiae (S. cerevisiae)] went
hand in hand with the fast development in the omics
disciplines (transcriptomics, proteomics, metabolo-
mics, fluxomics). This granted access to metabolic net-
work information for the first time and led to the de-
velopment of methods for gene KO and knock-in
(KI) towards the construction of mutant libraries

(e.g., the Keio collection[13]). Such a gain of knowl-
edge also supported the emerging field of synthetic
biology and enabled the remodelling of biological sys-
tems and manipulations on larger scales.[2]

The key players in biosynthetic pathways and meta-
bolic networks are proteins, to be exact, enzymes. Im-
mense numbers of different enzymes are simultane-
ously produced by the transcriptional and ribosomal
machinery in living cells to ensure cellular functionali-
ty, growth, and reproduction.[2,12b] Enzymes perform
sequential multi-step transformations with high de-
mands on chemo-, regio-, and stereo-selectivity under
the certain reaction conditions of the cellular environ-
ment (e.g., different compartments of the cell) which
make them compatible with each other and enable
the construction of artificial pathways consisting of
naturally non-related enzymes.[1b] For both biocatalyt-
ic in vitro and in vivo applications, enzymes have to
be supplied in sufficient and stoichiometric amounts.
Early attempts were achieved by over-expressing en-
zymes from plasmids. This classic approach is still ex-
tensively used for (soluble) proteins based on increas-
ing numbers of different vectors available and stand-
ardized guidelines for expression.[12b] The expression
of many different (heterologous) pathway compo-
nents though is far more elaborate and will be dis-
cussed in the following section together with im-
proved genetic tools and new strategies for their in-
troduction in E. coli.

2.1 The Challenges of Multiple Recombinant Protein
Expression

The expression of each enzyme from a single plasmid
is not feasible for the establishment of whole meta-
bolic pathways as this approach involves separate
rounds of molecular cloning which can be tricky and
time-consuming.

Major obstacles are encountered after introduction
into the host as the over-production of recombinant
target proteins[14] and the replication of foreign
DNA[15] utilize a significant amount of the host cellÏs
resources.[4] The imposed metabolic load leads to
a drain of resources from the host metabolism induc-
ing stress responses (e.g., heat shock, starvation).[12b]

This results in down-regulation of housekeeping
genes involved in transcription, translation and amino
acid biosynthesis,[16] reducing both growth rate[14,17]

and cell viability.[18] Consequently, the flux through
the de novo pathway can be strongly impaired which
leads to low productivities.[19] In line with tuning
chemical reactions, also stress responses can be mini-
mized by the adaption of expression conditions (e.g.,
the use of different plasmids, changing inducer con-
centration, growth temperature, and medium compo-
sition). This simple approach may not suffice as re-
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sponses triggered by cells under stress conditions are
complex and the metabolic burden bestowed upon
the host by the introduction of many pathway ele-
ments is innately high. The flaws and faults of re-
combinant protein production in E. coli have been ad-
dressed in detail by different authors.[12,20] Recent ad-
vances aim for more efficient and convenient tools
for multiple gene expression that allow the assembly
of whole biosynthetic pathways and, simultaneously,
reduce the metabolic burden.

The immediate solution to reduce the plasmid
burden is the co-expression of two (or more) genes
from a single plasmid. In such a way, a metabolic
pathway could be expressed with improved stability
from only a handful of plasmids when considering re-
plicon incompatibility[21] (Table 1) and positive selec-
tion tools (e.g., antibiotic resistance markers) for host
cells harboring all desired vector constructs.

Zhang et al. introduced a pathway for the synthesis
of non-natural alcohols in E. coli, starting from l-
threonine (1) and optimized it for the production of
(S)-3-methyl-1-pentanol (4) (Figure 1). Their modular
approach consisted of three plasmids encoding three
synthetic operons (Figure 2A); two of which drive the

carbon flux towards the natural precursor 2-keto-3-
methyl-valerate (2) and one comprising the de novo
pathway.[24]

One popular approach for protein co-expression is
the Duet expression system from Novagen. It com-
bines different compatible origins of replication
(ORIs; ColE1, CloDF13, P15A, ColA and RSF1030)
and different antibiotic markers (ampicillin, strepto-
mycin, chloramphenicol and kanamycin). Held and
co-workers demonstrated the co-expression of up to
eight proteins in one cell from four Duet vectors.[22,25]

Within the context of metabolic pathway incorpora-
tion, scientists in the Prather group used the Duet
system for the biosynthesis of (R)- and (S)-3-hydroxy-
butyrate,[26] butanol[27] and the non-natural alcohols
pentanol[28] and 4-methyl-1-pentanol.[29] The last com-
pound is formed via a ten-step de novo pathway with
enzymes taken from nine different microorganisms. In
the cases of non-natural alcohol production, enzymes
are grouped in modules that allowed rational combi-
nation of different modules to elevate product titers.

Such modules or enzymatic toolboxes have to be
assembled thoughtfully by conventional cloning. De-
spite the trendsetting examples of pathway engineer-
ing above, the Duet vector sets have drawbacks.
Quick modular exchanges of a single or multiple
pathway elements or changes in the pathway configu-
ration (Figure 2) are not possible and gene expression
is not tunable with only the strong isopropyl b-d-1-
thiogalactopyranoside (IPTG)-inducible T7 promoter
in place. But the establishment of artificial metabolic
routes apparently needs modularity and fine tuning
not only on different steps of the pathway but also on
molecular levels (e.g., transcription, translation).[30]

Table 1. Replicon incompatibility groups.

Plasmid(s) ORI Copy
No.[a]

Incompatible
Replicons

pUC pMB1[b] 300–500 [c]

pGEM pMB1[b] 300–500 [c]

pBluescript ColE1[d] & F1[e] 300–500 [c]

pRSF RSF1030 >100 RSF1030
pET (all) pBR322 & F1[e] ~40 [c]

pETDuet-1 ColE1 ~40 [c]

pCDF CloDF13 20–40 CloDF13
pCOLA ColA 20–40 ColA
pR6K R6K[f] 15–20 [g]

pACYC P15A 10–12 P15A
pACYCDuet-1 P15A 10–12 P15A
pRARE P15A 10–12 P15A
pETcocoTM Mini-F/RK2 ~40[h] [g]

pSC101 pSC101 ~5 [g]

[a] Actual copy numbers may vary depending on factors
such as the type/size of insert, E. coli strain used and
growth conditions. Numbers adapted from Sambrook
et al. ,[21b] Held et al.[22] or Sørensen and Mortensen.[12b]

[b] pMB1 derivative. This ORI is also related to pBR322
and ColE1 (i.e. , they belong to the same incompatibility
group).

[c] Incompatible replicons include pBR322, pMB1, ColE1
and their derivatives.

[d] ColE1 derivative.
[e] F1 is a phage-derived ORI that allows for the replication

and packaging of ssDNA into phage particles.
[f] Requires pir gene for replication.[23]
[g] Incompatible replicons include F1 and Mini-F1/RK2,

R6K, P15A, and pSC101.
[h] Amplifiable up to ~40 copies/cell.

Figure 1. Synthetic pathways for non-natural alcohol produc-
tion. Overexpression of ThrABC, TdcB and IlvGMCD
drives carbon flux towards 2-keto-3-methyl-valerate (2),
converted by LeuABCD to (S)-4-methyl-2-oxohexanoic acid
(3), KIVD and ADH6 comprise the non-native pathway
leading to (S)-3-methyl-1-pentanol (4).

1590 asc.wiley-vch.de Õ 2015 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim Adv. Synth. Catal. 2015, 357, 1587 – 1618

REVIEWSThomas Bayer et al.

http://asc.wiley-vch.de


The production of all pathway enzymes needs to be
coordinated, individual expressions must be tuned to
balance the simultaneous expression of all pathway
elements in order to reduce the metabolic burden on
the host.[8a,19a,30b,31] Attempts to streamline pathway
construction were suggested by Rebatchouk in 1996
within a general cloning strategy referred to as nucleic
acid ordered assembly with directionality
(NOMAD),[32] which was revived and extended to the
BioBrickTM standard by Knight in 2003.[33] The Bio-

BrickTM standard aims for the design and construction
of genetic systems from standardized biological parts
[e.g., promoter, ribosome binding site (RBS)].[34] It
utilizes the isocaudomer pairs XbaI and SpeI. Iso-
caudomers are pairs of restriction enzymes that have
slightly different recognition sequences but, upon
cleavage, generate identical cohesive termini. Ligation
results in a scar sequence that cannot be cleaved by
either of the original restriction enzymes. BioBrickTM

parts are assembled by iterative rounds of restriction
enzyme digestion and ligation. The group of Keasling
utilized the compatible cohesive ends produced by
BglII and BamHI giving rise to different sets of
BglBrick vectors.[35] Whereas the BioBrickTM scar se-
quence encodes an in-frame stop codon, the BglBrick
scar sequence encodes Gly-Ser which is suitable for
the production of fusion proteins.[31c,35] Other Bio-
BrickTM standard compliant vectors featuring addi-
tional restriction sites[36] or regulatory elements[37]

were also constructed.
Peng et al. developed a set of vectors compatible

with BioBrickTM standards utilizing four isocaudamer
pairs (XbaI, SpeI, AvrII, and NheI) which were al-
ready suggested by Shetty and co-workers.[34] Their
ePathBrick vectors support the modular assembly of
multi-component pathways in different configurations
(Figure 2). In addition, transcriptional fine-tuning is
enabled by incorporation of activator and repressor
elements in the regulatory regions of the engineered
vectors.[30b] The group impressively demonstrated the
functionality of a seven-gene flavonoid pathway (~
9 kb) assembled on one single ePathBrick vector in
monocistronic configuration (Figure 2C).

With expression systems such as the ePathBrick
vector sets, expression levels can be tuned and the
number of plasmids can be dramatically reduced. The
vector systems presented so far exclusively feature
medium- and high-copy number plasmids (Table 1). It
was described by Bailey that stress responses induced
by plasmid maintenance are related to the copy
number.[38] Silva et al. highlighted the physiological
and metabolic alterations in E. coli due to the in-
duced stress responses by high-copy number plasmids
in their comprehensive review; however, this survey
was limited to studies in context of recombinant high-
yielding vector production for gene therapy applica-
tions and studies were not related to metabolic engi-
neering.[18b] Low-copy number plasmids confer a low
metabolic burden. They are more stably maintained
and capable of replicating larger pieces of DNA due
to their larger native size and the replication mecha-
nism. This makes low-copy number plasmids excellent
but disregarded alternatives to medium- or high-copy
number plasmids for vector-based metabolic engineer-
ing.[8a,39]

The simplification of biology into parts and stand-
ardization for custom-assembly in a Lego brick-like

Figure 2. Pathway configurations. Plasmids contain an ORI
for their maintenance in host cells and a marker gene (e.g.,
antibiotic resistance) for the selection of transformants.
Pathways can be arranged on plasmids in different configu-
rations. A) In operon forms, a gene cluster is under the con-
trol of one promoter (P) and one terminator (T). B)
Pseudo-operons are terminated by a single terminator
whereas the expression of each gene is controlled by indi-
vidual promoters. C) In monocistronic configurations, multi-
ple genes are arranged back-to-back. Each gene is con-
trolled by a single promoter and terminator.
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fashion made synthetic biology a powerful tool for
metabolic engineering and artificial pathway construc-
tion. Nevertheless, the many rounds of molecular
cloning and the step-by-step assembly of all pathway
elements are time-consuming. Additional problems
can occur if a target gene contains one or more recog-
nition sites for restriction enzymes that are already in
use. Evidently, other restriction enzymes can be used
and codon degeneracy allows certain alterations in
a nucleotide sequence, ditching undesired restriction
sites without changing the amino acid sequence. But
such compromises can be laborious and, as it can be
with molecular cloning, neither promise efficiency nor
success. Consequently, scientists developed cloning
methods that compass iterative restriction enzyme di-
gestion and ligation and are capable of assembling
whole metabolic pathways (ideally) in one step.

2.2 Advanced Cloning Techniques

In the last decade, major advances in DNA technolo-
gies and bioinformatics have dramatically reduced the
costs in commercial DNA synthesis and sequencing.[40]

The limiting technology for the construction of larger
metabolic pathways with certain architecture and reg-
ulatory elements has long been its assembly. This
issue seems to be overcome and there are excellent
studies describing several DNA assembly methods in
detail.[30a,41] In the following section, selected methods
will be briefly discussed and applications in metabolic
engineering will be presented.

To avoid scar sequences as generated during Bio-
BrickTM (e.g., in-frame stop codon) or BglBrick as-
semblies (Figure 3) and to circumvent restriction sites
that must not be utilized, various polymerase chain
reaction (PCR)-based methods have been developed.
These related methods depend on overlapping homol-
ogous DNA sequences and enable assembly of multi-
ple DNA fragments in a standardized, seamless, and
(almost) sequence-independent fashion.

A couple of ligation-independent PCR cloning
techniques were applied to assemble linear biological
parts that needed subsequent cloning steps for the
construction of plasmids.[42] Others conveniently re-
sulted in ready-to-transform plasmids bearing the de-
sired inserts.[43] With the introduction of sequence-
and ligation-independent cloning (SLIC), PCR clon-
ing became interesting for the construction of path-
ways.[44] Since the original publication by Li et al. , the
SLIC protocol has been improved in various ways.[30a]

One advanced SLIC protocol was introduced with
FastCloning (FC). The insert and the target vector are
separately amplified with overlapping ends (15–30
bases) by PCR. The mixture containing both the am-
plified vector and the insert is digested with DpnI to
destroy the DNA templates used for PCR. The mix-

ture is directly transformed into competent E. coli
cells where DNA strand breaks are sealed by the bac-
terial DNA repair machinery (Figure 4).[45] Although
FC is simple, sequence- and ligation-independent, it

Figure 3. BioBrickTM assembly. Classical molecular cloning
depends on overlapping DNA ends created by restriction
enzymes that are linked by DNA ligases. Joining of the com-
patible ends from SpeI and XbaI digest results in a “scar se-
quence” that cannot be cut by the original enzymes. There-
fore, SpeI and XbaI can be re-used in the next round of
cloning to construct simple pathways, for example.

Figure 4. FastCloning (FC). FC is an improved SLIC proto-
col for the construction of plasmids. Vector and insert are
separately amplified by PCR with overlapping primers. Both
PCR products are mixed and digested with DpnI. The mix-
ture can be directly transformed into competent cells where
DNA gaps between the overlapping sequences are repaired
in vivo.
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has limitations. Many PCR-based overlap assembly
approaches were applied to construct plasmids. But
scaling up to assemble entire pathways can be diffi-
cult. Plasmids become less efficient at larger sizes.
The innate error rate of PCRs and the GC content of
nucleotide sequences also has to be taken into ac-
count when amplifying larger constructs.[30a] Addition-
ally, complex mixtures only ligate with low efficiency
in in vivo post-transformation.

The “Gibson” isothermal assembly is a very power-
ful in vitro technique omitting forbidden restriction
sites and error-prone PCR amplification of long DNA
sequences; it is ofted referred to as Gibson assembly
(Figure 5A).[46]

It was successfully applied to assemble small circu-
lar genomes (~16–580 kb)[46,47] in one step by an
enzyme cocktail of a high fidelity DNA polymerase,
a T5 exonuclease, and a Taq DNA ligase. Besides its
simplicity, short incubation times at one temperature
and the parallel assembly of many DNA fragments
with matching overlaps are most striking advantages.
The elevated temperature (50 88C) can be beneficial to
resolve stable secondary DNA structures that inter-
fere with efficient assembly.[30a,46] As Gibson assembly
uses three enzymes in vitro, it is more expensive than
SLIC methods but the ligase may increase assembly
efficiency when compared to ligations in vivo.

SLiCE (seamless ligation cloning extract) is another
in vitro assembly method. Introduced by Zhang and
co-workers, it utilizes an easy-to-produce bacterial
cell extract.[48] Since different laboratory strains can
be used as sources for SLiCE, it is a very cheap
method for DNA assembly. SLiCE efficiency was im-

proved by applying the PPY strain, an E. coli DH10B
strain expressing a l Red recombination system.[48]

Assembly methods like SLIC, Gibson assembly,
and SLiCE are based on homologous DNA overlaps
of various lengths depending on the technique used.
This can be a major drawback if single stranded DNA
(ssDNA) adopts stable secondary structures such as
hairpins or stem loops (e.g., terminator sequences).
As ssDNA is required to join the DNA fragments,
such secondary structures can hinder assembly. Fur-
thermore, identical homologous sequences must not
be used repeatedly as this can result in constructs
either not containing all desired DNA fragments or in
the wrong configurations. Hence, the design of over-
laps can be tedious and laborious especially for elabo-
rate assembly mixtures containing many different bio-
logical parts. This renders such methods not truly se-
quence-independent.

As biocatalysis progressed from rather simple ex-
periments in vitro to more and more complex systems
in vivo, it was only a question of time for assembly
methods to follow. Living cells have unmatched capa-
bilities to repair DNA (e.g., double strand breaks;
DSBs) by distinct processes involving homologous re-
combination.[49] Despite their successful demonstra-
tion of controlled assembly of large DNA fragments
in vitro, Gibson et al. adapted a long known cloning
protocol for DNA manipulations in S. cerevisiae
termed transformation-associated recombination
(TAR)[50] to assemble the entire circular genome of
Mycoplasma genetalium (M. genetalium) in a single
step.[51] The mechanism is, again, based on overlap-
ping sequences that undergo homologous recombina-

Figure 5. Large scale assembly methods. A) In vitro Gibson assembly utilizes the activity of 5’-3’exonuclease that chews back
the ends of homologous DNA sequences (H1–H3) creating overlaps. Successively, a polymerase fills the gaps and a DNA
ligase seamlessly joins the biological parts. B) Transformation-assissted recombination (TAR) cloning in yeast is also based
on overlapping regions (H1–H4) between different biological parts that get efficiently assembled via homologous recombina-
tion in vivo.
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tion in yeast (Figure 5B). By including a yeast artifi-
cial chromosome (YAC) replicon and a suitable selec-
tion marker, the final construct can be maintained
and easily propagated.

Due to both high fidelity and accuracy of enzymes
involved in the homologous recombination and the
tolerance of large YACs in S. cerevisiae, this method
promises to be a reliable tool for pathway constructio-
n.[30a] Noteworthy, Shao et al. demonstrated a concur-
rently developed method called “DNA assembler” for
pathway construction in yeast. To prove applicability,
they assembled an eight-gene pathway combining d-
xylose utilization and zeaxanthin biosynthetic path-
way (~19 kb) onto one vector.[52] Furthermore, they
constructed shuttle vectors encoding natural pathways
for two polyketides, aureothin[53] and spectinabilin,[54]

respectively, that were assembled by TAR in S. cerevi-
siae and heterologously expressed in E. coli.[55]

With the advanced DNA assembly tools available,
single biological parts can now be more efficiently as-
sembled into multi-part pathways even on a genomic
scale. Although all of the described methods have
their limitations, they form a solid foundation for fur-
ther improvement of assembly efficiencies by exploit-
ing novel enzymes[56] or polishing established proto-
cols.[57] Future DNA assembly will be highly support-
ed by computational tools to aid design and to lead to
automated DNA assembly processes.[30a,58]

Imposed metabolic burden upon pathway introduc-
tion in the heterologous host has already been ad-
dressed in this review and elsewhere. Since the drain
of resources originating from the synthesis of pathway
elements is inevitable, the plasmid burden can be re-
duced by either applying metabolic engineering tools
independent of plasmids (e.g., chemically inducible
chromosomal evolution; ClChE[59]) or to ultimately
integrate de novo pathways into the genome.

2.3 Genomic Integration Tools

Random modifications of bacterial genomes by chem-
ical mutation,[60] UV irradiation[61] or transposon mu-
tagenesis[62] have been used for decades. Introduction
of undirected (unwanted) mutations into the genome
represents a major drawback of these methods. The
availability of complete genome information enabled
targeted, homologous recombination-based DNA
modifications. Such methods utilize the enzymatic ac-
tivity of RecA[63] or certain phage-derived enzymes
that facilitate homologous recombination.[41b,58a]

Currently, the l Red recombination is commonly
used in many labs and was successfully applied for
metabolic pathway engineering.[58a,64] The original pro-
tocol was developed by Datsenko and Wanner to dis-
rupt chromosomal genes in E. coli (Figure 6A).[65] [As
a side note: This approach has been used to construct
the Keio collection of single-gene knock-outs (KOs)
in E. coli.[13]] The method depends on two “helper”
plasmids encoding two different recombinases, l Red
and FLP, respectively. Insertion of an antibiotic resist-
ance marker is facilitated by l Red and homologous
sequences targeting the gene to be knocked-out. The
marker is additionally flanked by FRT (FLP recogni-
tion target) sequences. Colonies with the target gene
disrupted are selected by their acquired antibiotic re-
sistance and transformed with the second “helper”
plasmid. The resistance gene is excised by the FLP re-
combinase. Both helper plasmids have temperature-
sensitive replicons which can be easily cured.[65] De-
sired genes can be inserted into the genome at any
loci via the flanking target homology regions. Howev-
er, the efficiency of integration decreases for larger
DNA fragments (~1.5–2.5 kb)[65,66] although the suc-
cessful insertion of even larger fragments (>3 kb) was
reported.[67]

Figure 6. l Red recombination. Target gene disruption is a two-step process. In the first round, l Red recombinase facilitates
recombination between homologous sequences (H1-H2) inserting a marker gene (e.g., antibiotic resistance) that is flanked
by recognition sites (small black rectangles) for a second recombinase. After selection, the marker gene is excised by recog-
nition of the flanking regions by the second recombinase leaving a “recognition scar sequence”. A) The original protocol
used two “helper” plasmids that had to be individually transformed for every recombination event. Black rectangles indicate
FRT sequences recognized by the FLP recombinase that excises the marker gene. B) An improved protocol expressed the
two individually inducible recombinases from a single plasmid omitting repeated transformation steps. Black rectangles indi-
cate loxP sites recognized by the Cre recombinase. Marker excision leaves a loxP scar.
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Song and Lee modified the method described
above and integrated two separately inducible recom-
binases, l Red and Cre, on a single helper plasmid to
perform gene KO and marker-excision, respectively
(Figure 6B). With this method, the sequential deletion
of four genes resulted in a fumaric acid over-produc-
ing E. coli strain without repeated rounds of helper
plasmid transformations and curing.[68]

A more straightforward method employs the highly
site-specific recombination machinery of the transpo-
son Tn7. Insertion is readily efficient. The downside
of this method is, although conserved in various bac-
terial species,[69] that insertion is strictly dependent on
the occurrence of the attTn7 sequence in the given
genome rendering this approach inflexible.[70]

Koma and co-workers combined the l Red recom-
bination, the FLP/FRT recombination, and P1 trans-
duction[71] to insert multiple genes into target loci on
the E. coli chromosome. They successfully incorporat-
ed essential genes of the shikimate pathway to accu-
mulate aromatic amino acids. By integrating two het-
erologous decarboxylases from Lactobacillus brevis
(L. brevis) and Pseudomonas putida (P. putida),
Koma et al. were able to produce the aromatic com-
pounds tyramine and phenethylamine, respectively,
This clearly demonstrated that their method is
a useful tool to integrate functional metabolic path-
ways in E. coli.[72] Furthermore, Koma et al. observed
differences in the activity of single-copy insertions of
a reporter gene lacZ (encoding b-galactosidase) de-
pending on the insertion loci. Although the deleted
genes were not essential, they might directly or indi-
rectly influence the expression of other genes impor-
tant to protein expression.[72] Another phenomenon
termed context dependency states that many DNA el-
ements are influenced by adjacent sequences or even
distant ones.[30a,64b,67c,72] RBS, for example, perfectly il-
lustrates context dependency. Although the core se-
quence of an RBS is only 6 bases long, it is absolutely
required for translation initiation.[58d,73] RBS is always
located before an open reading frame (ORF). In addi-
tion, flanking sequences (~50 bases) around the RBS
modulate its efficiency.[30a,58d,74]

Sabri et al. also addressed context dependency and
evaluated the expression levels of a reporter gene
(xynA) for three non-essential loci (arsB, lacZ, and
rbsA-rbsR) in two different E. coli strains in the
course of their KIKO vector construction. Target
genes can be conventionally cloned into a multiple
cloning site (MCS). Insertion cassettes in the KIKO
vectors are flanked by hairpin loops to isolate them
from neighboring DNA elements at the insertion site.
Genomic integration is mediated by l Red recombi-
nase via long homology arms (500 bases) to increase
insertion efficiency.[44] Antibiotic resistance markers
are removed by FLP/FRT recombination.

Both recombinases are encoded on the vector.
Sabri et al. achieved the insertion of 5.4 kb at a single
site making the KIKO vector set a very useful tool
for the integration of multi-gene pathways in one go
if flexibility of location is less important. Noteworthy,
iterative rounds of KI resulted in unintended effects
(e.g., deletions, rearrangements) as stated by Sabri
and co-workers. These resulted from FRT scars re-
maining in the genome from previous integration
events. Strains containing rearrangements or deletions
have to be excluded by carefully analyzing the inte-
gration junctions via PCR.[67c]

Two-step techniques that combine the l Red system
with the yeast mitochondrial homing endonuclease I-
SceI have been developed for introducing large DNA
fragments onto the E. coli chromosome.[66,75] The rec-
ognition site of I-SceI is rather large (18 bases) for an
endonuclease and is not found in the E. coli genome.
Since DNA DSBs stimulate in vivo recombination,[76]

the recombination efficiency can be greatly increased
by using I-SceI sites at the target locus (Figure 7).

I-SceI sites were utilized within two studies: one
prior to integration to improve cloning of large DNA
fragments into the CRIM plasmid which bears attP
sites that subsequently recombine with f80-attB sites
on the target chromosome.[75,77] This approach avoided
the use of PCR cloning and allowed successful inte-
gration of an 8 kb fragment. The second method
needs spadework as a “landing patch” has to be inte-
grated first onto the chromosome. The l Red recom-
binase and I-SceI facilitate anchoring of the desired
integration cassette at the “landing site”.[66] The utility
of this method was demonstrated by the introduction
of a 7 kb fragment at six different loci.[67c] Such two-
step techniques provide convenient tools for location-
independent insertion of very large DNA fragments
onto the E. coli chromosome for applications in meta-
bolic engineering and synthetic biology.

Figure 7. Efficient recombination by I-SceI-mediated double
strand breakage. The Red recombinase and the I-SceI endo-
nuclease are co-expressed from one plasmid. The endonu-
clease introduces a DSB at the I-SceI recognition site (S)
that enhances recombination efficiency.
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One very recent development revisited the utiliza-
tion of transposons for genomic integration. The
group of Nikel designed a set of mini-Tn5 delivery
vectors termed pBAMD1-x that have a broad host
range for Gram-negative bacteria (e.g., P. putida, E.
coli), show good insertion efficiencies for large DNA
fragments and can be re-used to target the same chro-
mosome; however, this is achieved at the expense of
directed site-specific insertion, as it can be encoun-
tered with transposable elements. Mart�nez-Garc�a
et al. inserted the entire poly-(3-hydroxybutyrate)
(PHB) biosynthetic pathway from Cupriavidus neca-
tor in the E. coli chromosome yielding up to 40% of
PHB content of dry cell weight post-insertion.[78]

The aforementioned methods are capable of both
disrupting target genes and, if homologous sequences
are provided, inserting desired genes, pathway ele-
ments or whole metabolic pathways at the very same
spot in the genome. Various groups took advantage of
these techniques and incorporated heterologous path-
ways in the genome and simultaneously knocking-out
genes that interfered with the de novo pathway.
Thereby, the enzymatic host background was reduced
and product titers were increased.

Baumg�rtner et al. chromosomally integrated a 2’-
fucosyllactose (2’-FL) pathway in E. coli. To prevent
the intracellular degradation of l-fucose, the expres-
sion cassette was inserted into the region coding for
two degrading enzymes, fucI and fucK. Additionally,
bottlenecks for 2’-FL production were identified and
overcome by providing another copy of the futC gene
generating 2’FL from GDP-l-fucose and lactose.[79]

Kunjapur et al. constructed an E. coli strain termed
the RARE (reduced aromatic aldehyde reduction)
strain by deleting up to six genes with reported activi-
ty on their model substrate benzaldehyde. They used
the engineered strain to heterologously produce vanil-
lin and l-phenylacetylcarbinol upon expression of
a carboxylic acid reductase (CAR) providing a model
microbial cell factory for the production of valuable
compounds such as aromatic aldehydes (see
Figure 26).[11]

In a very recent review, Song, Lee and Lee high-
lighted genome engineering tools for bacterial strain
development.[41b] They presented chromosomal inte-
gration tools mainly used in eukaryotes rather than
bacteria.[80] Additionally, they compiled genomic inte-
gration mechanisms different from the ones described
above but offering alternatives for genome editing in
bacteria recalcitrant to traditional engineering tools
(e.g., mobile group II intron-mediated genome engi-
neering[81]).[41b]

Genomic integration tools are getting more versa-
tile, reliable, and efficient. Entire pathways can be
anchored in the genome turning simple strains into
potent microbial cell factories. Whereas the metabolic
load is reduced and pathway performance could be

improved, for example, in terms of productivity,[19]

context dependency in the chromosomal environment
becomes a future challenge for metabolic engineering
and synthetic biology.

3 Optimization of de novo Pathway
Elements

In the case of a metabolic pathway, usually several
genes have to be expressed each encoding a pathway
enzyme. As pointed out earlier, the coordinated and
balanced production of all pathway components is es-
sential not only to reduce the metabolic burden from
protein over-production but to optimize the flux
through the metabolic pathway.[8a,19a,31c] As generally
known, proteins are produced by cellular machineries
via two interconnected processes: transcription and
translation. Both can be finely modulated but also
properties of pathway enzymes can be altered to meet
the requirements of a synthetic pathway. The main
regulatory element of transcription is certainly the
promoter. Translation is strictly dependent on a func-
tional RBS and influenced by the stability of
mRNA.[30c] Recently, regulatory elements that can act
in cis/trans were introduced for the regulation of gene
expression in bacteria: small regulatory RNAs
(sRNAs).[82] Also self-regulatory elements can be ex-
ploited as metabolic engineering tools (e.g., auto-in-
ducers) but might resemble obstacles in biotech-
nology processes (e.g., feedback inhibition).[30c] This
section will give an updated overview of optimization
strategies for metabolic engineering on the levels of
transcription and translation, as well as present exam-
ples for engineered enzymes involved in redox cas-
cades to produce valuable compounds. Additionally,
scaffolding has positively influenced the flux through
de novo pathways towards desired products.

3.1 On the Levels of Transcription and Translation

Enzymes are the key players in metabolic networks
and each biosynthetic pathway. On the DNA level,
genes encode these enzymes. Besides the coding se-
quence, a gene can include many regulatory elements
(Figure 8).

Manipulating regulatory elements (e.g., promoter,
operator, RBS, terminator) will alter the levels of ex-
pression and is one main tool for pathway optimiza-
tion.

Transcription is the first step of gene expression.
The promoter DNA sequence is recognized by
a group of proteins responsible for the initiation of
transcription; it can also serve as very economical
starting point for regulation. For the heterologous ex-
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pression of pathway enzymes, native promoters are
often replaced by inducible promoters. Promoter
strength has profound influence on the amount of
enzyme produced and, thus, on the flux through the
de novo pathway (Figure 9A).[8a] Plac, PBAD, and Ptac

are frequently used strong, inducible promoters
(Table 2). Makrides and Hannig gave an overview
about promoters used for high-level expression of
genes in E. coli.[20b] Brautaset et al. compared an ex-
panded set of promotors in bacterial expression sys-

tems and their applications. This survey included pro-
moters not only regulated by the presence of sugars
(e.g., l-arabinose, l-rhamnose, and xylose) but also
by organic compounds such as different alkanes, sub-
stituted benzenes or even peptides.[83] Recently,
Balzer et al. re-examined commonly used promoter
systems in E. coli (XylS/Pm, LacI/PT7lac, LacI/Ptac, and
AraC/PBAD) and conducted comparative expression
studies.[84] LacI/PT7lac turned out as highly advanta-
geous at a transcriptional level. Contradictory, on the
level of translational, transcripts were often translated
into vast amounts of inactive (insoluble) proteins.[84]

This is long known for the popular pET system which
also utilizes the LacI/PT7lac promoter.[85] Gene expres-
sion is induced by IPTG, a lactose analogue that is
not readily metabolized granting prolonged high ex-
pression levels. Promoters for metabolic engineering
must show tight control to avoid undesired metabolic
load from leaky expression which is the case with the
T7 expression system.[8a,86] Tightly controlled systems
are based on promoters like the arabinose-induced
PBAD

[12b] or the more recently introduced cumate gene
switch-based expression system[86b] and may be more
suitable for metabolic engineering (Table 2).[86b]

Auto-responsive promoters are not induced by the
addition of certain compounds, unlike conventional
promoters, and represent promising alternatives. They
respond to environmental stimuli (e.g., oxygen[87] or
light[88]) or metabolites produced during the growth of
the microorganism.[30c] Stress-response promoters
belong to the latter.[89] A process in bacteria called
“quorum sensing” coordinates the expression of genes
and, consequently, the behavior of whole cell popula-
tions. It is triggered by specific signal molecules (i.e.,
auto-inducers) whose concentration is proportional to
the cell density, for example.[90] Tsao and co-workers

Figure 8. Possible elements of a protein-coding sequence.
Gene 1 is under the control of multiple regulatory elements:
a promoter (P), a riboswitch (R), an operator (O), and a ter-
minator (T). Located between gene 1 and 2 is a tunable in-
tergenic region (TIGR) that may influence downstream reg-
ulatory elements such as the RBS.

Figure 9. Regulatory mechanisms. A) Promoters of different
strengths influence the transcription rate and, consequently,
the amounts of protein produced. B) Riboswitches are struc-
tural mRNA elements that can bind small molecules. Con-
formational changes affect the biological function of the
mRNA molecule. C) An operator region downstream of
a promoter recruits inhibitory proteins that block a proceed-
ing DNA polymerase. Small molecules (i.e., the inducers)
bind to these proteins allowing transcription to continue. D)
The introduction of RNase sites directly influences the half-
lives of mRNA molecules and subsequent translation. E)
Translation efficiency can be manipulated by sequence
changes close to the RBS. F) Sequestration of the RBS can
block translation.

Table 2. Seclected small-molecule inducible promoter sys-
tems.

Promoter System Inducer Features[a]

LacI/PT7Lac IPTG[b]
¢/++

LacI/Ptac IPTG[b]
¢/++

AraC/PBAD l-arabinose ++/++
RhaR-RhaS/rhaBAD l-rhamnose ++/++
PxylA xylose ++/¢
XylS/Pm

[c]
++/++

XylR/Pu
[d]

++/++
CymR/Pcum cumate ++/++
ChnR/Pb cyclohexanone ++/++

[a] Promoter control/expression levels categorized in: leaky
(¢) and tight (++)/low (¢) and high (++).

[b] IPTG as a lactose analogue.
[c] Multiple inducers such as substituted benzenes (e.g., 3-

methylbenzoic acid).
[d] Multiple inducers like substituted benzenes but different-

ly regulated than XylS/Pm.
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successfully tested this system and heterologously ex-
pressed different model enzymes (e.g., LacZ).[91] As
the expression of target genes only occurs at a certain
cell density threshold, the optimization of induction
initiation can be avoided eliminating continual moni-
toring of bacterial growth prior to induction.[30c] New
promoter systems promise to be powerful tools for co-
ordinated gene expression in metabolic engineering
as well as in synthetic biology and engineering of
known promoters systems further boosts diversity of
tuning gene expression at a fundamental level.[92]

The repertoire of transcriptional control elements
can be extended to riboswitches, operators and even
intergenic regions (Figure 8). A riboswitch is part of
the mRNA molecule that can directly bind a small
target molecule which affects the activity of the very
gene containing the riboswitch in a concentration-de-
pendent manner (Figure 9B).[93]

The function of an operator region placed in front
of a gene, operon or pseudo-operon (Figure 2) is ex-
tensively used in the form of the lac operator (e.g., in
the pET expression system[85b]). The operator region
can control the transcription of downstream genes by
binding the repressor protein LacI which blocks the
proceeding of the RNA polymerase (Figure 9C).[94]

However, other regulatory elements take precedence
over the use of operator sequences and literature ex-
amples related to metabolic engineering are rare.[30c]

Intergenic regions occur in genomes between
coding sequences (Figure 8). The majority of the
human genome is considered intergenic;[95] bacterial
genomes are generally smaller and, therefore, have
a different organization.[96] Despite the extensive exis-
tence of overlapping genes, intergenic regions also
exist in organisms such as bacteria and fungi.[97]

Intergenic regions can direct the cleavage of tran-
scripts by encoded RNase sites or stabilize mRNA
secondary structures directly influencing translation
(Figure 9D).[98] Pfleger et al. assessed the expression
levels of multiple genes in operon form (Figure 2A)
by using post-transcriptional control elements and
tunable intergenic regions. Balancing resulted in a 7-
fold productivity increase of a heterologous biosyn-
thetic mevalonate pathway.[30c,99]

While promoters have been thoroughly investigated
and used as regulatory element, transcriptional termi-
nators apparently have not.[30c] The function of tran-
scription terminators is simply to stop transcription
which was reviewed by Henkin (Figure 8).[100] In addi-
tion to this primary function, transcriptional termina-
tors were found to stabilize their own mRNA.[101] En-
gineering transcriptional terminators may therefore
provide another interesting tool for regulating both
transcription and translation. The longer the half-life
of an mRNA molecule is, the more often it can be
translated. Bernstein et al. studied mRNA decay and
abundance in E. coli at single-gene resolution and

stated that mRNA stability is related to both the
number of transcripts and the function of a gene
product.[102] Apart from stabilizing mRNA molecules,
a more important strategy to control translation is to
target the RBS (Figure 8). The recognition of the
RBS by the ribosome is absolutely necessary for pro-
tein synthesis. The RBS [the Shine-Dalgarno (SD) se-
quence in bacteria] is a short sequence upstream of
the start codon (AUG in bacteria; coding a methio-
nine).[73,103] As already mentioned, the sequence
around the RBS (~50 bases) modulates translation ef-
ficiency (Figure 9E).[30a,58d,74]

Furthermore, stable secondary structures of the
RBS or close to it can drastically reduce translation
rates or even prevent translation (Figure 9F).[104]

Apparently, variations of the RBS can reduce or in-
crease translation in bacteria. Tools are available to
design synthetic RBSs.[58d,105] Wang et al. invented
a method called multiplex automated genome engi-
neering (MAGE) which was applied to engineer a re-
combinant E. coli strain for lycopene produc-
tion.[41b,106] Targeting the 20 genes responsible for lyco-
pene synthesis, the RBS regions were modified
through allelic replacements using oligo-nucleotides
containing degenerated RBS sequences
(DDRRRRRDDDD; D=A, G, T; R=A, G). High
similarity between the replaced RBS region and the
canonical SD sequence (TAAGGAGGT) gave rise to
enhanced translation efficiencies.[30c,106]

The insufficient translations of several enzymes in
a biosynthetic mevalonate-to-amorphadiene pathway
lead to the accumulation of intermediates. Amorpha-
diene is a precursor for the anti-malarial drug artemi-
sinin.[107] To overcome these bottlenecks, Nowroozi
et al. applied a combinatorial approach to screen for
suitable RBSs for different cascade enzymes. Upon
testing various combinations and relating them to
growth, protein levels, and accumulation of intermedi-
ates, this optimization improved the production of
amorphadiene (8) about 5-fold. (Figure 10).[108]

Codon usage also influences the translation effi-
ciency and the availability of a tRNA corresponding
to its codon on the mRNA depends on the species.
The use of codon-optimized genes is interesting in the
context of heterologous pathway design when en-
zymes from different (especially higher) species are
used (and produced in a lower host organism).[109]

Another RNA-based post-transcriptional/transla-
tional regulation strategy in bacteria is the use of ri-
boregulators or sRNAs. sRNAs belong to a small
subset in the group of non-coding RNAs in prokar-
yotes and eukaryotes and have various structural, reg-
ulatory and enzymatic functions.[110] Non-coding
RNAs can form a portion of an mRNA molecule as it
is the case with riboswitches. sRNAs, too, can respond
to chemicals[111] and environmental signals (e.g., tem-
perature[112]) and relay them to regulate gene expres-
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sion.[113] Translation can be either repressed or activat-
ed (Figure 11).[114]

Sets of riboregulators were designed and successful-
ly applied[115] and Kang et al. used an artificially over-
expressed sRNA (RhyB) for metabolic engineering in
an arabinose-inducible expression system to accumu-
late succinate (and acetate) in E. coli.[116] Previously,
they constructed a stress-induced sRNA-based system
to produce polyhydroxyalkanoates.[117]

Recently, the group of Lee designed arrays of syn-
thetic sRNAs to knock-down target genes and to in-
crease the production of tyrosine and cadaverine in
engineered E. coli strains.[82] In the case of the over-
production of tyrosine, Na et al. achieved titers
(2 gL¢1) with their sRNA approach as high as Jumi-
naga et al. who used a plasmid-based expression
system including promoter and operon engineer-
ing.[118]

The utilization of synthetic sRNAs offers future
perspectives as alternatives for conventional gene KO
strategies. KOs cannot be easily undone whereas
sRNAs are easy to implement and gene knock-down
usually is reversible. Furthermore, the introduction of
sRNAs only conveys a minimal metabolic burden due
to their natively small sizes. Moreover, sRNAs can be
applied to simultaneously tune the expression levels
of various target genes allowing gene-to-function
studies of essential genes that cannot be deleted.[41b]

Figure 11. Post-transcriptional regulation of gene expression by a riboregulator. By including a DNA element coding for a se-
quence complementary to the RBS (coR) upstream of the RBS, translation can be blocked (cis repression). Expression of
a short DNA molecule complementary to coR in trans (taRNA) resolves the secondary structure of the RBS and allows
translation (trans activation).

Figure 10. Key intermediates in the mevalonate-to-amorpha-
diene pathway. The upper and the lower mevalonate path-
way, pMevT and pMBIS, respectively, produce the key inter-
mediates isopentenyl pyrophosphate (IPP) (6) and dimethy-
lallyl pyrophosphate (DMAPP) (7) in a synthetic amorpha-
diene pathway, converting mevalonic acid (5). Tuning of the
RBSs overcame the issue of unbalanced enzyme production
and the accumulation of (toxic) intermediates.
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3.2 Improving Enzyme Performance

The previous chapters dealt with sophisticated tools
for pathway assembly and strategies to optimize intro-
duced pathways on different molecular levels. In this
part of the review we focus on the biocatalyst itself
and the optimization tools that are available. Altering
the sequence of regulatory elements can enhance or
decrease the expression of associated genes and
change the amounts of protein produced. Despite the
many successful applications of enzymes in biocataly-
sis,[1b,40b,119] enzymes regularly failed to meet industrial
process criteria (e.g., stereo- and regioselectivity, pH
and thermostability, limited substrate scope).[119a] To
overcome these shortcomings, the protein-coding se-
quence itself can be mutated which will directly influ-
ence the enzymeÏs properties. Two concepts have
been extensively used: directed evolution[120] and ra-
tional design.[121]

Directed evolution essentially mimics the process
of evolution as it takes place in nature but at a much
higher pace.[122] Other than directed evolution, ration-
al design largely depends on the availability of struc-
ture-function relationship of the target protein.
Simple approaches are based on sequence homology
comparisons and aim for the improvement of certain
properties of the protein of interest (e.g., thermosta-
bility, solubility, organic solvent tolerance).[30c,123] Pro-
tein engineering by directed evolution involves itera-
tive cycles of gene mutagenesis, expression, and selec-
tion of mutant enzymes. Commonly used mutagenesis
techniques include error-prone PCR (epPCR), satura-
tion mutagenesis, combinatorial active-site saturation
test (CASTing) and DNA shuffling.[119a] Many exam-
ples from the literature highlight the potential of di-
rected evolution and rational design in the contexts of
biocatalysis and metabolic engineering and were re-
cently reviewed by Bornscheuer et al. ,[40b] Reetz,[119a]

Otte and Hauer,[124] and others.

Many of these approaches were employed en route
to a commercially relevant biocatalytic process for
ethyl (R)-4-cyano-3-hydroxybutyrate (11);
(Figure 12), a key intermediate in the synthesis of
atorvastatin. Atorvastatin is a cholesterol-lowering
drug sold under the brand name LipitorÔ with a sales
volume of >10 billion US $ in 2011. The key enzyme
towards (11) is a halohydrin dehalogenase (HHDH)
from Agrobacterium radiobacter (Figure 12). Fox
et al. combined a recombination-based directed evo-
lution approach and a strategy for statistical analysis
of protein sequence activity relationships (proSAR).
Their hybrid approach massively improved the cyana-
tion capability of the HHDH under process condi-
tions increasing productivity ~4 000-fold.[125]

Ma and co-workers successfully executed a “green-
by-design” process yielding the same atorvastatin in-
termediate (11); (Figure 12). Utilizing a DNA shuf-
fling technology,[126] they were able to improve the ac-
tivity of the HHDH by >2,500-fold compared to the
wild-type enzyme. In addition, they applied a ketore-
ductase (KRED) to reduce ethyl 4-chloroacetoacetate
(9) to ethyl (S)-4-chloro-3-hydroxybutyrate (10)
which was subsequently transformed by HHDH into
(11). A glucose dehydrogenase (GDH) was applied to
recycle the cofactor NADPH (Figure 12). Through
several rounds of DNA shuffling, the GDH activity
was improved 13-fold and the KRED activity by
a factor of 7.[127]

By combining in silico design and various protein
engineering technologies, Savile et al. equipped
a transaminase lacking activity towards the prosita-
gliptin ketone (13), the precursor for a type II diabe-
tes drug,[128] with high activity for the ketone (Fig-
ure 13A). By additionally optimizing the transaminase
towards the process parameters (i.e., tolerance of
DMSO, acetone and i-PrNH2 at elevated tempera-
ture), process productivity was increased by 53% ap-
plying the mutant transaminase.[129]

Figure 12. Improvement of the atorvastatin precursor synthesis by directed evolution. A combined approach of directed evo-
lution and proSAR greatly increased the HHDH activity leading to the key precursor (11) in the atorvastatin synthesis. An-
other approach using a DNA shuffling methodology not only improved the HHDH activity but included a KRED and
a GDH for cofactor recycling leading to a “green-by-design” set-up for industrial application.
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Agudo and Reetz devised a redox cascade com-
prised of two successive regioselective oxidations per-
formed by a cytochrome P450 enzyme from Bacillus
megaterium (P450-BM3), followed by stereoselective
olefin reduction catalyzed by (R)- or (S)-selective mu-
tants of the enoate reductase YqjM.[7a]

Both enzymes, P450-BM3 and YqjM, were subject-
ed to directed evolution to obtain P450-BM3 mutants
with increased activity towards the substrate 1-cyclo-
hexenecarboxylic acid methyl ester and YqjM mu-
tants providing the proper stereoselectivity. This ex-
ample is interesting in many regards and will be dis-
cussed in detail in the last chapter (see Figure 25).

The group of Arnold engineered the same wild-
type P450-BM3 by site-saturation mutagenesis to-
wards enhanced cyclopropanation activity, a new
function required for the enantioselective synthesis of
levomilnacipran (15),[130] an antidepressant sold as
FetizmaÔ (Figure 13B).

Zhang et al. also demonstrated the possible altera-
tion of the P450-BM3 scaffold to fine-tune the accept-
ance of other demanding substrates (14a, 14b).[131]

Finally, another recent example of directed evolu-
tion utilizing saturation mutagenesis has been applied
to reverse the enantioselectivity of a phenylacetone

monooxygenase (PAMO) in the asymmetric sulfoxi-
dation of prochiral thioethers. The four single point
mutations synergistically turn the wild-type enzyme
with (S)-preference for sulfoxide formation (90% ee)
into the mutant PAMO with (R)-preference (95%
ee).[132] These selected examples undeniably demon-
strate the power of state-of-the-art enzyme engineer-
ing technologies and how far biocatalysis, especially
redox biocatalysis, has come and evolved in the last
decades.

3.3 Assembling the Cast: Scaffolding

In nature, scaffolding is used for the spatial organiza-
tion[133] of metabolic pathways to control substrate
channeling, cross-talk between interacting enzymes
and to increase the efficiency of a multi-enzyme cas-
cade. For de novo cascades, scaffolding provides an at-
tractive strategy to control substrate flow/productivity
and minimize intrinsic activity of the host organism.
On the other hand, these structural elements are also
heterologous to the host organism and can contribute
to the metabolic burden. Preliminary design rules to
control the number and orientation of enzymes in
a spatially nanostructured scaffold system were clus-
tered by Lin et al. in three aspects: (i) inter-enzyme
distance, (ii) active site orientation, and (iii) multi-
enzyme architecture.[134]

During the last years, various innovative examples
to create biomolecular nanostructures have been re-
ported. These structures can be formed by protein–
protein interactions[135] as well as nucleic acids
(DNA,[136] RNA[137]) or polymers (e.g., cell mimicking
polymersomes[138]) (Figure 14).

The group of Keasling exemplified this approach
by constructing a heterologous mevalonate pathway
which contains hydroxyl-methylglutaryl-CoA synthase
(HMGS) and hydroxyl-methylglutaryl-CoA reductase
(HMGR) from S. cerevisiae) together with the endo-
geneous acetoactetyl-CoA transferase (AtoB) in E.
coli.[10] These enzymes displayed different activities
and the pathway flux was terminated at high cellular
concentrations of the toxic intermediate HMG-
CoA.[139] This bottleneck was circumvented by estab-
lishing three synthetic protein scaffolds from metazo-
an genomes: the GTPase binding domain GBD, the
SH3 domain and the PSD95/DlgA/Zo-1 (PDZ) which
are tagged to the cognate peptide ligands of the path-
way enzymes. In comparison to the non-spatially or-
ganized pathways, the scaffolded mevalonate pathway
operated at a 77-fold higher product titer underscor-
ing the potential of this particular pathway tuning
strategy.

Another example was presented by Wilner et al.[140]

using a self-assembly DNA scaffold of single-stranded
nucleic acids, tethering three different nucleic aci-

Figure 13. Directed evolution. New features for known en-
zymes. A) Protein engineering resulted in a transaminase ac-
cepting a sterically demanding substrate (12) and fitting pro-
cess requirements necessary for the sitagliptin synthesis. B)
A P450-BM3 mutant with increased cyclopropanation activi-
ty for the synthesis of levomilnacipran (15).
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functionalized enzymes and the cofactor NAD++

equipped with the bi-functional cross-linker N-[(e-
maleimidocapropyloxy)sulfo-succinimide ester]-
(Sulfo-EMCS). This regulation machinery (hexagon-
type DNA scaffold) was necessary to integrate biocat-
alytic activity in their mini pathway, which was corro-
borated by control experiments without spatial organ-
ization. Another strategy to establish metabolic chan-
neling elements in living E. coli cells was described by
Sachdeva et al. using designed RNA scaffolds.[141]

These RNA-binding domains (aptamers) were fused
with two modified enzymes (N-termini), the acyl-ACP
reductase (AAR) and an aldehyde deformylation
oxygenase (ADO), for the synthesis of pentadecane.
This in vivo channeling system improved production
levels by 2.4-fold and intrinsic aldehyde reductase ac-
tivity was inhibited. Furthermore, this strategy was
used to enhance the substrate flux through the succi-
nate pathway up to 88% and represents a useful tool-
kit for the optimizations of artificial pathways.

Recently, Chen and co-workers summarized various
channeling strategies (e.g., cohesion/docking interac-
tion modules, fusion enzymes, MAPK scaffolds) in
their review[142] and discussed their applications for in
vivo or in vitro multi-enzyme cascades co-expressed
in different host organisms (Table 3).

In general, spatial organization of multi-enzyme
pathways can be (highly) beneficial for improving
product titers by adjusting stoichiometric ratios be-
tween pathway enzymes. Hence, substrate channeling

can avoid the accumulation of toxic or unstable me-
tabolites.[147]

4 Redox Cascades in Cellular Contexts

As already pointed out, redox cascades in whole-cell
biocatalysts have to overcome several obstacles on
different levels. In general, the tight interaction be-
tween the newly introduced pathway and the metabo-
lism of the host on the genetic as well as on the meta-
bolic level may result in increased probability of side
reactions, competition for metabolites (e.g., redox co-
factors), toxicity of pathway intermediates and, there-
fore, decreased overall productivity.[3] As another ob-
jective insufficient uptake of substrate and product re-
lease from the cell becomes an issue which can be ad-
dressed by reaction engineering. In the following
chapter, such challenges will be discussed and meth-
odological background as well as optimization strat-
egies to overcome these obstacles will be outlined.

4.1 Productivity Enhancement by in vivo and in

silico Strategies

Several proof-of-concept studies including novel bio-
synthetic routes have been established in the last de-
cades. A major challenge at this stage of development
is further progress beyond lab scales in order to dem-
onstrate the potential for industrial processes. Low
overall productivity represents a significant obstacle
at present which needs to be overcome to enable an
industrially relevant and profitable exploitation.

In general, there are two different strategies,
a knowledge-based classical in vivo and a more holis-
tic in silico approach. In vivo methods target specific
side reactions by obvious gene KOs based on known
metabolic network structures in order to rewire the
flux through the synthetic pathway with the aim to
improve overall productivity. The computational ap-
proach as second strategy requires a holistic view of
the whole-cell biocatalyst as a system. To be able to
do so, the microorganism is modelled as a set of reac-
tions which correspond to the metabolic pathways
within the cell.

Figure 14. Illustration of a non-structured and a spatial or-
ganized enzyme cascade. A) Without metabolic channelling,
substrate flux can be interrupted and potential toxic metab-
olites (M1, M2) generated. B) Scaffolds equipped with inter-
action domains which allow modular docking of enzymes to
control product formation and balanced protein production.

Table 3. Scaffolds for in vivo cell factories.

Strategy Interaction domain Reference

chimeric adapters protein [143]

fusion enzymes protein [144]

GBD-PDZ-SH3 scaffold protein [10]

MAPK scaffold protein [145]

two-component systems protein [146]
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The classical approach was established due to his-
torical developments as the first microorganisms were
used as wild-type strains and their natural ability for
production of certain chemicals was exploited. Fer-
mentative production of ethanol by the yeast S. cere-
visiae represents the most prominent example.[148] Or-
ganic acids of the tricarbonic acid (TCA) cycle like
citrate or succinate are mostly produced on the indus-
trial scale by different microorganisms. For example,
Aspergillus niger is used for citric acid, Lactobacillus
rhamnosus for lactic acid, and E. coli for succinic acid
production, respectively.[149] With increasing knowl-
edge about the biochemistry and the network struc-
tures of different organisms, productivity improve-
ments were mainly based on both rational KO/KI
strategies to remove unwanted side reactions in com-
bination with adjustment of target protein expression
(e.g., engineered E. coli for shikimate production
which led to the production of 14.6 gL¢1 shikimate
with a yield of 0.29 gg¢1 glucose in a 7-L bioreac-
tor[150]).

A lot of classical metabolic engineering approaches
were performed for improved butanol production by
Clostridia strains since this alcohol is an important
bulk chemical. These improvements were summarized
elsewhere.[151] Medium chain methyl ketones (MKs),
another example for bulk chemicals of relevance to
biofuel and flavor-and-fragrance industries were pub-
lished lately by the group of Keasling. Titers of
3.4 gL¢1 were reported after a 45 h fermentation
which, so far, has been the best for MKs. Modifica-
tions included balancing enzyme overexpression to in-
crease fatty acid flux, consolidation of the pathway
from two plasmids into one, codon optimization, and
KOs for flux re-routing.[152]

In the field of biocatalysis, especially in redox pro-
cesses, whole-cell transformations were extensively
used in the past.[119a] The living organism provides
a convenient and cheap cofactor recycling system
which facilitates the whole process and reduces costs
significantly. Overall, whole-cell redox biocatalysis is
applied in many different research areas, for example,
for the synthesis of various pharmaceutical com-
pounds with different reductases or oxidases.[153] With
the extension from single enzyme reactions to the
construction of multi-enzyme mini-pathways, atten-
tion focused on the host itself, potential interfering
side reactions, and metabolic bottlenecks. In contrast
to many fermentative processes in the metabolic engi-
neering area, the complexity of multi-enzyme bioca-
talysis is significantly lower because of the combina-
tion of metabolically unrelated enzymes. Neverthe-
less, very recently, Oberleitner et al. combined in vitro
and in vivo experiments of an artificial mini-cascade
consisting of three redox enzymes to improve the pro-
ductivity by identifying a competing side reaction and
deleting of the responsible gene in E. coli.[7b] The

native enoate reductase NemA was removed from the
host and different heterologously expressed EREDs
were introduced with a distinct substrate profile and
stereopreference. Additionally, the group of Reetz
targeted the same background reaction (NemA) to es-
tablish another evolutionary non-related mini-path-
way in E. coli (see Figure 25).[7a] In another study, E.
coli was engineered to produce riboflavin (vitamin
B2) by introduction of two dehydrogenases from Cor-
ynebacterium glutamicum and deletion of competing
reactions. This strain has the highest yield amongst all
reported riboflavin production strains (2.7 gL¢1 in
a shake flask culture) which is a 12-fold increase com-
pared to the basic producer strain of riboflavin.[154] As
mentioned before, the Prather group also enhanced
the performance of a whole-cell biocatalyst by knock-
ing-out different aldehyde reductases in their CAR
expressing strain in order to produce vanillin from va-
nillate.[11]

On the other side, it became more and more
common to investigate systems in silico beforehand
and to conduct selected experiments based on compu-
tational simulations. This is a holistic while complex
method which is only possible because computer-
aided applications have drastically facilitated the
design of experiments in many different research
areas. From predictions of artificial biochemical pro-
duction pathways with enzymes from databases[155] to
kinetic enzymatic models,[156] computational ap-
proaches have been broadly applied in order to gain
further knowledge and deeper understanding of bio-
logical systems. These methods enable researchers to
perform optimizations of the whole system and to
identify crosslinks and relationships, which are not ob-
vious on first sight due to the complexity of the ap-
plied cellular system.

In this review, the methods of flux balance analysis
(FBA) and metabolic flux analysis (MFA) will be ad-
dressed to show their possibilities with regard to met-
abolic optimization of microorganisms. In the last two
decades researchers in the field of systems biology
put tremendous efforts into understanding and de-
scribing (quantitatively) various microorganisms by
computational models. Knowledge about a distinct
metabolic flux distribution in production hosts with
respect to productivity becomes more and more im-
portant especially in the area of biotechnology. Com-
putational models were used for predictions and simu-
lations to reduce unnecessary experimental work.
Such a tool is based on genome scale metabolic
models and is called flux balance analysis (FBA)
(Figure 15).[157]

A genome-scale metabolic network reconstruction,
either from online platforms like the Model SEED[158]

or BIGG[159] or other metabolic model databases rep-
resents the initial requirements for this kind of analy-
ses. These models represent stoichiometric reaction
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equations of the reactions in the metabolism of the
specific microorganism and can be either analyzed
with online tools (http://www.theseed.org) or with the
free available MATLAB COBRA toolbox.[160] A vari-
ety of online tools and toolboxes for FBA were com-
pared and evaluated by Lakshmanan et al.[161] A sim-
plified workflow is described in the following para-
graph.

Different software tools create a stoichiometric
matrix from all known reaction equations which usu-
ally also includes artificial reactions to account for the
formation of biomass or transport reactions for sub-
strates like glucose or oxygen. For example, the
matrix is then multiplied with a flux vector that repre-
sents the fluxes through all the reactions in the me-
tabolism. These fluxes are unknown variables which
have to be identified during an FBA. For every flux
analysis, constraints like substrate availability or
oxygen uptake are set to minimize the solution space.
These are fluxes which are already known. Other
fluxes can be restricted to certain values (e.g., to only
positive or negative values) if a reaction is unidirec-
tional. Since FBA is mostly performed at steady state
conditions, the change over time equals zero. A cer-
tain objective function is chosen which has to be opti-
mized during the analysis.[162] Different objective func-
tions are responsible for different results in regard to
the prediction of flux distributions in the cell.[163] Sim-
ulating growing cells, the most frequently used objec-
tive function is the maximum formation of biomass.

FBA has been shown to be an effective tool for
predictions of phenotypes of different KO mutants.
Within an elaborate study for S. cerevisiae with a li-
brary of 4,658 mutants under five different environ-
mental conditions the high predictive accuracy of the
applied model was successfully demonstrated, which

ranged between 96–98% for viable phenotypes and
73–80% for lethal phenotypes.[164] The accuracy of
predictions enables such simulations of different
growth conditions and constraints to perform KO
studies for product maximization in silico. Therefore,
this approach saves time or gives new ideas for KO
strategies, which were not obvious in the first place.

Special focus is put on prevention of lethal KOs for
the whole-cell biocatalyst, which can be identified
with FBA. It is a general advantage of FBA that the
concept is independent from kinetic data, although
hybrid models are also investigated and applied by
the biosystems community which partly consider dy-
namic attributes in FBA.[165]

The production of fumaric acid in E. coli represents
a prominent example for the combination of classical
metabolic engineering with FBA (Figure 16). Initially,
the iclR gene for the isocitrate lyase repressor was
knocked-out and TCA flux was redirected to the
glyoxylate shunt. The most obvious genes, namely the
three fumaric acid hydratases fumA, fumB and fumC
were deleted in order to enhance fumaric acid pro-
duction. Additionally, several other genes such as
aspA were deleted after performing in silico flux re-
sponses. The resulting strain displayed a three-fold in-
creased fumaric acid production compared to the clas-
sically modified strain.[166]

In another case study, two different E. coli KO mu-
tants were predicted computationally for the improve-
ment of l-phenylalanine production, constructed in
vivo and showed high redundancies in the central
carbon metabolism of E. coli.[167] This study enables
a more precise FBA development and an easier im-
provement of the l-phenylalanine production in the
future, since the l-phenylalanine yield remained the
same compared to the reference strain without the

Figure 15. FBA analysis. The reactions within the metabolic pathways from a genome scale metabolic reconstruction are
transformed into a matrix form and multiplied with a flux vector. The steady-state conditions set the change over time to
zero. This set of linear equations determines the constraints and dependencies in the cell. If the objective function is maxi-
mized, defined solutions within the solution space can be identified.
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KOs. The reduced solution space makes future FBAs
more precise to predict improvement strategies.

A triple KO in E. coli central carbon metabolism
lead to a 7.4-fold increase (33.9�1.2 C-mol%) in the
production of 3-hydroxypropionic acid (3HP) from
glycerol. This was achieved with a gene KO simula-
tion prior to constructing the strain in vivo.[168]

Apart from FBA, the impact of cascades which are
coupled to the carbon metabolism of a microorganism
can be evaluated via 13C metabolic flux analysis. This
method is used to analyze the flux distributions of the
central metabolism. Therefore, experiments with
[1-13C] and uniformly carbon [U-13C]-labelled glucose
as only carbon source are performed. Cultures are
grown on labelled substrates and harvested during
steady-state. Proteins are hydrolyzed and amino acids
are derivatized for GC-MS measurements. Since
every pathway of the central carbon metabolism
shows a characteristic fragmentation pattern of the
applied carbon source, it can be identified via differ-
ences in the 13C-labelling patterns of amino acids. The
analysis is usually performed via GC-MS and compu-
tational analysis has to be performed with a suitable
software like FiatFlux,[169] 13CFLUX[170] or Open-
FLUX.[171] The software applications for quantitative
metabolic flux analysis[172] and general methods[173]

were recently reviewed elsewhere. The resulting flux
ratios between the different metabolic pathways can
be used for calculation of absolute fluxes if uptake

and secretion rates of substrate(s) and product(s) are
provided (Figure 17).[174]

Within a recent study 13C-MFA was used very effi-
ciently to show that fluxes towards the pentose phos-
phate pathway (PPP) of Corynebacterium glutamicum
were not altered after enhancement of cofactor ability
by altering the coenzyme specificity of the native
NAD++-dependent glyceraldehyde 3-phosphate dehy-
drogenase to NADP++. The desired lysine production
could be improved by approximately 60%.[175] In an-
other study recently published by the Antoniewicz
group, a complementary parallel labelling experi-
ments technique for metabolic flux analysis (COM-
PLETE-MFA) was established. In this study, 14 paral-
lel labelling experiments with 8 differently 13C-la-
belled glucose tracers were performed in E. coli. The
best tracers for resolving the fluxes in the upper (gly-
colysis and PPP) and lower (TCA cycle and anapler-
otic reactions) metabolism were identified. By doing
so, it was shown that the best tracers for upper metab-
olism displayed a poor performance for lower metab-

Figure 16. Knock-out (KO) strategies for fumaric acid pro-
duction. KO of the iclR gene for the isocitrate lyase repress-
or and KO of three fumaric acid hydratases fumA, fumB
and fumC enhanced the fumaric acid production. In silico
predicted KO of aspA resulted in an additional increase of
the fumaric acid yield.

Figure 17. 13C metabolic flux analysis workflow. The cultures
are grown on labelled substrates and harvested during
steady-state. The proteins are hydrolyzed and the amino
acids derivatized for GC-MS measurements. The labelling
patterns are recognized by specific software and result
either in flux ratios or, with additional information about
uptake and secretion rates, in absolute fluxes.
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olism and vice versa. This result should clearly be con-
sidered for the future design of experiments.[176]

Overall, in silico methods can facilitate the plan-
ning of in vivo experiments for product enhancement
in whole cells and reduce the experimental workload,
therefore, saving time, money and also offering new
insights into all possible solutions.

Absolute quantification of metabolites in the host
cell is also an important method as it provides the in-
formation on a possible maximal yield of the product.
It also exposes possible bottlenecks within the metab-
olism, especially when it comes to cofactor recycling
and cofactor availability.[177] Additionally, it is useful
to correct FBA results since they mostly do not con-
tain kinetic data which could be a (major) limitation
in depicting real flux distributions in the cell. The
quantification of intracellular metabolites is referred
to as metabolomics. Several analytical techniques
(GC-MS or LC-MS/MS) are known and depend on
the properties and the origin of the metabolic com-
pounds. Since the physical and chemical properties of
metabolites vary from very polar (glycolytic inter-
mediates) to strongly lipophilic (lipids, fatty acids) it
has not been possible so far to cover the whole me-
tabolome with only one analytical method. In the
case of metabolic engineering and redox multi-step
catalysis, investigations of the central carbon metabo-
lism are most prominent. Methods tend to cover gly-
colysis, TCA cycle metabolites, amino acids, PPP in-
termediates and cofactors [e.g., NAD(P)++/H, FAD].
The accuracy of these methods relies on the use of
proper internal standards and is usually performed
with 13C-labelled cell extracts to obtain reproducible
results and reduce matrix effects.[178] This is necessary
because the intracellular compounds can be quite un-
stable and tend to decompose rapidly. In order to
have a reference with comparable individual decom-
position rates, the same compounds are applied as
fully 13C-labelled analogues. Hence, a fast sampling
with rapid quenching or rapid extraction of metabo-
lites is mandatory. Otherwise, the metabolic reactions
will progress under non-experimental conditions, ex-
perimental error will increase and results might not
be representative anymore. This is especially the case
if the dynamic behavior of the metabolome is being
investigated.[179] The difference between bacteria and
yeast or fungi should be taken into account since the
cell membranes of these species have different stabili-
ties and the treatment method has to be adjusted in
order to prevent metabolic leakage.[180] As bacterial
outer membranes are less stable, filtration techniques
are favored with a subsequent quenching/extraction
step. In the case of more stable cell walls (e.g., yeast),
samples are quenched with cold methanol, for exam-
ple, and extracted afterwards. The quantification is
usually performed via LC-MS/MS.[181] Metabolomics
were recently used to identify the successful metabol-

ic engineering of E. coli for triglyceride accumulation;
within this study a high conservation of triglyceride
composition was confirmed.[182] Another recent exam-
ple for the success of metabolomics as a control strat-
egy was disclosed by metabolic flux redirection to-
wards a synthetic pathway with a metabolic toggle
switch for changing the E. coli metabolism to isopro-
pyl alcohol production. Metabolomics were used to
follow the changes in the intracellular fluxes.[183]

The different computational approaches enable the
construction and optimization of whole-cell biocata-
lysts in silico prior to their construction in vivo and
reduce the number of experiments to determine the
proper KO strategies. Furthermore, metabolomics is
a powerful tool to both refine and control the simulat-
ed results and improve computational models.

4.2 Substrate Uptake and Product Release

Permeability of the cell membrane is very often an
issue in whole-cell biotransformations. Since the outer
membrane of a bacterium is a lipid bilayer, only lipo-
philic substances can pass the membrane via diffusion.
This limits the substrate uptake for cascade reactions
not only in terms of polarity but for non-polar sub-
stances also in terms of uptake velocity since diffusion
is a passive and a slow process. Different strategies
can be applied for improving already existing cascade
reactions and for establishing new cascades not feasi-
ble due to hindered substrate uptake. These strategies
will be discussed in the following section.

Treatment of bacterial cells with solvents and/or de-
tergents represents the basic approach of improving
cell wall permeability. This method is widely used in
biocatalysis.[184] While the existence of straightforward
preparation protocols is an obvious advantage of this
approach, a lot of different procedures are described
and identification of the suitable one for a certain bio-
transformation is often only achieved by simple trial
and error. A lot of treatments are performed with
EDTA and toluene, exemplified by the bioconversion
of ethyl 4-chlorooxobutanoate (ECOB) to ethyl (R)-
4-chloro-3-hydroxybutanoate (ECHB) by E. coli ex-
pressing the yeast reductase YOL151W and GDH for
cofactor recycling purposes. In this example, 30 mM
of ECOB could be fully converted to ECHB within
180 min. Without pretreatment, no conversion was
observed.[185]

As the effects are non-specific it is advantageous
that only limited knowledge is required prior to the
treatment procedure. Additional incubation times and
the addition of substances that might affect the meta-
bolic processes of the microorganism clearly represent
obstacles of such procedures.[186]

The genetic modulation of the cell enables a more
elegant solution to the problem by the expression of
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uptake systems for a specific kind of substrates. Some
case studies along this line have been published re-
cently employing E. coli. The expression and use of
the alkane transporter alkL from P. putida GPO1 as
uptake protein facilitated the rate-limiting step within
a biooxidation cascade:[187] By co-expression of alkL
as a transporter plug-in in addition to the product
yielding cascade, specific yields could be improved by
up to 100-fold for the biooxidation of >C12 alkanes to
fatty alcohols and acids. The importance of this
system was the introduction of a tightly regulated ex-
pression vector since the overexpression of this trans-
porter is a toxic burden for E. coli. With this modifi-
cation, the alkane oxidation was further improved by
approximately 10-fold. The same transporter system
was also used in E. coli to produce (S)-styrene oxide
in two-liquid-phase cultures with a space-time-yield of
2 gL¢1h¢1[188] which was more than a 4-fold improve-
ment compared to previously published space-time-
yields of around 0.45 gL¢1h¢1.[189]

Utilization of porins represents another possibility
for higher cell permeability towards certain mole-
cules. Porins are outer membrane channels in Gram-
negative bacteria and are required for the influx of
nutrients and the efflux of waste products. It is known
that non-specific diffusion of hydrophilic solutes
across the outer membrane occurs via porins. There-
fore, porins can be used in biocatalysis for increasing
the permeability for hydrophilic substances. The two
major porins in E. coli are OmpF and OmpC. OmpF
is slightly larger than OmpC and allows the diffusion
of compounds such as antibiotics.[190] Within a recently
published study it was outlined that high salt concen-
trations lead to a higher permeability of OmpC.[191]

As for regulation of expression, porins are regulated
by environmental factors (e.g., osmolarity, pH, tem-
perature, nutrient concentrations). The E. coli porin
OmpF is expressed at low temperatures. Another
transporter, PhoE is expressed only under phosphate
starvation which makes its expression inducible[190]

and, consequently, applicable for biocatalytic purpos-
es.

These different strategies can be applied to improve
the performance of whole-cell biocatalysts and in-
crease space-time-yields in biocatalytic processes.

4.3 Cofactor Recycling

The introduction of redox reactions into a host cell is
inevitably connected to the additional consumption of
redox cofactors. Since this shortage of redox cofactors
affects growth of the host microorganism and produc-
tion of target molecules, it is necessary to recycle the
consumed cofactor molecules.[192] This can be ach-
ieved by knocking-out competing reactions which
consume the same cofactors and/or by knocking-in re-

actions which recycle the required cofactors. An ex-
tended overview of the different strategies for cofac-
tor recycling was published, recently.[193]

For NADPH recycling, most engineering ap-
proaches in aerobic cultivations focus on increasing
the flux through the PPP. In recent years, strategies
were expanded to the measurement of redox cofactor
levels and the prediction of experimental outcomes
with FBA[194] or increasing the yield by PPP cycliza-
tion. The confirmation of the cyclization was achieved
via 13C-MFA.[195]

Other problems arise with the anaerobic production
of NADPH. In this case, the overexpression of PPP
enzymes does not yield more NADPH. Therefore,
other strategies for NADPH generation should be
pursued. Modulation of the NADP transhydrogenase
and NAD kinase activity in order to produce
NADPH and NAD++ from NADP++ and NADH, re-
spectively, represents a prominent example. This com-
bined strategy worked for aerobic as well as for anae-
robic production of NADPH.[196]

For NAD++/NADH recycling, different mechanisms
have to be addressed as depicted for NADPH recy-
cling since it is produced and recycled in a different
way. As an example, E.coli was applied for the CO2

fixation via phosphoenol pyruvate carboxylase (PPC)
for succinic acid production under anaerobic cultiva-
tion conditions. KO of competing pathways led to ac-
cumulation of pyruvic acid and limited the regenera-
tion of NAD++ from glycolytic NADH. Therefore, the
regeneration of NAD++ had to be achieved by the co-
expression of nicotinic acid phosphoribosyl transfer-
ase (NAPRTase) and pyruvic acid carboxylase (PYC).
NAPRTase is rate limiting in E. coli NAD(H) synthe-
sis. PYC synthesizes oxaloacetate (OAA) from pyruv-
ic acid. (Figure 18).[197]

These KIs led to a significant increase in cell mass
and succinic acid production of 12.08 gL¢1 under
anaerobic conditions.[197] This was not possible before
since the glycolytic flux was blocked by the missing
recycling of NAD++.[198] Introduction of complete recy-
cling systems into the whole-cell biocatalyst serves as
a different method for an improved cofactor recy-
cling. A recombinant E. coli equipped with the ADH
(R-ADH) from Lactobacillus kefir (L. kefir) and
a GDH (TA-GDH) from Thermoplasma acidophilum
for cofactor recycling was applied for the reduction of
a-halogenated ketones.[153b] Recently, an E. coli
whole-cell approach was reported for a redox self-suf-
ficient whole-cell catalyzed amination of alcohols.
Thereby, an ADH from Bacillus stearothermophilus
was used for substrate oxidation, a transaminase from
Vibrio fluvialis was applied for aldehyde-intermediate
amination and an alanine dehydrogenase from B. sub-
tilis was expressed for recycling NADH.[199]

Connecting an enzyme to perform the desired reac-
tion to a cofactor recycling enzyme via a linker-
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domain represents another elegant solution to the
problem. This was demonstrated for several BVMOs
which were linked to a thermostable variant of phos-
phite dehydrogenase.[200] This concept worked well in
cell-free extracts since phosphite cannot diffuse
trough the cell membrane. But the general concept of
self-sustaining enzymes with an integrated recycling
system could also be applied to whole-cell biocataly-
sis. With cofactor recycling as a final optimization
step in a whole-cell biocatalytic process, the next
chapter will focus on depicting successful examples of
in vivo redox cascades.

5 Microbial Cell Factories Conducting
Optimized Redox Cascades

Minimization of background reactions (e.g., targeted
gene KO) and flux optimization (e.g., scaffolding) are
important concepts of engineering microorganisms to
enhance host productivity. To successfully establish ar-
tificial pathways in genetically tractable host microor-
ganisms such as E. coli,[201] the hostÏs metabolic (i.e.,
intrinsic) background as well as extrinsic factors have
to be considered to minimize undesired side reac-

tions.[202] There are three general strategies to improve
selectivity and yields in particular and the general
overall performance of microbial cell factories: (i)
adaption of cellular properties such as genetics (e.g.,
gene KI and/or KO) and/or physiology (e.g., mem-
brane permeability[185] and substrate uptake[203]); (ii)
reaction engineering[204] (e.g., buffer, temperature,
pH, use of biphasic systems), and (iii) catalyst design
(e.g., protein engineering).[205] Optimization methods
on chemical and molecular levels combined with the
concept of biocatalytic retrosynthesis[206] will open
doors to new high performance microorganisms for
the efficient production of drugs and various complex
natural compounds.[72,207]

In the first example, Winkler and co-workers pre-
sented an artificial enzyme cascade for the synthesis
of 3-hydroxytyrosol (3-HT; 17).[208] CAR from Nocar-
dia iowensis (N. iowensis), which is dependent on the
activity of an E. coli phosphopantetheinyl transferase,
produced the aldehyde intermediate that is conven-
iently reduced to product 3-HT (17) by the activities
of endogeneous E. coli aldehyde reductases
(Figure 19).

A preparative biotransformation was performed in
the presence of low citrate and glucose concentrations
(10 mM) for improved cofactor regeneration. This en-
abled generation of 1 mM 3-HT (17) within 20 h start-
ing from 10 mM 3,4-dihydroxyphenylacetic acid
(DOPAC) (16).

Figure 18. Possible NAD++ recycling strategy. The regenera-
tion of NAD++ was achieved by co-expression of nicotinic
acid phosphoribosyl transferase (NAPRTase) and pyruvate
decarboxylase (PYC). NAPRTase is the rate limiting
enzyme in the E. coli NAD(H) synthesis and PYC is an
enzyme which synthesizes OAA from pyruvic acid.

Figure 19. Advantageous intrinsic cell activity. Heterologous
reduction of the substrate (16) by CAR and subsequent re-
duction by endogenous E. coli aldehyde reductases yielded
the final product (17).
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Very recently, the group of Hauer presented a dual
expression system for the synthesis of azelaic acid
(19).[209] Their artificial pathway contained a lipoxyge-
nase (St-LOX1) from Solanum tuberosum (S. tubero-
sum) and a hydroperoxide lyase from Cucumis melo
(Cs-9/13HPL). Together with the intrinsic aldehyde
dehydrogenase activity of the E. coli host, linoleic
acid (18) was converted into the desired product (19)
(Figure 20).

The previously reported in vitro approach[210] using
cell-free extracts of St-LOX1 and Cs-13HPL showed
effects of unbalanced protein levels (St-LOX1/Cs-
13HPL=20:1) resulting in a low overall productivity.
Co-expression of both enzymes in the same cell from
different plasmids solved this obstacle. Since the flux
through the cascade suffers from unbalanced protein
production, the lipoxygenase St-LOX1 was inserted
into the high-copy number vector pQE30 and Cs-
13HPL into the low-copy number vector pREP4. Es-
pecially the reduced production of Cs-13HPL from
the low-copy plasmid was important for the optimiza-
tion of the whole-cell catalyst.

Additionally, host strain selection[211] (E. coli versus
S. cerevisiae) and tuning of reaction conditions such
as pH adjustment or the application of a biphasic
system [5% (n/n) cylcohexane in water] increased the
overall productivity (29 mgL¢1 in 8 h). As an outlook,
the authors pointed out that reduction of intrinsic
enzyme activity by gene KO, for example, may be
beneficial and such studies are currently ongoing in
Hauer’s lab.

A simple but very effective approach to further ex-
ploit intrinsic host activity was presented by the group
of Li by utilizing a mixed two-cell culture approach.
The endogeneous RS1 reductase from Acinetobacter
sp. catalyzed the enantioselective reduction of the C=
C double bond (20). The subsequent selective oxida-
tion was performed by a cyclohexanone monooxyge-
nase (CHMO) from Acinetobacter calcoaceticus ex-
pressed in E. coli. The GDH from B. subtilis was co-
expressed for cofactor regeneration. The multi-
enzyme cascade produced enantiopure d-lactones (21)
(Figure 21).[212]

Noteworthy, this mixed culture biotransformation
was carried out in a sequential manner to minimize
the intrinsic activity of E. coli to the stereochemical
properties of the C=C bond. Substituted lactones (21)
were produced in good yields (41–56%) and high op-
tical purities (98% ee).

Another optimized whole-cell biocatalyst designed
by the group of Li was published in 2015. For this ar-
tificial pathway, an epoxide hydroxylase (SpEH from
Sphingomonas sp. HXN-200), an ADH (BDHA from
B. subtilis) and an NADH oxidase (NOX from L.
brevis DSM 20054) were co-expressed in a single or-
ganism for the enantioselective synthesis of a-hydroxy
ketones (23) starting from meso or racemic epoxides
(22).[213] After SpEH-mediated epoxide hydrolysis,
NAD++-dependent dehydrogenase oxidizes the diol to
the ketone (Figure 22). Interestingly, two different en-

Figure 20. Optimized cascade for azelaic acid (19) produc-
tion. Co-expression of cascade enzymes in E. coli from
a dual expression system utilizing a high- and a low-copy
number vector for balanced protein production and exploi-
tation of endogeneous enzymatic host activity yielded the
desired product (19).

Figure 22. Whole-cell catalyst for the synthesis of a-hydroxy
ketones (23) starting from meso or racemic epoxides (22)
with optimized cofactor recycling system constructed on
a pETduet and a pET28a vector.

Figure 21. Mixed cell culture approach for minimized back-
ground reaction activity.
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zymes were compared for efficient cofactor recycling:
a lactate dehydrogenase (LDH) from B. subtilis and
the aforementioned NOX from L. brevis. LDH re-
quires pyruvate and NOX consumes O2 for NAD++ re-
generation. In vitro experiments gave a total turnover
number (TTN) of 5,500 to 26,000 for LDH for the
NAD++ regeneration and a practical TTN of 6,200 to
14,000 for NOX.

Different from the earlier established system using
LDH,[214] the whole-cell catalyst was constructed by
the co-transformation of pETDuet-1/SpEH-NOX and
pET28a/BDHA. As both plasmids share the same
ORI, plasmid maintenance exclusively relied on the
selection by two different antibiotics. This is in con-
trast to the concept of plasmid incompatibility and
might result in inconsistent expression patterns in dif-
ferent cell populations.[8a]

Besides the presented process engineering strat-
egies, also improvements on molecular and genetic
levels were published in recent years. Li and co-work-
ers published one of the first multi-enzyme cascades
optimized on a genetic level. Thereby, they estab-
lished a biocatalytic opponent to the well-established
Sharpless dihydroxylation.[215] In their two-step reac-
tion sequence co-expressed in E. coli, a styrene mono-
oxygenase from Pseudomonas sp. and two enantio-
complementary epoxide hydrolases from Sphingomo-
nas sp. HXN-200 and S. tuberosum, respectively, are
used for the enantioselective dihydroxylation of ter-
minal and internal olefins (24) (Figure 23). Special
emphasis is put on direct access to all enantiomeric
products (25a, 25b) only by changing the regioselec-
tivity of a single enzyme-mediated reaction step
(SpEH or StEH).

To balance expression levels of all genes of interest,
three different expression cassettes of styA, styB and
spEH were constructed on the common plasmid
pRSFDuet-1 (Figure 24).

Competent E. coli cells were individually trans-
formed with one of the constructs. The pathway was
either arranged in an operon form (SSP1/SST1: one
common T7 promotor; Figure 24A) or in two distinct
pseudo-operon configurations (SSP2-1/SSP2-2 and
SST2-1/SST2-2: individual T7 promoters; Figure 24B).

Best results were generated with the E. coli strain
harboring SSP1 or SST1 (operon form) under basic
conditions (pH 8.0) to avoid unselective self-hydroly-
sis of the epoxide intermediate.

Resting cell biotransformations showed good con-
versions. For example, (S)-1-phenylethane-1,2-diol
(25) was produced with 86% yield and an excellent
enantioselectivity of 97% ee after 5 h. The strains con-
taining plasmids encoding the pathway as pseudo-op-
erons also produced the target molecule, however, in
lower concentrations. This might result from subopti-
mal expression levels.

Finally, three non-native pathways optimized on
a genetic level are presented to demonstrate the
degree of efficiency by artificial cascades already ach-
ieved (Figure 25 and Figure 26).

The groups of Mihovilovic and Bornscheuer (Fig-
ure 25A)[7b] and the group of Reetz (Figure 25B)[7a]

published two independent redox cascades for the ste-
reoselective synthesis of lactones (28) or cyclohexa-
nones (31). Both cascade designs combine the concept
of biocatalytic retrosynthesis with metabolic engineer-
ing tools and in both cases the same endogeneous E.
coli ene-reductase, the known N-ethylmaleimide re-
ductase A (NemA), had to be deleted in order to min-
imize undesired by-product formation. The directed
gene deletion prevented non-selective C=C bond re-
ductions on the activated alkenes (27, 30) (Figure 25).

The work of Oberleitner et al.[7b] is a representative
demonstration on efficient artificial pathways with
prospective applications in the chemical industry in

Figure 23. Microbial cell factory for the generation of vari-
ous diol compounds (25a, 25b) starting from styrene deriva-
tives (24). (32 of 44 substrates >50% yieldanalyt ; 30 of 44 sub-
strates >90% ee).

Figure 24. Genetic configurations of expression cassettes.
Operon (A) and pseudo-operon (B) co-expressed in E. coli

containing the two coding sequences of SMO (styA and
styB) and spEH or stEH, respectively.
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the future (Figure 25A). Their expression system uti-
lizes a two pET plasmid system for the co-expression
of all three enzymes in one cell and plasmid mainte-
nance is achieved by different antibiotics. While
Agudo and Reetz relied on the l Red/ET system[216]

for the deletion of the nemA gene, Oberleitner et al.
took advantage of the TargeTronTM gene KO system
which is based on group II intron-mediated gene
KO.[41b]

In a preparative biotransformation using resting
cells of their DnemA strain and 100 mg substrate (26)
[e.g., 3-methylcyclohexen-1-ol or (1S,5S)-carveol],
they were able to isolate both products (28) after clas-
sical extractive work-up with very good overall yields
of 55 and 60%, respectively. In addition, modularity

and flexibility of this microbial cell factory were illus-
trated by desymmetrizations, kinetic resolutions and
regio-divergent biotransformations within the
BVMO-mediated step based on different cyclohexe-
nol derivatives (26).

Remarkably, Agudo and Reetz used enzymes engi-
neered by directed evolution and tested three differ-
ent approaches to establish their redox cascade (Fig-
ure 25B) using techniques described in previous chap-
ters and paragraphs: (i) a two-cell system in which
one E. coli strain harbored the P450-BM3- and anoth-
er the YqjM-coding plasmid, respectively; (ii)
a single-strain approach co-expressing the two en-
zymes from two plasmids (pRSF/P450-BM3 and
pACYC/YqjM); and (iii) the use of an engineered E.
coli strain with chromosomally integrated YqjM mu-
tants while P450- BM3 remained on a plasmid. The
three approaches differ in the levels of metabolic load
on the host with (ii) imposing the highest burden with
two plasmids co-maintained in a single cell. Integra-
tion of YqjM was achieved by l Red recombina-
tion[216] elegantly knocking-out the endogeneous
nemA gene[217] coding for the competing ene-reduc-
tase in the same step.

Under process conditions including NAPH co-
factor recycling by glucose/GDH, all three devices
gave 40–60% yields with enantiomerically pure (R)-
and (S)-cyclohexan-3-onecarboxylic acid methyl ester
(99% ee) (31), respectively. In comparison, the in
vitro approach with a cell-free extract from (ii) only
resulted in <26% yield.[7a] The enzymatic cascade im-

Figure 25. “Designer cells” with minimized intrinsic activity by gene KO strategies. (A) BVMO containing cascade for the
stereoselective synthesis of various lactones (28), (B) P450-BM3 mut. and YqjM containing artificial pathway for the genera-
tion of substituted cyclohexanones (31).

Figure 26. In vivo cascade for the synthesis of l-phenylacetyl
carbinol (34), expressed in the optimized RARE strain.
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pressively combines a whole array of techniques and
surely can be further optimized by coordinating the
production of P450-BM3 and YqjM as seen in ap-
proach (i) by the sequential addition of the two E.
coli strains. In approach (i), yields were significantly
lower without a time lag (in other words, when P450-
BM3 and YqjM were both present from the very be-
ginning). Coordinated gene expression could be
achieved by different inducible promoters or other
regulatory elements. This study also adds temporal as-
pects to the complexity chart for cascade reactions for
future considerations.

Prather and co-workers reported targeted gene de-
letions to minimize aromatic aldehyde reductase ac-
tivity in E. coli.[11] Their so-called RARE strain con-
tains nine gene deletions, of which six are responsible
for unwanted aldehyde reductase activity (dkgB,
yeaE, yqhD, dkgA, yahK, yjgB,) as well as an endonu-
clease (endA) and a recombinase (recA) which were
deleted to increase host productivity and to improve
plasmid stability, respectively. First, the engineered
strain was investigated to produce vanillin from vanil-
late using a CAR from N. iowensis, without side prod-
ucts (or more precisely without detection of vanillyl
alcohol, which is the main product of intrinsic alde-
hyde reductase activity). With their optimized E. coli
strain, they presented a high performance whole-cell
catalyst for the synthesis of the chiral pharmaceutical
intermediate l-phenylacetyl carbinol (34) by C¢C
bond formation between benzaldehyde (32) and the
glycolytic product pyruvate (33) (Figure 26).

Expression of a recombinant mutant pyruvate de-
carboxylase (PDC) and co-expression of previously
reported CAR in order to avoid the reduction of ben-
zoate to benzyl alcohol have increased the substrate
conversion by 10-fold compared to the E. coli wild-
type.

Within 24 h their optimized “designer cell” convert-
ed 5 mM benzaldehyde to the desired product without
any side product formation.

Recently, the group of Bîhler presented an effi-
cient biocatalyst for the synthesis of dodecanedioic
acid monomethyl ester (38) (DDAME), a potent
building block for polymer chemistry.[203] The heterol-

ogous pathway contains the alkane monooxygenase
AlkBGT and the ADH AlkJ, both from P. putida, and
converts the dodecanedioic acid methyl ester (35)
(DAME), a renewable feedstock chemical, into
DDAME (38) (Figure 27). This optimized pathway
perfectly illustrates the efficiency of reaction and cat-
alyst engineering in order to enhance host productivi-
ty. Outer membrane protein AlkL was introduced to
overcome limitation of substrate uptake and substrate
flux through the cascade, as outlined above. In order
to increase their biocatalyst stability, the benefit of
a carrier solvent serving as both a substrate reservoir
and a product sink was demonstrated. Finally, best re-
sults were obtained with an organic phase composi-
tion of 75% bis-(2-ethylhexyl)phthalate (BEHP) and
25% DAME (35). Furthermore, the heterologous ex-
pression of AlkJ shifted the reaction equilibrium from
the primary alcohol (36) HDAME to the thermody-
namically unfavored aldehyde moiety (37) (ODAME)
which was successfully transformed to the target mol-
ecule DDAME (35).

In particular, the presented cell factories of Prather
and Bîhler highlighted how beneficial catalyst and/or
reaction engineering in combination with optimiza-
tion strategies on genetic and molecular levels can be
for productivity enhancement.

6 Outlook

Recent trends in whole-cell-mediated redox biocataly-
sis progressed from single-step transformations to-
wards multi-enzyme cascades. An increasing demand
for the production of chemicals, pharmaceuticals,
fuels and valuable materials requires future high per-
formance cell factories. Combination of diverse strat-
egies from various disciplines like metabolic engineer-
ing, systems biology and biocatalysis enable optimiza-
tion of bio-based processes on different levels. Essen-
tially, genome engineering techniques, proper gene
expression control, protein engineering for enhanced
catalyst performance and process engineering con-
cepts are mandatory in performing whole-cell-mediat-
ed redox biocatalysis as well as metabolic engineering.

Figure 27. “Showcase” of an in vivo cascade using different optimization (e.g., substrate uptake, 2 phasic system) strategies
to enhance the host productivity. [DAME: dodecanedioic acid methyl ester (35); HDAME: 12-hydroxydodecanoic acid
methyl ester (36); ODAME: 12-oxododecanoic acid methyl ester (37); DDAME: dodecanedioic acid monomethyl ester
(38)].

1612 asc.wiley-vch.de Õ 2015 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim Adv. Synth. Catal. 2015, 357, 1587 – 1618

REVIEWSThomas Bayer et al.

http://asc.wiley-vch.de


In this paper we have reviewed the most prominent
concepts, recently developed tools and strategies in
the context of multi-step redox biocatalysis. Thereby
we tried to close the gap between different scientific
disciplines in order to obtain the best performing bio-
catalytic system. Hence the use of computer-aided
tools and the more holistic view on the cell as
a system become more and more important, avoiding
tedious trial and error experimental work and ulti-
mately reducing development costs for industrially
relevant processes. Future trends go into the direction
of developing “designer cells” for either different
enzyme classes (e.g., ERED production host, by elim-
ination of intrinsic nemA and fadH activity in E. coli)
or a specific substance class (e.g., RARE strain for
the production of aldehydes). Overall, an increasing
number of commercially available and easy-to-use
tools for the genetic manipulation and computational
simulation of a variety of production hosts (e.g., E.
coli, S. cerevisiae) open new perspectives in the design
and application of bio-based whole-cell-mediated
redox processes.
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