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Abstract—This paper presents how machine learning tech-

niques may be applied in the process of designing a compact

dual-band H-shaped rectangular microstrip antenna (RMSA)

operating in 0.75–2.20 GHz and 3.0–3.44 GHz frequency

ranges. In the design process, the same dimensions of upper

and lower notches are incorporated, with the centered position

right in the middle. Notch length and width are verified for

investigating the antenna. An artificial neural network (ANN)

model is developed from the simulated dataset, and is used for

shape prediction. The same dataset is used to create a math-

ematical model as well. The predicted outcome is compared

and it is determined that the model relying on ANN offers

better results.

Keywords—artificial neural network, dual band, microstrip an-

tenna, notch.

1. Introduction

New developments in the field of wireless communications

call for compact, wide-band, high efficiency, multiband,

and low cost antennas that are suitable for modern day ap-

plications. Microstrip antennas offer numerous advantages,

such as small size, low weight and ease of fabrication due

to their planar configuration. An antenna of this type is

easy to mount on a rigid surface, supports dual-polarization

and, unlike solutions of other types, multiband operation.

The different techniques relied upon to make the antenna

compact [1] without affecting its basic parameters include

reactive loading [2], using a monopole antenna with de-

fected ground structure (DGS), and modified patch [3]–[7].

Those methods are capable of reducing the antenna size by

up to 70%. Meta-material [8]–[14] and engineered ground

structure [15]–[18] may reduce the size of the antenna by

up to 74% as well. Other miniaturization methods, like de-

ployment of fractal structures in antenna design [19]–[21]

may reduce the size of the antenna by up to 75% and en-

gineered substrates [22]–[24] allow to reduce the size of

antenna by 80% and by introducing close-ended or open-

ended slots [25]–[30] of various shapes H, L, U, E, V, W,

D, S double E, double U may reduce the size of the antenna

by up to 86.5%. In some cases, more than one technique

is used to make the antenna as compact as possible.

Machine learning (ML) is a subset of artificial intelligence

(AI), effectively used in all areas of engineering, espe-

cially in communication network automation. ML is a spe-

cific type of data analytic techniques enabling machines to

learn from experience (training) and to predict new data.

A comparison between the traditional and the ML approach

is given in Fig. 1. ML is preferred to solve complex

mathematical problems with lots of variables and massive

amounts of data. Today’s methods relied upon while design-

ing antennas require such a high level of expertise, as in

most cases the design process requires a trade-off between

such antenna parameters as small size and good bandwidth.

AI approaches have been used in antenna design and op-

timization since the 1990s [31]. The most significant ad-

vantages that the use of the AI approach in antenna design

has over the traditional methods lies in the ability to si-

multaneously handle multi-objective problems in order to

achieve the specified goal and to provide the best automated

solution [32]–[35].

Fig. 1. Computational approaches.

The drawback of analytical-based methods consists in big-

computation overheads experienced in the design process.

To cope with this, the trial-and-error approach may be used

to achieve the specified goals. Slot-loading turns out to be

the technique that is most widely used among all aforemen-

tioned methods allowing to make antennas compact [28]

in size.

2. Synthesis and Analysis Problem for

Microstrip Patch Antenna Using ANN

ANN is one of the approaches used in ML to map nonlinear

data efficiently [36], [37] based on experience (training),
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Fig. 2. Flowchart of ANN back-propagation algorithm.

while dealing with new data. Basically, three logic lay-

ers are distinguished in ANN architectures. The first is

known as the input layer, while the last is referred to as

the output layer. Between the input and the output layer,

there is a number of hidden layers. Each hidden layer has

one or more neurons. The number of the hidden layers,

neurons, the activation function and the learning algorithm

are all specific to the application. There are no rules to

determine the number of hidden layers and neurons, but

in most problems two to three hidden layers are used at

the most in order to approximate all types of mathemat-

ical functions. The performance of ANN model depends

upon the data collection, learning algorithm, weight initial-

ization, change in an activation function, etc. In the case

of antenna design, data should be collected either through

simulations or measurements. The range of data always ex-

tends, marginally, beyond the model’s utilization range [38].

Initially, data samples are divided into three sets, known

as training (with the usage ratio of 70%), testing (15%),

and validation (15%). According to the needs of a specific

application, the percentages may be different. Next, the

network size is chosen, i.e. the number of hidden layers

and neurons in each of them is determined. Finally, the

algorithm is selected based on feed-forward, back propaga-

tion, and feed-forward back propagation, to train the ANN

and obtain the model. A flowchart of ANN feed-forward

back-propagation algorithms is presented in Fig. 2.

To achieve the minimum mean squared error (MSE) It is

necessary to train the model with accurate data. In this

case, a total of 80 samples has been collected by simulat-

ing H-shaped RMSA using IE3D software. To minimize

MSE, different ANN algorithms have been tested by vary-

ing the number of hidden layers and neurons in each hid-

den layer. Finally, the best combination for the proposed

model was selected. To train the ANN model, highly accu-

Fig. 3. Proposed ANN model for the analysis of compact

H-shaped RMSA.

Fig. 4. ANN network architecture to train physical-to-electrical

parameter.
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Fig. 5. Regression plot for physical to electrical parameters.

Fig. 6. Proposed ANN model for synthesis of H-shaped compact RMSA.
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rate back propagation algorithms with minimum MSE were

used [39].

Figure 3 shows a detailed architecture of the hidden layer

of the proposed ANN model which uses the train set and

predicts the dual resonant frequencies ( fr1, fr2), as well as

the physical aerial parameters, i.e. slot length (L) and width

(W) as input values. The Levenberg-Marquardt (LM) back

propagation algorithm is used as ANN. ANN network ar-

chitecture is shown in Fig. 4 with two input and output

parameters, one hidden layer and 30 neurons. The regres-

sion plot of training, testing, validation, and overall process

is shown in Fig. 5.

Fig. 7. ANN network architecture to train electrical-to-physical

parameters.

To train the ANN model for predicting physical dimensions

of antenna, Bayesian Regularization (BR) back propagation

algorithm have been used. ANN network architecture is

shown in Figs. 6–7, where input and output parameters

equals to two, the number of hidden layer is three, each

hidden layer consists of thirty neurons. the regression plot

of training, testing, and overall process is shown in Fig. 8.

In the next step, using the same dataset, a mathematical

model was developed to map the dominant resonance mode

(T M10) and the higher mode (T M02) of a dual band com-

pact H-shaped patch antenna using the curve fitting tool in

Matlab software. Equation 1 represents the dominant mode

(T M10) and Eq. 2 represents the higher mode (T M02):

f r1 = 2.279−0.145l + .07311w , (1)

f r2 = 3.37+0.1202l −0.081w−0.05906l2
+

0.04877lw+0.002621l3
−0.002256l2w . (2)

3. Result and Discussion

Analysis of the H-shaped compact RMSA using the pro-

posed ANN model is performed by taking one hidden layer

and 30 neurons, as shown in Fig. 4. 80 samples were taken

to train the model, with 70% used for training, 15% for

validation and 15% for testing. Figure 5 shows the regres-

sion plots for training, validation, testing, and the overall

process. The regression R value indicating the correlation

between output and target, R value closer to one means

that the close relationship. In the ideal case, both outputs

and target are equal. It is clear from the evidence shown

that the R value for training, validation, and testing of the

proposed model is 99.998% accurate, meaning that it is

perfect regression model. The synthesis of H-shaped com-

pact RMSA using the proposed ANN model is performed

by taking three hidden layers and 30 neurons per hidden

layer, as shown in ANN network architecture in Figs. 6–7.

Fig. 8. Regression plot for electrical to a physical parameters.

In this case, 80 samples are used to train the model (85%

for training, 15% for testing). Figure 8 shows regression

plots for training, testing, and the overall process. It is

clear from the evidence shown that the regression R value
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Fig. 9. S11 vs. frequency plot for H-shaped RMSA antenna.

for training and testing of the proposed model is 99.992%,

which is very close to benchmark value 1. In the ideal sce-

nario, both output and target are equal. In both the cases,

the variations are placed precisely on dotted line, as shown

in Figs. 5 and 8.

Table 1 shows the result of the proposed ANN model used

for analyzing a compact H-shaped RMSA. Except for a few

samples, MSE is of the order of 10
−5, which indicates that

the predicted resonant frequencies are close to simulated

results ( fr1, fr2). Table 2 shows that the MSE is of the or-

der of 10
−12, which is very close to actual physical slot

dimensions. Table 3 shows a comparison of fr1, fr2 col-

lected from simulation, curve fitting, and ANN prediction.

The dual resonant frequencies predicted by the proposed

ANN model are very close to the simulated ones. The re-

lation between rectangular notch dimensions and resonant

frequencies fr1 and fr2 for the dominant mode (T M10 and

for the higher mode T M02) are shown in Fig. 10. The di-

mension of notches is increased from 0.25× 0.5 mm to

20.00× 20.25 mm, in 0.25 mm steps. fr1 started falling

from 2.20 to 0.75 GHz, while fr2 first increased from

3.38 GHz to 3.434 GHz, and then suddenly decreased down

to 2.98 GHz, and started increasing again from 2.98 to

3.19 GHz.

To validate the performance of H-shaped dual-band RMSA,

one sample was chosen randomly with the same dimen-

sions as those shown in Table 1, with the notch size

of 8 × 14 mm, as well as with identical lower and up-

per notches centered in the middle. The infinite substrate

and the infinite ground plane were assumed and simu-

lated using IE3D software. The performance of the an-

tenna measured in terms of scattering parameter, gain and

radiation pattern was analyzed. S11 vs. frequency charac-

teristics shown in Fig. 9, indicate that the antenna radi-

ates at 1.360 GHz and 3.366 GHz for two modes (T M10

and T M02). From Fig. 11, one may conclude that the

gain of the antenna in question measured at 1.360 GHz

is 7.572 dBi, and equals, at the upper resonant frequency

of 3.366 GHz, 1.00 dBi. E-plane and H-plane radiation

patterns at 1.360 GHz and 3.366 GHz with infinite sub-

strate and infinite ground plane dimensions (Fig. 12) show

T M10 and T M02 modes of operation, which is quite nor-

mal for any MSA. The proposed aerial offers better results

in terms of accuracy and time complexity, with a higher

Table 1

Physical-to-electrical parameters

Prediction of physical parameters (slot length, slot width)
to electrical ( fr1, fr2) data

Slot (l,w) Simulation ANN prediction ANN model error

L W fr1 fr2 fr1 fr2 fr1 fr2

0.25 0.5 2.19209 3.38418 2.19419 3.37800 –2.10E–03 6.18E–03

0.5 0.75 2.19128 3.38579 2.19032 3.37734 9.58E–04 8.45E–03

0.75 1 2.18725 3.36158 2.18592 3.37702 1.33E–03 –1.54E–02

1 1.25 2.17918 3.36965 2.18099 3.37718 –1.81E–03 –7.53E–03

1.25 1.5 2.17918 3.36965 2.17556 3.37798 3.62E–03 –8.33E–03

1.5 1.75 2.17111 3.38579 2.16963 3.37965 1.48E–03 6.14E–03

1.75 2 2.159 3.38176 2.16319 3.38238 –4.19E–03 –6.21E–04

2 2.25 2.15819 3.38983 2.15618 3.38633 2.01E–03 3.50E–03

2.25 2.5 2.14689 3.38983 2.14848 3.39150 –1.59E–03 –1.67E–03

2.5 2.75 2.13882 3.3979 2.13989 3.39770 –1.07E–03 2.00E–04

2.75 3 2.13075 3.40194 2.13019 3.40449 5.58E–04 –2.55E–03

3 3.25 2.12268 3.41001 2.11927 3.41125 3.41E–03 –1.24E–03

3.25 3.5 2.10734 3.41808 2.10715 3.41736 1.94E–04 7.18E–04

3.5 3.75 2.0904 3.42373 2.09398 3.42232 –3.58E–03 1.41E–03

3.75 4 2.0791 3.42938 2.07995 3.42589 –8.54E–04 3.49E–03

4 4.25 2.0678 3.42938 2.06515 3.42813 2.65E–03 1.25E–03

4.25 4.5 2.05198 3.42147 2.04960 3.42924 2.38E–03 –7.77E–03

4.5 4.75 2.02986 3.43422 2.03329 3.42955 –3.43E–03 4.67E–03

4.75 5 2.0113 3.42933 2.01622 3.42935 –4.92E–03 –2.47E–05

5 5.25 1.99435 3.42373 1.99848 3.42897 –4.13E–03 –5.24E–03

5.25 5.5 1.98144 3.43019 1.98024 3.42870 1.20E–03 1.49E–03

5.5 5.75 1.96045 3.42938 1.96183 3.42879 –1.38E–03 5.88E–04

5.75 6 1.94915 3.43019 1.94373 3.42941 5.42E–03 7.82E–04

6 6.25 1.92655 3.42938 1.92650 3.43041 4.79E–05 –1.03E–03

6.25 6.5 1.9096 3.43503 1.91041 3.43109 –8.10E–04 3.94E–03

6.5 6.75 1.89266 3.42615 1.89493 3.42987 –2.27E–03 –3.72E–03

6.75 7 1.88055 3.42211 1.87854 3.42462 2.01E–03 –2.51E–03

7 7.25 1.85876 3.41243 1.85964 3.41401 –8.76E–04 –1.58E–03

7.25 7.5 1.83616 3.40678 1.83835 3.39919 –2.19E–03 7.59E–03

7.5 7.75 1.81356 3.40113 1.81694 3.38378 –3.38E–03 1.73E–02

7.75 8 1.79984 3.36158 1.79758 3.37135 2.26E–03 –9.77E–03

8 8.25 1.77966 3.36965 1.78009 3.36310 –4.29E–04 6.55E–03

8.25 8.5 1.75706 3.36723 1.76202 3.35787 –4.96E–03 9.36E–03

8.5 8.75 1.73931 3.35755 1.74105 3.35359 –1.74E–03 3.96E–03

8.75 9 1.71913 3.34948 1.71722 3.34863 1.91E–03 8.49E–04

9 9.25 1.69492 3.34463 1.69299 3.34215 1.93E–03 2.48E–03

9.25 9.5 1.67232 3.32768 1.67094 3.33390 1.38E–03 –6.22E–03

9.5 9.75 1.65052 3.32123 1.65179 3.32382 –1.27E–03 –2.59E–03

9.75 10 1.63035 3.30912 1.63440 3.31195 –4.05E–03 –2.83E–03

10 10.25 1.61824 3.29701 1.61715 3.29858 1.09E–03 –1.57E–03

10.25 10.5 1.59887 3.28249 1.59908 3.28440 –2.10E–04 –1.91E–03

10.5 10.75 1.58192 3.26877 1.58012 3.27032 1.80E–03 –1.55E–03

10.75 11 1.56174 3.25666 1.56061 3.25704 1.13E–03 –3.84E–04

11 11.25 1.53672 3.25424 1.54085 3.24467 –4.13E–03 9.57E–03

11.25 11.5 1.51977 3.23729 1.52096 3.23276 –1.19E–03 4.53E–03

11.5 11.75 1.50121 3.22437 1.50100 3.22060 2.11E–04 3.77E–03

11.75 12 1.48103 3.20823 1.48105 3.20739 –2.26E–05 8.39E–04

12 12.25 1.46086 3.18805 1.46127 3.19248 –4.14E–04 –4.43E–03

12.25 12.5 1.44633 3.16949 1.44182 3.17556 4.51E–03 –6.07E–03

12.5 12.75 1.42857 3.15981 1.42277 3.15689 5.80E–03 2.92E–03

12.75 13 1.40839 3.13963 1.40409 3.13736 4.30E–03 2.27E–03

13 13.25 1.38015 3.11945 1.38564 3.11828 –5.49E–03 1.17E–03

13.25 13.5 1.36723 3.09605 1.36729 3.10072 –5.51E–05 –4.67E–03

13.5 13.75 1.3519 3.08717 1.34903 3.08499 2.87E–03 2.18E–03

13.75 14 1.33172 3.07103 1.33100 3.07076 7.23E–04 2.67E–04

14 14.25 1.31961 3.05892 1.31328 3.05773 6.33E–03 1.19E–03

14.25 14.5 1.29944 3.0565 1.29588 3.04595 3.56E–03 1.05E–02

14.5 14.75 1.27926 3.03874 1.27872 3.03576 5.38E–04 2.98E–03

14.75 15 1.25989 3.02825 1.26165 3.02751 –1.76E–03 7.44E–04

15 15.25 1.25101 3.03874 1.24446 3.02143 6.55E–03 1.73E–02

15.25 15.5 1.22599 3.01695 1.22687 3.01752 –8.80E–04 –5.65E–04

15.5 15.75 1.20904 3.0113 1.20869 3.01522 3.49E–04 –3.92E–03

15.75 16 1.19209 3.0113 1.18994 3.01306 2.15E–03 –1.76E–03

16 16.25 1.1703 3.00646 1.17083 3.00867 –5.34E–04 –2.21E–03

16.25 16.5 1.15012 3.01049 1.15145 3.00000 –1.33E–03 1.05E–02

16.5 16.75 1.13801 2.99839 1.13131 2.98718 6.70E–03 1.12E–02

16.75 17 1.10169 2.95803 1.10966 2.97337 –7.97E–03 –1.53E–02

17 17.25 1.08959 2.96207 1.08634 2.96319 3.25E–03 –1.12E–03

17.25 17.5 1.06215 2.96045 1.06208 2.95967 6.62E–05 7.76E–04

17.5 17.75 1.03955 2.9661 1.03784 2.96245 1.71E–03 3.65E–03

17.75 18 1.01695 2.9774 1.01407 2.96922 2.88E–03 8.18E–03

18 18.25 0.98870 2.97821 0.99068 2.97837 –1.98E–03 –1.62E–04

18.25 18.5 0.97175 2.9887 0.96723 2.99017 4.52E–03 –1.47E–03

18.5 18.75 0.93624 3.00646 0.94302 3.00600 –6.79E–03 4.57E–04

18.75 19 0.92009 3.02663 0.91728 3.02733 2.81E–03 –7.04E–04

19 19.25 0.88701 3.05085 0.88933 3.05488 –2.33E–03 –4.03E–03

19.25 19.5 0.85876 3.0904 0.85881 3.08823 –5.32E–05 2.17E–03

19.5 19.75 0.83051 3.11864 0.82578 3.12581 4.73E–03 –7.17E–03

19.75 20 0.79096 3.18805 0.79066 3.16525 2.95E–04 2.28E–02

20 20.25 0.75141 3.19209 0.75411 3.20409 –2.70E–03 –1.20E–02
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Table 2

Electrical-to-physical parameters

Prediction of electrical parameters ( fr1, fr2)
to physical parameters (slot length, slot width)

Slot (l,w) Input to ANN ANN prediction Error in prediction)

L W fr1 fr2 f r1 fr2 fr1 fr2

0.25 0.5 2.19209 3.38418 0.25000 0.50000 4.26E–11 4.26E–11

0.5 0.75 2.19128 3.38579 0.23763 0.48763 0.26237 0.26237

0.75 1 2.18725 3.36158 0.75000 1.00000 7.43E–11 7.43E–11

1 1.25 2.17918 3.36965 1.25000 1.50000 –0.25 –0.25

1.25 4.4 2.17918 3.36965 1.25000 1.50000 5.21E–11 5.21E–11

1.5 1.75 2.17111 3.38579 1.50000 1.75000 5.05E–11 5.05E–11

1.75 2 2.15900 3.38176 1.75000 2.00000 5.57E–11 5.57E–11

2 2.25 2.15819 3.38983 2.05693 2.30693 –0.05693 –0.05693

2.25 2.5 2.14689 3.38983 2.25000 2.50000 5.40E–11 5.40E–11

2.5 2.75 2.13882 3.39790 2.50000 2.75000 4.79E–11 4.79E–11

2.75 3 2.13075 3.40194 2.71920 2.96920 0.03080 0.03080

3 3.25 2.12268 3.41001 3.11056 3.36056 –0.11056 –0.11056

3.25 3.5 2.10734 3.41808 3.25000 3.50000 4.22E–11 4.22E–11

3.5 3.75 2.09040 3.42373 3.50000 3.75000 3.58E–11 3.58E–11

3.75 4 2.07910 3.42938 3.75000 4.00000 3.03E–11 3.03E–11

4 4.25 2.06780 3.42938 4.00000 4.25000 2.51E–11 2.51E–11

4.25 4.5 2.05198 3.42147 4.25000 4.50000 2.95E–11 2.95E–11

4.5 4.75 2.02986 3.43422 4.50000 4.75000 1.48E–11 1.48E–11

4.75 5 2.01130 3.42933 4.75000 5.00000 1.46E–11 1.46E–11

5 5.25 1.99435 3.42373 4.64830 4.89830 0.35170 0.35170

5.25 5.5 1.98144 3.43019 5.25000 5.50000 8.55E–12 8.55E–12

5.5 5.75 1.96045 3.42938 5.50000 5.75000 2.45E–12 2.45E–12

5.75 6 1.94915 3.43019 5.75000 6.00000 4.59E–12 4.59E–12

6 6.25 1.92655 3.42938 6.07401 6.32401 –0.07400 –0.07400

6.25 6.5 1.90960 3.43503 6.25000 6.50000 1.19E–11 1.19E–11

6.5 6.75 1.89266 3.42615 6.55910 6.80910 –0.05909 –0.05909

6.75 7 1.88055 3.42211 6.75000 7.00000 2.72E–11 2.72E–11

7 7.25 1.85876 3.41243 7.00000 7.25000 3.61E–11 3.61E–11

7.25 7.5 1.83616 3.40678 7.25000 7.50000 4.98E–11 4.98E–11

7.5 7.75 1.81356 3.40113 7.50000 7.75000 5.88E–11 5.88E–11

7.75 8 1.79984 3.36158 7.75000 8.00000 –6.34E–12 –6.35E–12

8 8.25 1.77966 3.36965 8.51865 8.76865 –0.51865 –0.51865

8.25 8.5 1.75706 3.36723 8.25000 8.50000 –3.08E–12 –3.08E–12

8.5 8.75 1.73931 3.35755 8.62045 8.87045 –0.12045 –0.12045

8.75 9 1.71913 3.34948 8.75000 9.00000 –7.34E–12 –7.34E–12

9 9.25 1.69492 3.34463 9.00000 9.25000 –9.65E–12 –9.65E–12

9.25 9.5 1.67232 3.32768 9.25000 9.50000 –9.32E–12 –9.32E–12

9.5 9.75 1.65052 3.32123 9.50000 9.75000 –1.20E–11 –1.20E–11

9.75 10 1.63035 3.30912 9.75000 10.0000 –9.44E–12 –9.44E–12

10 10.25 1.61824 3.29701 10.0000 10.2500 –1.13E–11 –1.13E–11

10.25 10.5 1.59887 3.28249 10.2500 10.5000 –2.71E–12 –2.71E–12

10.5 10.75 1.58192 3.26877 10.5246 10.7746 –0.02457 –0.02457

10.75 11 1.56174 3.25666 10.7500 11.0000 –6.22E–12 –6.22E–12

11 11.25 1.53672 3.25424 11.0000 11.2500 –7.51E–12 –7.51E–12

11.25 11.5 1.51977 3.23729 11.2500 11.5000 1.12E–11 1.12E–11

11.5 11.75 1.50121 3.22437 11.5000 11.7500 –1.75E–11 –1.75E–11

11.75 12 1.48103 3.20823 11.7500 12.0000 8.74E–12 8.74E–12

12 12.25 1.46086 3.18805 12.0000 12.2500 –3.49E–12 –3.49E–12

12.25 12.5 1.44633 3.16949 12.2500 12.5000 3.14E–12 3.14E–12

12.5 12.75 1.42857 3.15981 12.5000 12.7500 –1.12E–12 –1.12E–12

12.75 13 1.40839 3.13963 12.7500 13.0000 5.51E–13 5.51E–13

13 13.25 1.38015 3.11945 13.0000 13.2500 7.48E–13 7.48E–13

13.25 13.5 1.36723 3.09605 13.2500 13.5000 –4.42E–13 –4.42E–13

13.5 13.75 1.35190 3.08717 13.5000 13.7500 1.74E–13 1.74E–13

13.75 14 1.33172 3.07103 13.7500 14.0000 –2.08E–12 –2.08E–12

14 14.25 1.31961 3.05892 14.0000 14.2500 –4.21E–12 –4.21E–12

14.25 14.5 1.29944 3.05650 14.2500 14.5000 –6.14E–12 –6.14E–12

14.5 14.75 1.27926 3.03874 14.9728 15.2228 –0.47284 –0.47284

14.75 15 1.25989 3.02825 14.7500 15.0000 –1.61E–10 –1.61E–10

15 15.25 1.25101 3.03874 15.0000 15.2500 –1.07E–10 –1.07E–10

15.25 15.5 1.22599 3.01695 15.2500 15.5000 –1.07E–10 –1.07E–10

15.5 15.75 1.20904 3.01130 15.5000 15.7500 –6.79E–11 –6.79E–11

15.75 16 1.19209 3.01130 15.6709 15.9209 0.07901 0.07901

16 16.25 1.17030 3.00646 16.0000 16.2500 –4.76E–11 –4.76E–11

16.25 16.5 1.15012 3.01049 16.2500 16.5000 –7.06E–11 –7.06E–11

16.5 16.75 1.13801 2.99839 16.5000 16.7500 –2.86E–11 –2.86E–11

16.75 17 1.10169 2.95803 16.7500 17.0000 –5.46E–12 –5.46E–12

17 17.25 1.08959 2.96207 17.0000 17.2500 –5.68E–12 –5.68E–12

17.25 17.5 1.06215 2.96045 17.2500 17.5000 –4.63E–12 –4.63E–12

17.5 17.75 1.03955 2.96610 17.4709 17.7209 0.02905 0.02906

17.75 18 1.01695 2.97740 17.7500 18.0000 –8.48E–12 –8.48E–12

18 18.25 0.98870 2.97821 17.8963 18.1463 0.10368 0.10368

18.25 18.5 0.97175 2.98870 18.2500 18.5000 –2.24E–11 –2.24E–11

18.5 18.75 0.93624 3.00646 18.5000 18.7500 –1.19E–10 –1.19E–10

18.75 19 0.92010 3.02663 18.7500 19.0000 –3.99E–10 –3.99E–10

19 19.25 0.88701 3.05085 19.0000 19.2500 –4.97E–11 –4.97E–11

19.25 19.5 0.85876 3.09040 19.2500 19.5000 –2.32E–11 –2.32E–11

19.5 19.75 0.83051 3.11864 19.5000 19.7500 –1.22E–11 –1.22E–11

19.75 20 0.79096 3.18805 19.7500 20.0000 1.98E–11 1.98E–11

20 20.25 0.75141 3.19209 20.0000 20.2500 1.50E–11 1.50E–11

Table 3

Comparison of resonant frequencies

Comparison of resonant frequencies in various methods

Slot size Simulation Curve fitting ANN model

L W fr1 fr2 fr1 fr2 fr1 fr2

0.25 0.5 2.19209 3.38418 2.2793 3.3619 2.19323512 3.383955179

0.5 0.75 2.19128 3.38579 2.2613 3.3728 2.190414971 3.377723607

0.75 1 2.18725 3.36158 2.2434 3.3823 2.186759462 3.373556577

1 1.25 2.17918 3.36965 2.2254 3.3907 2.18221719 3.37167556

1.25 1.5 2.17918 3.36965 2.2074 3.3977 2.176752125 3.372181943

1.5 1.75 2.17111 3.38579 2.1894 3.4036 2.170350743 3.374991672

1.75 2 2.159 3.38176 2.1751 3.4084 2.163026757 3.379792164

2 2.25 2.15819 3.38983 2.1535 3.412 2.154820328 3.386051178

2.25 2.5 2.14689 3.38983 2.1355 3.4146 2.145790119 3.393092756

2.5 2.75 2.13882 3.3979 2.1176 3.4161 2.136000000 3.400223563

2.75 3 2.13075 3.40194 2.0996 3.4166 2.12550524 3.406863738

3 3.25 2.12268 3.41001 2.0816 3.4161 2.11434336 3.412633595

3.25 3.5 2.10734 3.41808 2.0636 3.4147 2.102532065 3.417373395

3.5 3.75 2.0904 3.42373 2.0457 3.4123 2.090073149 3.421106618

3.75 4 2.0791 3.42938 2.0277 3.4091 2.076959378 3.423975275

4 4.25 2.0678 3.42938 2.0097 3.405 2.063181506 3.426174076

4.25 4.5 2.05198 3.42147 1.9917 3.4001 2.048733878 3.427898365

4.5 4.75 2.02986 3.43422 1.9738 3.3945 2.033618293 3.429309015

4.75 5 2.0113 3.42933 1.9558 3.3881 2.017846529 3.430510785

5 5.25 1.99435 3.42373 1.9378 3.381 2.001442149 3.431538579

5.25 5.5 1.98144 3.43019 1.9199 3.3732 1.984442103 3.432346835

5.5 5.75 1.96045 3.42938 1.9019 3.3648 1.966898343 3.432799628

5.75 6 1.94915 3.43019 1.8839 3.3558 1.948879197 3.432662761

6 6.25 1.92655 3.42938 1.8659 3.3462 1.930469403 3.431604735

6.25 6.5 1.9096 3.43503 1.848 3.3361 1.911766619 3.429221116

6.5 6.75 1.89266 3.42615 1.83 3.3255 1.892871285 3.425103028

6.75 7 1.88055 3.42211 1.812 3.3144 1.873867609 3.418964553

7 7.25 1.85876 3.41243 1.794 3.3028 1.854798692 3.410809045

7.25 7.5 1.83616 3.40678 1.7761 3.2909 1.835648248 3.401051244

7.5 7.75 1.81356 3.40113 1.7581 3.2786 1.81634694 3.390475111

7.75 8 1.79984 3.36158 1.7401 3.266 1.796810053 3.379982051

8 8.25 1.77966 3.36965 1.7222 3.2531 1.776988061 3.370251304

8.25 8.5 1.75706 3.36723 1.7042 3.2399 1.756898836 3.361519085

8.5 8.75 1.73931 3.35755 1.6862 3.2265 1.736625741 3.353579746

8.75 9 1.71913 3.34948 1.6682 3.2129 1.716290452 3.345948928

9 9.25 1.69492 3.34463 1.6503 3.1992 1.69601866 3.33806789

9.25 9.5 1.67232 3.32768 1.6323 3.1853 1.675911158 3.329468411

9.5 9.75 1.65052 3.32123 1.6143 3.1713 1.656025072 3.319872427

9.75 10 1.63035 3.30912 1.5964 3.1573 1.636366626 3.309226066

10 10.25 1.61824 3.29701 1.5784 3.1433 1.616895951 3.297672933

10.25 10.5 1.59887 3.28249 1.5604 3.1292 1.597542878 3.28547673

10.5 10.75 1.58192 3.26877 1.5424 3.1153 1.578229533 3.272915207

10.75 11 1.56174 3.25666 1.5245 3.1013 1.558892864 3.260178391

11 11.25 1.53672 3.25424 1.5065 3.0875 1.539500355 3.247303294

11.25 11.5 1.51977 3.23729 1.4885 3.0739 1.52005534 3.234163114

11.5 11.75 1.50121 3.22437 1.4705 3.0604 1.500592591 3.22050971

11.75 12 1.48103 3.20823 1.4526 3.0472 1.481167693 3.206053827

12 12.25 1.46086 3.18805 1.4346 3.0342 1.461844345 3.190561503

12.25 12.5 1.44633 3.16949 1.4166 3.0215 1.442682842 3.173944500

12.5 12.75 1.42857 3.15981 1.3987 3.0091 1.423731612 3.15632401

12.75 13 1.40839 3.13963 1.3807 2.9971 1.405022572 3.13805028

13 13.25 1.38015 3.11945 1.3627 2.9854 1.386570215 3.119669014

13.25 13.5 1.36723 3.09605 1.3447 2.9742 1.368373589 3.101839329

13.5 13.75 1.3519 3.08717 1.3268 2.9634 1.350419758 3.085223618

13.75 14 1.33172 3.07103 1.3088 2.9532 1.332686968 3.070378841

14 14.25 1.31961 3.05892 1.2908 2.9434 1.315145999 3.057675597

14.25 14.5 1.29944 3.0565 1.2728 2.9342 1.297758688 3.047257546

14.5 14.75 1.27926 3.03874 1.2549 2.9256 1.280473345 3.039037159

14.75 15 1.25989 3.02825 1.2369 2.9177 1.263217358 3.03271293

15 15.25 1.25101 3.03874 1.2189 2.9104 1.245887804 3.02779209

15.25 15.5 1.22599 3.01695 1.201 2.9038 1.228342041 3.023611391

15.5 15.75 1.20904 3.0113 1.183 2.8979 1.210392669 3.019365567

15.75 16 1.19209 3.0113 1.165 2.8928 1.191815554 3.014176798

16 16.25 1.1703 3.00646 1.147 2.8884 1.172383691 3.007259144

16.25 16.5 1.15012 3.01049 1.1291 2.885 1.151935686 2.9982168

16.5 16.75 1.13801 2.99839 1.1111 2.8824 1.130462957 2.98741289

16.75 17 1.10169 2.95803 1.0931 2.8806 1.108157717 2.976170793

17 17.25 1.08959 2.96207 1.0751 2.8799 1.085352868 2.966523582

17.25 17.5 1.06215 2.96045 1.0572 2.8801 1.062359012 2.960532524

17.5 17.75 1.03955 2.9661 1.0392 2.8813 1.039305812 2.959616637

17.75 18 1.01695 2.9774 1.0212 2.8835 1.016091761 2.964321303

18 18.25 0.988701 2.97821 1.0033 2.8868 0.992442652 2.974524237

18.25 18.5 0.971751 2.9887 0.9853 2.8912 0.968009009 2.989787327

18.5 18.75 0.936239 3.00646 0.9673 2.8963 0.942446684 3.009621486

18.75 19 0.920097 3.02663 0.9493 2.9035 0.915466504 3.033605786

19 19.25 0.887006 3.05085 0.9314 2.9114 0.886861758 3.061400275

19.25 19.5 0.858757 3.0904 0.9134 2.9206 0.856524855 3.092706667

19.5 19.75 0.830508 3.11864 0.8954 2.9311 0.824459185 3.127214353

19.75 20 0.79096 3.18805 0.8774 2.9429 0.790787012 3.164552035

20 20.25 0.751412 3.19209 0.8595 2.956 0.755751204 3.204255063
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Fig. 10. Notch dimension vs. resonant frequency for T M10, and

T M02 modes of operation.

Fig. 11. Maximum gain vs. frequency plot for sample H-shaped

RMSA.

Fig. 12. Radiation pattern for sample H-shaped RMSA.

number of samples, in comparison to examples existing

literature [40].

4. Design Specification and Dataset

Design specifications of the proposed dual-band H-shaped

compact RMSA with an infinite ground plane are shown

in Fig. 13, and the list of parameters used in the design

Fig. 13. Top and side view of H-shaped RMSA used for mod-

eling.

is presented in Table 4. Along the radiating edge, two

rectangular notches that are equal in dimensions are cut

(upper, lower and centered in the middle), starting with

the notch dimensions of 0.2× 0.5 mm, increased to 20×

20.25 mm in fixed steps of 0.25 mm in L and W . 80 sam-

ples were collected using IE3D simulation software.

Table 4

Specification of H-shaped RMSA

Parameter Value

Operating frequency 2.33 GHz

Patch length L = 32 mm

Patch width W = 42 mm

Substrate FR-4

Substrate thickness 1.6 mm

Dielectric constant 4.4

Loss tangent 0.025

Feed type Coaxial

Notch length 0.25 to 20 mm

Notch width 0.5 to 20.25 mm

Feed location (L f , Wf ) 6.575 mm, 21 mm

5. Conclusion

Machine learning is one of the methods used to design

antennas quickly. The proposed model is simple, time-

efficient and does not require any complex mathematical

calculations. It may easily predict, with high accuracy, the

physical or electrical parameters within the range of data

provided for training, for a dual-band (0.75 to 2.20 GHz and

3.0 to 3.44 GHz), compact microstrip antenna that may be

used in a variety of wireless applications.
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