
 Open access  Journal Article  DOI:10.1061/(ASCE)0733-9445(2005)131:12(1877)

Designing Against Size Effect on Shear Strength of Reinforced Concrete Beams
Without Stirrups: I. Formulation — Source link 

Zdenek P. Bazant, Qiang Yu

Institutions: Northwestern University

Published on: 01 Dec 2005 - Journal of Structural Engineering-asce (American Society of Civil Engineers)

Topics: Size effect on structural strength, Fracture mechanics, Shear strength, Fracture (geology) and Beam (structure)

Related papers:

 Size Effect in Blunt Fracture: Concrete, Rock, Metal

 Size effect on diagonal shear failure of beams without stirrups

 How Safe Are Our Large, Lightly Reinforced Concrete Beams, Slabs, and Footings?

 
Designing Against Size Effect on Shear Strength of Reinforced Concrete Beams without Stirrups: II. Verification
and Calibration

 How safe are our large reinforced concrete beams.

Share this paper:    

View more about this paper here: https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-
1llh4b6q5p

https://typeset.io/
https://www.doi.org/10.1061/(ASCE)0733-9445(2005)131:12(1877)
https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-1llh4b6q5p
https://typeset.io/authors/zdenek-p-bazant-47ko1gu2s8
https://typeset.io/authors/qiang-yu-1yjfpm7gv7
https://typeset.io/institutions/northwestern-university-7jein5u2
https://typeset.io/journals/journal-of-structural-engineering-asce-lvmojx7h
https://typeset.io/topics/size-effect-on-structural-strength-1eljqnuo
https://typeset.io/topics/fracture-mechanics-1xt6b1f9
https://typeset.io/topics/shear-strength-3h7vnyw3
https://typeset.io/topics/fracture-geology-3jphqkbm
https://typeset.io/topics/beam-structure-e0lzkj7f
https://typeset.io/papers/size-effect-in-blunt-fracture-concrete-rock-metal-us0wtqlwyo
https://typeset.io/papers/size-effect-on-diagonal-shear-failure-of-beams-without-4k7p099iva
https://typeset.io/papers/how-safe-are-our-large-lightly-reinforced-concrete-beams-1a1mpd60lu
https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-wkg38ztix6
https://typeset.io/papers/how-safe-are-our-large-reinforced-concrete-beams-3z3xtiurlb
https://www.facebook.com/sharer/sharer.php?u=https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-1llh4b6q5p
https://twitter.com/intent/tweet?text=Designing%20Against%20Size%20Effect%20on%20Shear%20Strength%20of%20Reinforced%20Concrete%20Beams%20Without%20Stirrups:%20I.%20Formulation&url=https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-1llh4b6q5p
https://www.linkedin.com/sharing/share-offsite/?url=https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-1llh4b6q5p
mailto:?subject=I%20wanted%20you%20to%20see%20this%20site&body=Check%20out%20this%20site%20https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-1llh4b6q5p
https://typeset.io/papers/designing-against-size-effect-on-shear-strength-of-1llh4b6q5p


JOURNAL OF STRUCTURAL ENGINEERING, 2005, Vol. 131, Issue 12, pp. 1877-1885. 

Designing Against Size Effect on Shear Strength 
of Reinforced Concrete Beams Without Stirrups: 

I. Formulation 

Zdenek P. Bazant 1 and Qiang Yu2 

Abstract: The shear failure of reinforced concrete beams is a very complex fracture phenomenon for which a purely mathematical 

approach is not possible at present. However, detailed modeling of the fracture mechanism is not necessary for establishing the general 

fonn of the size effect. The flrs( part of this paper shows that the general approximate mathematical form of the size effect law to be 

calibrated by experimental data can be deduced from two facts: (J) the failure is caused by cohesive (or quasibrittle) fracture propagation; 

and (2) the maximum load is attained only after large fracture growth (rather than at fracture initiation). Simple dimensional analysis 

yields the asymptotic properties of size effect, which are characterized by: (1) a constant beam shear strength v c (i.e., absence of size 

eITect) for sufficiently small beam depths; and (2) the linear clastic fracture mechanics size eITect Vc: - d- 1I2 for very large beam depths d. 

Together with the recently established small- and large-size second-order asymptotic properties of the cohesive (or flctitious) crack model, 

this suffices to unambiguously support a size effect formula of the general approximate form v c=vo(1+dldo)-112 (whe.re Vo. do are 

constants), which was proposed in 1984 for shear failure of beams on the basis of less general and less fundamental arguments. 

Verification and calibration arc left for Part II of this paper which follows. 

001: 10. 106 I/(ASCE)0733-9445(2005) 131: 12(1877) 

CE Database subject headings: Size effect; Shear strength; Shear failure; Concrete beams; Concrete. reinforced: Fracture; Design: 

Safety. 

Introduction 

Although a provision for size effect in shear failure of reinforced 

concrete beams was incorporated into some design codes more 

than a dozen years ago, compelling experimental evidence ob­

tained by properly scaled tests of large-size beams has become 

availahle only during the last few years. The case has now be­

come clear-the design formula must include the size effect. The 

problem is how to best interpret the test results, and how to best 

describe the size effect mathematically in a sufficiently simple 

and practical manner, without violating certain restrictions that 

have crystallized from theoretical research during the last two 

decades. To clarify this timely question. is the objective of this 

paper. 

The size effect is measured in terms of the nominal strength. 

generally defined as (TN=Plbd. where P is the maximum (or 
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ultimate) load (or load parameter), b is the structure width, and d 

is the characteristic dimension (or size) of the structure. The size 

effect is characterized by comparing (TN for geometrically similar 

structures of different sizes d. According to the classical allow­

able stress design. as well as the theory of limit slates (or plastic 

limit analysis) which underlies the current design codes for rein­

forced concrete structures, the nominal strength (TN is independent 

of the sn'ucture size. We say that in this case there is no size 

effect. It has been generally proven that the size effect is absent 

from all structural analysis methods in which the material failure 

at a point of the structure is decided exclusively by the stress and 

strain tensors at that point, and that a size effect inevitably arises 

if the material failure criterion involves energy. This is the case of 

fracture mechanics provided that, at maximum load. the crack, or 

the fracture process zone (i.e., microcracking zone), or both, is 

not negligible compared to structure dimensions. 

A size effect is exhibited by all the theories of failure which 

involve some material characteristic length I(). This is always the 

case when the failure criterion involves both the stress and frac­

ture energy because the ratio of energy per unit area to stress has 

the dimension (Nm/m2)/(N/m2)=m. An example is the cohesive 

crack model. as well as the crack band model (which is almost 

equivalent, Bazant and Planas 1998), and also the nonlocal dam­

age model. The cohesive (or fictitious) crack model, originated by 

Barenblatt (1959), developed by Riee (1968), and pioneered for 

concrete by Hillerborg et al. (1976), is an approximation now 

generally regarded as the best compromise between simplicity 

and accuracy. 

The salient property of these models is that attainment of the 

strength limit at a material point means only that rracture can 
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Fig. 1. Histogram of beam depths (number of test data in each beam 

dcpth interval of 5 in. (130 mm) versus depth in inches) 

begin but not that it must proceed to create a crack. To proceed. a 

sufficient energy must be supplied. 

Method of Interpretation of Existing Experimental 
Database 

Why can't a size effect formula be determined purely empm­

cally? We need to address this question to place the problem in 

proper perspective. Many formulas in concrete design codes can 

of course be developed purely empirically because it is possible 

to obtain adequate test data for the entire range of practical inter­

est, and to conduct experiments that sample this range statistically 

uniformly, without bias. An example is the expression for the 

elastic modulus in terms of the compressive strength. Of the effect 

of reinforcement ratio in various code specifications. Unfortu­

nately, the size effect is not a problem of that kind. 

Fig. I shows the histogram of the number of test data versus 

beam depth d according to the database compiled by subcommit­

tee 445F of the American Concrete Institute (AC!). also called the 

ESDB database (Reineck et al. 2(03). The size effect is of prac­

tical concern mainly for beam depths nmging from I to IS m (the 

depth of the failed Koror Bridge girder in Palau was 14.2 mi. 

Unfortunately, 86% of all the available test data pertain to beam 

depths less than 0.5 m. and 99% to depths less than 1.1 m. The 

coefficient of variation w of the deviations of a size effect formula 

from the points of the database will therefore be totally dominated 

by small beam depths for which the size effect is unimportant. 

Thus it can easily happen that some formula that gives the small­

est b.l for such data could be completely wrong for very large sizes 

while another formula that might give a higher w could be much 

more realistic for large sizes. So. data fitting alone is not the way 

to develop a size effect formula for the ACI code. For an unbi­

ased, purely empirical, validation of a formula, the test data 

would have to be distributed uniformly over the entire range of 

interest. In view of the costs of large scale tests, we cannot even 

hope to acquire such a database. Therefore. we must extrapolate. 

But the extrapolation, visualized by Fig. 1, cannot be accom­

plished empirically. III keeping with the motto of fonner ACI 

president's inaugural message (Izquierdo-Encarnaeion 20(3), "ars 

sine sci entia nihil est," a sound scientific support is required. The 

scientific theory, in turn, should be verified by properly scaled 

size effect tests on one and the same concrete, and especially by 

reduced-scale model tests in which the dimensionless size (char­

acterized in a shape-independent manner by the brittleness num­

bers [3, explained in Bazant and Planas 1998: BaZant 2002; Ba­

zant 2(04) can attain the highest possible values. 
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Fig. 2. ACI-445F database for beam shear and plots of various size 

effect fonnulas 

A size effect formula for shear strength. motivated by fracture 

mechanics, was proposed by Bazant and Kim in 1984. Since that 

time a number of other formulas have appeared: see Fig. 2 which 

includes: 

1. The size effect law based on fracture mechanics and energy 

release arguments (Bazant 1984; Bazant and Kazemi 1991; 

Bazant and Planas 1998; Bazant 2002; Bazant 2(04); 

2. An extended form of that law for fractures in which the 

cohesive stresses are never reduced to zero but exhibit a 

finite residual strength (Bazant 1987); 

3. A formula resulting from an enhancement of the modified 

compression field theory based on a hypothesis that crack 

spacing causes size effect (Vecchio and Collins 1986; Collins 

et al. 1996; Collins and Kuchma 1999; Angelakos et al. 

20(1); 

4. The CEB-FIP formula, introduced empirically (Comite Euro­

International du Beton 1991); 

5. Similar Carpinteri's (1994) formula (MFSL); 

6. The formula of Japan Concrete Institute (Japan Society of 

Civil Engineers 1991), motivated by Wei bull statistical 

theory-a theory that assumes the failure to occur right at the 

initiation of a macroscopic crack, and the size effect to be 

caused by randomness of local material strength: 

7. A power law of exponent -1/2 corresponding 10 linear elas­

tic fracture mechanics (LEFM) and supplemented with an 

upper bound (small-size cutoff); and 

8. A purely empirical power law of exponent -113 proposed in 

2003 by an ACI subcommittee. 

For comparison, Fig. 2 shows all the data points of the existing 

ACI-445F database. What is striking in this figure is that the very 

different curves of the aforementioned formulas look almost 

equally good (or equally bad). The reason is that the size range 

covered by the data is not broad enough and the scatter is enor­

mous. The size range cannot be significantly extended without 

very large financial outlays. The main cause of the enomlOUS 

scatter is that test data for different concretes, different shear 

spans. different reinforcement ratios, etc., are mixed in one and 

the same database. This man-made scatter cannot be filtered out 

to a significant extent because its causes are poorly understood. 

The problem is compounded by the fact that most of the data sets 

included in the database involve only a single beam size (depth) 

or a negligible size range because their Oliginal pUllJose was to 

clarify influences other than the size effect. 

Some efforts are being made to choose among various formu­

las by comparing the coefficients of variation of the errors of each 

formula, calculated for the existing ACI-445F database. But such 

18781 JOURNAL OF STRUCTURAL ENGINEERING © ASCE 1 DECEMBER 2005 
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Fig. 3. Example of contamination of database due to variation 

of uncertain factors other than size, showing some typical test data 

included ill ACI-445F database, compared to size effect curve 

and broad range data from Toronto tests and Northwestern 

tests (the latter shifted to compensate for their much higher 

brittleness) 

efforts are futile. The coefficients of variation of the deviations of 

the formula from the data points are almost the same for all the 

fonnulas. good or bad. The arbitrariness of such a comparison 

then inevitably leads a committee to a political choice. 

The most serious obstacle to extracting size efIect information 

from the ACI-445F database is the fact that the vast majority 

(more than 97%) of its 398 data points come from tests motivated 

by different objectives (such as the efIect of concrete type, rein­

forcement, shear span. etc.), in which the beam depth was not 

varied at all. To document the problem. see Fig. 3. which shows 

some such test data (marked by an oval) in comparison with the 

size effect law (Bazant 1984) and with the data points from two 

test series of the broadest available size range. These data con­

taminate the database by in'elevant scatter, caused by influences 

that cannot be eliminated because they are poorly understood. 

Such contamination widens the scatter band of the database and 

masks the size effect trends of the individual data series with a 

significant size range. When this database is tltted with a power 

law (a straight line in Fig. 4). the best-fit exponent (slope of the 

straight line) will depend on the beam size distribution in the 
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Fig. 4. Example of effect of shifts in size range of highly scattered 

database on slope of regression line 

database; see Fig. 4. which illustrates how the shifting of a hypo­

thetical data cloud to smaller or larger sizes can yield any power 

law with exponent between 0 and -1/2. Obviously, such statisti­

cal inferences are not objective; they depend on the frequency of 

test data in various size intervals, which is a subjective choice of 

the experimenters, influenced by the funds available. 

So, is the existing ACI-445F database useless? Not at all. But 

it should be used only for calibrating the size effect formula after 

the basic form of that formula has already been selected, and 

nothing else: The selection of the best form of the formula must 

be based on a sound theory. The theory must be such that it could 

also capture similar size effects in other types of failure with the 

same physical source, OCCUlTing in concrete as well as other qua­

sibrittle materials. The theory should of course be experimentally 

validated. This can be done only by comparisons with individual 

test series in which, ideally, no parameter but the beam size is 

varied and the size range is broad enough in relation to the inevi­

table random scatter. Because of the high random scatter in beam 

shear tests, the size range should be at least I : 8. In particular, the 

concrete must be one and the same, and geometrical similarity of 

the beams of various sizes should be maintained as closely as 

possible. so as to prevent polluting the data set by uncertain 

influences other than those of the size. 

Currently there exist only about 11 data series, from eight 

investigator teams (Leonhardt and Walther 1962; Kani 1967; Bhal 

1968; Iguro et al. 1985; Bazant and Kazemi 1991; Shioya and 

Akiyama 1994; Collins 'and Kuchma 1999; Angelakos et al. 

2001), satisfying these criteria at least approximately (a few more 

have a significant size range but grossly depart from geometrical 

similarity). Only two of them. namely the 1991 Northwestern 

tests (Bazant and Kazemi 1991) and the recent Toronto tests 

(Collins and Kuchma 1999; Angelakos et al. 2001), satisfy these 

criteria quite closely. Of these two, the Northwestern ones are 

reduced-scale model tests, which have the advantage that they 

achieve (thanks to the reduced scale) the largest dimensionless 

size so far, as measured by the brittleness number [3. 

Recently, while limiting consideration to test series in which 

the beam depth was significantly varied. the aggregate of such test 

series was evaluated jointly. wi thout paying attention to the trends 

of the individual test series. However. such an approach is again 

misleading. To illustrate it, consider Fig. 5 showing bilogarithmic 
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Fig. 5. Example of fallacious statistical analysis: (a), (c) hypothetical 

perfect data generated so as to match exactly the size effect law 
for four different concretes; (b), (d) incorrect inference made by 
regression of the combined data set. Note that shifting of the chosen 
size range of data can yield any desired slope of regression line. 

plots of log V" versus log d (on the left) for two sets of four 
hypothetical data series with the same range of beam depth d (in 

log scale), generated so as to match perfectly the curves of the 

theoretical size effect law vc=vo(l +dldo)-1I2 (discussed later), in 

which Vo and do are empirical parameters depending on the type 

of concrete. The set on top is obtained by a frugal investigator, 

who has modest funding and must therefore test smaller (Jess 

expensive) beams, and the set at the bottom is obtained by a 

wealthy investigator, who has greater funding and can thus afford 

to test larger beams. Each investigator conducts the size effect 

tests for four ditferent concretes each of which is the same for 
both investigators (and all the other influencing parameters, in­

cluding the steel ratio Pw and shear span aid, are also the same 
for both). The curve of the size effect law for each concrete is 

different. characterized by different values VOl' V02' dOl' d02 of 
the size effect law parameters Vn and do. Assuming that both of 
these investigators do not know the theoretical size effect law and 
regard these perfect data as one combined database, they see only 

the data pictures on the right of Fig. 5. Because of the high scatter 
of the combined database on the right, each investigator, looking 
at his combined database, can at best infer a straight line trend in 

the bilogarithmic plot, which corresponds to a power-law size 
effect. By statistical regression. the frugal investigator thus finds 

the mean size effect V"Ct:.d- 1/4 (which happens to coincide with the 
JSCE code specification in 1991), while the wealthy investigator 
finds the mean size effect v, rx d- 1I3 (which happens to coincide 

with a recent recommendation by one code-preparing subcommit­

tee). Thus, because of not having checked the trends of the indi­
vidual data series, both investigators are led to erroneous conclu­

sions. Their conclusions depend on subjective factors. such as 
their choice of beam sizes which, in tum, depends on the funding 

of their sponsors. Making the tests for variously shifted size 
ranges, these investigators could have obtained as optimum any 

exponent between 0 and -1/2; see Fig. 4. Obviously, knowledge 
of a sound theory. verified by the trends of the individual test 
series, is needed to obtain the correct conclusion. 
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Fig. 6. (a) Softening stress-separation curve of cohesive (or 
fictitious) crack model and (b) geometry of reinforced concrete beam 

Variables in Problem of Failure and Size Effect 

Problems of quasibrittle fracture in the normal range of interest 

are very difficult to solve. However, the asymptotic properties are 
simple. For very small structure sizes, the asymptotic solution can 

be obtained by plastic limit analysis, and for very large sizes, by 

linear elastic fracture mechanics [(LEFM)-a theory in which the 

fracture process zone is a point and the structure, which may be 
inelastic, unloads during fracture propagation elastically]. These 
asymptotic situations are often outside the size range of practical 

interest (being approached closely, for example, only for concrete 

beams 1 mm deep and 100 m deep, respectively). It is neverthe­
less very helpful to know these asymptotic situations because a 
good approximate solution for the intermediate practical size 

range can be obtained by some sort of 'interpolation' between 
these asymptotic cases, called asymptotic matching. 

Although the detailed mechanism of shear failure of reinforced 
concrete beams is complicated, it clearly consists of some com­

plex form of cohesive softening fracture. The material softening 
due to distributed fractUling may also be taking place but because 

it must localize into narrow bands, it may be approximated as 

cohesive softening fracture. This fact alone suffices to establish 
the basic asymptotic properties of size effect. 

The problem of shear capacity of the cross section involves the 
following variables: 

1. The shear strength Vc to be predicted, defined as vc=Vlbwd 

(v c here plays the role of nominal strength of structure, nor­

mally denoted as (fN); V=shear force. d=depth from the top 
face of beam to the centroid of longitudinal reinforcement, 

and bw=width of the web, which equals the total beam width 

b if the cross section is rectangular. 
2. The characteristic size of the structure, chosen as the beam 

depth d (distance from top surface to reinforcement cen­
troid). 

3. Parameters Gf and (fo of the cohesive crack model, which 
automatically exhibits size effect (Bazant 2002; Bazant et a1. 

2002). This model, developed in the works of Barenblatt 
1959, 1962; Leonov and Panasyuk 1959; Rice 1968; Palmer 
and Rice 1973; and others (Knauss 1973, 1974; Smith 1974; 

Wnuk 1974; and Kfouri and Rice 1977), was pioneered for 
concrete by Hillerborg et a1. (I976) under the name fictitious 

crack model (Peters son 1981; Bazant and Planas 1998). For 

the purpose of maximum load analysis, it is useful to define 
the fracture energy Gr as the area (Fig. 6) under the initial 

tangent of the softening curve of cohesive stress versus 
crack-face separation (Bazant et a1. 2002). The shape of the 

softening curve is assumed to be fixed, which means that all 
the other parameters of the softening curve, such as the total 

fracture energy GF, representing the area under the entire 
curve, are related to (fo and Gf . 

4. Geometry parameters Pw=AJbwd, Lid, L1ld, L21d, 

1880/ JOURNAL OF STRUCTURAL ENGINEERING © ASCE / DECEMBER 2005 



which represent the reinforcement ratio (As=cross section 

area of steel) and the ratios to d of all dimensions L. L 1, L2• 

... defining the span L. the beam length. the cover thickness. 

and the distances defining the locations of loading points. 

The beam width b", need not be included since its effect on 

Vc is known to be negligible. Some of the parameters L; 

characterize the crack shape and crack tip location at maxi­

mum load. 

Normally the cohesive crack model is considered to describe the 

tensile fracture, in which case 0"0= f; = tensile strength of con­

crete. However. the shear failure of the beam is doubtless trig­

gered by shear-compression fracture of concrete in the region 

above the tip of the main crack and delamination fracture of the 

concrete cover (as a result of dowel action). Bond fracture (propa­

gation of a crack along the steel-concrete interface. with subsid­

iary cracks emanating from bar deformations) may also play some 

role. Note that shear-compression fracture. or compression crush­

ing (which is an essential critelion for brittle failure in a realistic 

strut-and-tie model) exhibits a pronounced size effect and is also 

described by the crack-band model (in the form of triaxial soft­

ening damage) or by the cohesive crack model (adapted for com­

pression). Likewise. the cover delamination and propagation of 

bond fracture also require a cohesive crack model. 

In the case of crack band or cohesive crack models for com­

pression fracture, the strength limit is the compressive strength 

0"0= J;. and in the case of bond fracture it is the bond strength. For 

our general dimensional analysis. we do not need to distinguish 

among these diverse strength limits (and that is why the strength 

is here generally denoted as (TO)' The fracture energy together 

with 0"0 imply a material characteristic length 

(1) 

introduced by Irwin (1958) in the context of metals and by 

Hillerborg et al. (1976) for concrete; to is proportional to the 

length of the fracture process zone at the tip of a crack or crack 

band. ,md is approximately equal to it when the structure is very 

large; see Bazant and Planas (1998). 

The solution represents a functional relation which may 

generally be written as 

(2) 

Here we multiply Gj with Young's elastic modulus E because it is 

known that maximum loads in fracture mechanics do not depend 

separately on E or Gj but only on the parameter ~EGj which. 

according to Irwin, defines fracture toughness K( .. In Eq. (2), we 

have a total of n,=5+m parameters. 

Based on the fracturing truss model [Eqs. (9)-(11) in BaZant 

(1997) J. an example of function <I> is 

where ke and Ke=empirical functions of f; and PIV' However. 

although this model yields a realistic fOlm of size effect, it turned 

out impossible to estimate realistically the effective slope and 

cross section of the compression "strut." Consequently, this 

model per se appears to be insufficient to capture realistically the 

effects of other influencing parameters. including a/d. p"" 1: .. and 

da • This is why the size effect must be justified by general dimen­

sional analysis, which is valid regardless of the detailed failure 

mechanism and of influences other than the size. 

Small- and Large-Size Asymptotes Dictated by 
Dimensional Analysis 

The number of unknowns may be reduced by introducing dimen­

sionless parameters. According to the II theorem of dimensional 

analysis (Vashy 1892; Riabouchinsky 1911; Buckingham 1914). 

the number n of independent dimensionless parameters is equal to 

the total number n, of all parameters minus the number of inde­

pendent physical dimensions. Combining this theorem with the 

known physical meaning of 10 will suffice to determine the 

asymptotic behaviors. 

First, consider that 10 ~d. Since 10 is known to characterize the 

size of the fracture process zone. it follows that this zone becomes 

infinitely smaller than d. This means that, in relation to the beam 

depth. all of the fracture is happening at only one point, the 

propagating fracture tip. This is the situation in LEFM. in which 

the stress at the fracture tip is infinite. making it impossible to use 

material strength 0"0 to judge load capacity. So, 0"0 must be re­

moved from the list of parameters in Eq. (2). Function <I> of 5 

+ m parameters then becomes a function, <f>, of 4 + m parameters, 

i.e. 

<f>(vc• EGf , d, PW' L, L l • L2, ... Lm_1)=O (4) 

There are only two independent physical dimensions-length and 

stress-because the dimensions of all the other parameters in Eq. 

(2) can be obtained as products or the ratios of length and stress 

(for instance. the physical dimension of EGj is. in SI units. Pa 

X 11m2 or N2/m3
). Therefore. according to the n theorem, the 

problem of failure can be recast as a functional relation among 

2+m dimensionless parameters, which may be written as follows: 

(5) 

If the structures of different sizes d are geometrically similar 

(which includes the condition that the loadings, supports. and the 

main cracks in specimens of different sizes must be similar), then 

PW' LId. L1/d, L2/d, ... are all constant. and so the first param­

eter in the foregoing equation must also be constant, i.e .. 

v~d/ EGj=constanl. It follows that 

for d ~ 10 

~EG[ constant 
Vc= Co d = {d (6) 

where Co=constant depending on the geometry parameters. 

Note that the use of Gj in the last condition requires the frac­

ture length at the moment of failure to be non-negligible. When 

the failure occurs right at fracture initiation from a smooth surface 

(as in the modulus of rupture test of flexural strength of unrein­

forced beams), then the last equation does not apply because an 

infinitely short crack has a vanishing energy release rate (i.e., 

vanishing derivative of the complementary energy of the structure 

with respect to the crack length; Bazant and Planas 1998). 

Eq. (6) is a power scaling law that is characteristic of LEFM 

and is observed in the case where the cracks at maximum load are 

large and geometrically similar, or where the structures contain 

geometrically similar notches. In a plot of log v c versus log d, this 

asymptotic scaling is represented by a straight line of slope -112 

(note that the power law with exponent -1/3, i.e .• vc ocD- lI3
• 

which has recently been proposed on the basis of fitting of the 

entire ACI-445F database contaminated by variation of highly 
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scattered variables other than d, would be justified by dimensional 

analysis only if the fracture energy had the irrational dimension of 

J/m7
/
3 instead of J/m2 where J=N m=Joule). 

Second, consider that 10 ~ d. In this case, the fracture process 

zone occupies the entire cross section, and so there can be no 

fracture propagation. Hence, the failure load must be independent 

of Kc or EGf . According to the TI theorem, the problem again 

reduces to a functional relation among 2+m dimensionless pa­

rameters, which may be chosen as follows: 

(D(v/<To, Pit', LId, L/d, Lid, ... Lm_"d) = 0 (7) 

Noting again that, for geometrically similar structures, 

PW' LId. L, I d, L21 d, ... are constant, we conclude that the first 

parameter in the foregoing equation must also be constant. Le., 

v'" (TO = constant, and so 

for d ~ lo 

(8) 

where C, = constant. So, in this asymptotic case the size effect is 

absent. This is characteristic of plastic limit analysis as well as 

any theory in which the material failure condition is expressed 

solely in terms of the stress and strain tensors. 

From the foregoing dimensional analysis, it follows that the 

size effect law must be some sort of a transition between two 

asymptotes of slopes 0 lmd -112. Nothing more Clm be learned 

from dimensional analysis alone. To learn more, we must take 

into account the second-order asymptotic properties (Bazant 

2002, 2004). 

Second-Order Asymptotic Properties 

Based on the fom1 of the differential equations and boundary 

conditions governing failure, it has been generally proven (Bazant 

2001, 2002) that the first two terms of the small-size and large­

size asymptotic expansions of size effect based on the cohesive 

(or fictitious) crack model must have the following fonn: 

for d -> 0 

Vc d 
--= 1---
CO(TO d, 

(9) 

for d -> 00 

Vc I ( do ) 
C,<To = .Jd I - 2d + ... (10) 

[Bazant (2002), Eqs. (9.125). (9.126)]; do, d j , Co, and C, are 

constants with respect to the size effect (i.e., they depend on 

structure geometry but not on size d). These asymptotic properties 

hold true under the condition that the softening stress-separation 

curve of the cohesive crack model begins its descent with a finite 

slope, which is known to be true for concrete. 

The asymptotic properties in Eqs. (9) and (IO) apply to all 

types of failure due to cohesive fracture or localization of distrib­

uted damage, provided that either there are large notches (which 

is not our case) or large geometrically similar fractures that de­

velop in a stable manner prior to the maximum load. The fact that 

the fracture pattems in small and hU'ge beams are approximately 

similar is documented by many laboratory experiments as well as 

finite element simulations. If, for example, the depths of fracture 

at maximum load in small and large beams were 20 and 80% 

of cross section depth, respectively, or if the fracture in small 

beams were running almost vertically and in large beams almost 

horizontally, then this assumption would not apply. But, from 

experience, this is not the case. 

The small-size asymptotic properties in Eq. (9) have been ana­

lytically derived by transformations of the differential equations 

of continuum mechanics and boundary conditions of the cohesive 

crack model. The large-size asymptotic properties in Eq. (10) 

have been derived by asymptotic expansion of: (1) equivalent 

LEFM or (2) the J integral, or (3) the smeared-tip method 

(Bazant 2002). Knowing these properties, one can extend dimen­

sional analysis to obtain a simple expression for the transition 

between the asymptotes, which we do next (following the general 

procedure in Bazant 2004). 

Size Effect Transition Between Asymptotes 

The fact that there are only two independent physical dimensions 

(stress and length) means that, according to the TI theorem. the 

number of independent dimensionless variables is n=3+m. So, 

the governing equation can be expressed in the form 

(11 ) 

Many diverse choices of dimensionless variables II; 
(;= I ,2, ... 11) are possible. However, as shown in Bazant (2004), 

it is convenient to make a choice for which TIl =0 when Dllo 

->0 and TI2 =0 when Dllo-> 00. It is natural to limit consideration 

to dimensionless monomials, and then the most general choice is 

(12) 

with TI3=p"" TI4=Lld, ... TIn=Lm_,ld (p,q,u,v=four unknown 

real constants). If we let fT,=O correspond to D->O, then 

F(0,TI2 , ... )=0, which implies that TI2 =constant or 

v:'dv=constant for d->O. This must be the case of no size effect; 

hence v=O. If we let TI2=0 correspond to d->XJ, then 

F(TI"O, ... )=O, which implies that TI,=constant or 

v~du=constant, or vcocd-u/p for d->oo. This must be the LEFM 

scaling; hence III p= 1/2 or u=pI2. To find p and q, we truncate 

the Taylor series expansion of F after the linear terms 

or 

F,(v)dl(J"offu)p + F2(v/<To)q = - Fa (14) 

where F,=[aFlaTI 1]o and F2=[aFlaII2]o (evaluated at 

TI,=TI 2",,0) and Fo=F(O,0)(Fo,FI,F2=1=O). For general p and q, 

the last equation cannot be solved explicitly for v c' but it 

can for d 

d = lo<T~(FoI F,)2/pv~2[1 + (F21 Fo<T6)V~f'p (I5) 

This may be compared to the inverse expansion of the large-size 

asymptotic expansion [Eq. (10)]. which can be shown to have the 

form 

18821 JOURNAL OF STRUCTURAL ENGINEERING © ASCE / DECEMBER 2005 



(16) 

for vc-tO (B,C=positive constants). Evidently, matching of the 

first two terms of this expansion by Eq. (15) requires that 

p=q=2. Then Eq. (14) can be solved for vC' This furnishes the 
size effect law of the following general form: 

v - Vo (17) 
c- h +d/do 

in which vo=(To(-Fo/F2)1/2 and do=loF2/Fl' For Dllo-tO, Eq. 
(17) has (according to the binominal series expansion) the 

approximation 

Vc = voO- dl2do) (18) 

This verifies that the form of the second term of the small-size 

expansion Eq. (9) can be matched too. The fact that Eq. (17) 
indeed satisfies the first two terms of the large-size asymptotic 

series expansion dictated by Eq. (10) can be readily checked by 
the following approximation (according to the first two terms of 

the binomial series expansion in terms of ~=do/ d): 

for ~ «i I 

To sum up, the known asymptotic properties of cohesive frac­

ture require that p=q=2, u=l, and v=O. The asymptotic match­
ing based on the first-order approximation in Eq. (13) then unam­
biguously leads to the size effect law in Eq. (17), proposed in 
general by Bazant (1984) on the basis of a much more restrictive 

and simplified mathematical argument, and applied to beam shear 

failure by BaZan! and Kim (1984). The smooth transition between 

the aforementioned two asymptotes is centered at do. called 

the transitional structure size. which separates sizes 

d> do, for which the failure is predominantly brittle, from sizes 
d < do, for which the failure is predominantly ductile (for this 

reason, the ratio f3=dldo is called the brittleness number; see 
Bazant 1987; Bazant and Planas 1998). 

Note that the foregoing derivation of size effect law has not 

relied on continuum mechanics. Even if a specimen or structure is 
not large enough (compared to the aggregate size) for a con­
tinuum approximation to hold, the foregoing derivation remains 

valid because, even for random discrete lattice or particle models, 

the material strength (To and fracture energy Gf can be defined 
statistically. 

Question of Uniqueness of Size Effect Law 

As a possible generalization, one might consider that the soften­

ing stress-displacement law of cohesive fracture could terminate 
with a finite residual stress (T r representing some frictional-plastic­
residual strength of the material. In that case, the fracture energy 
would be the area between the softening curve and the horizontal 

line (T=(Tn and Vc would have to be replaced in the foregoing 
derivation with vc-v,. where Vr is a finite residual shear strength 
of the cross section. The dimensional analysis combined with 
asymptotic matching would thus yield, instead of Eq. (17), a more 

general formula 

(20) 

Shear-compression fracture can, in principle, exhibit a finite re­

sidual strength (T r (Bazant 20(2), but only under conditions of 

high triaxial confinement, which could hardly be provided in the 

zone above the tip of the main diagonal crack. The data for beam 

shear strength within the size range tested so far give no evidence 
of a finite residual shear strength Vn and so, in the interest of 

safety, it will be assumed that vr=O. 

More complex formulas of the same asymptotic accuracy, but 
more flexible in data fitting, can be obtained by replacing Eq. (12) 

with dimensionless polynomials or various monotonic functions 
of TIl and TI2• Such formulas can make a significant difference 

only if the size effect needs to be modeled for a size range 
exceeding about 1: 30 (Bazant 1999, 2(02). 

For instance, consider what happens if one chooses 

TI1 = (vJ(Tohdllo and TI2=vJ1o. Matching of the small-size and 
lar?e-size asymptotes would then yield the result v c= Vol (1 

+ vd/ do), which is different from Eq. (17). However, the second­

order asymptotic terms in Eqs. (9) and (10) would not be 
matched. 

On the other hand, nothing would, for example, prevent us 

from taking TIl=v~/(T5(dllo)(l+d21l5). In that case, the 
asymptotic terms in Eqs. (9) and (10) would be satisfied up to the 
second order, but the size effect expression would become 

considerably more complex. 

There are also physical arguments that lead to dimensionless 

variables TIl and TI2 as chosen. These variables characterize fail­

ure in terms of energy. For p=q=2, u= 1, and v=O. ]]1 represents 
(except for a geometry-dependent factor) the ratio of the energy 
release rate of a crack to Gf , which is what controls the propaga­

tion of a crack when the structure is much larger than the fracture 
process zone. TI2 represents (except for a geometry-dependent 
factor) the ratio of the strain energy density to its value at the 

strength limit of the material, which is what controls failure when 
the structure is smaller than a fully developed fracture process 

zone. 
For data fitting, the size effect law in Eqs. (17) or (20) has 

the advantage that it can be algebraically converted to a linear 

regression plot 

where 

Y=Ad+C 

C 
do=­

A 

(21) 

(22) 

(Part II, Fig. 1 right). The regression is a convenient way to iden­

tify Vo and do from size effect test data. 
For less complex problems in which the fracture path is simple 

and known, the size effect law in Eq. (I7) has also been derived 

by several other methods, e.g., by asymptotic expansion of 
equivalent LEFM, asymptotic expansion of the J integral, and 
asymptotic expansion of the smeared-tip method (Bazant 2(02). 

The first of these methods further yields expressions for the size 
effect parameters in terms of the energy release function of frac­

ture mechanics. Such expressions, however, could hardly be ob­
tained for the beam shear problem because the LEFM crack 
pattern corresponding to infinite size extrapolation is unknown. 

The size effect law in Eq. (17) has been verified numerically 

for many problems by finite element simulations based on the 

JOURNAL OF STRUCTURAL ENGINEERING © ASCE I DECEMBER 2005 I 1883 



crack band model, nonlocal damage model, cohesive crack mod­

els, and lattice or particle models of microstructure. Experimental 

verifications now include many types of failure of reinforced con­

crete structures, as well as rocks, toughened ceramics, fiber com­

posites, brittle foams, snow slabs, and sea ice (the last up to a 

record size of 80 m X 80 m X 1.8 m) (Bazant and Planas 1998; 

Bazant 2002, 2004). In view of all this evidence, accumulated 

over the past 2 decades, it would be extremely surprising if the 

size effect law in Eq. (I7) did not provide a good approximation 

for the shear failure of reinforced concrete beams. 

Closing Comment 

The next step is the verification and calibration of the theoreti­

cally derived fonnula. This step, a discussion of previously pro­

posed alternative formulas, and the formulation of conclusions, 

are relegated to Prot II of this paper which follows. 

Appendix. Question of Difference Between Notched 
Specimens and Unnotched Structures with Large 
Cracks 

Application of the size effect law Eq. (17) to un notched structures 

with large cracks rests on two hypotheses: 

• Hypothesis I. The major cracks at failure in small and large 

structures are geometrically similar. 

• Hypothesis II. The fracture process zones at the tips of a notch 

or a crack give approximately the same energy dissipation 

rates. 

According 1(1 the t:ohesive (or fictitious) crack model, both 

hypotheses are asymptotically exact for d --> oc and thus are good 

approximations for large enough beams. These hypotheses are 

justified by the following theorem: As long as the fracture prob­

lem has a unique solution, sharp (LEFM) cracks in geometrically 

similar structures have similar paths and. at maximum load (as 

well as other corresponding stages of loading), also geometri­

cally similar lengths. This theorem can be rigorously proved by 

scaling transformations of all the differential equations, boundary 

conditions, and crack face conditions of equivalent LEFM, which 

is an approximation (widely used in nonlinear fracture mechan­

ics) based on the assumption that a crack with a large fracture 

process zone is approximately equivalent to a sharp (LEFM) 

crack with a tip located in the middle of the fracture process zone. 

The cohesive crack model shows that the cohesive stress a tail 

at the tail of the fracture process zone is zero for a naturally 

growing crack. But when the fracture process zone is attached to 

the notch tip, alail is, for a finite beam size, nonzero (approaching 

zero only if the size tends to infinity). The consequence is that the 

size effect with second-order asymptotic accuracy for large sizes 

is slightly different from Eq. (17), 

( 
dl d )-112 

vc=vo dj+d+ do 
(23) 

[see Bazant 2001 and in detail Eqs. (9.77) and (9.109) in BaZant 

2002]' Here do ,md d l are constants, and d] must be larger than do. 

Obviously this law has the same asymptotes as Eq. (17) (which is 

of course required by the dimensional analysis presented here) 

and for d l ---+ x becomes identical to Eq. (17). For finite dl, the 

transition between the asymptotes is more abrupt (with a sharper 

curvature) than for Eq. (17). and the v c values in the intennediate 

range are always larger. But they are only slightly larger. Based 

on preliminary numerical cohesive crack simulations, 

d l = 5do to 10do, but then the difference from Eq. (17) is negli­

gible compared to the uncertainty due to the scatter of test results. 

This is one justification of the use of the simpler size effect law 

Eq. (17) for beam shear. Besides, Eq. (23) has one more unknown 

parameter than Eq. (17), and the data scatter makes it next to 

impossible to identify it experimentally. 

Another justification stems from the fact that, before an over­

load to failure, the beam may be subjected to cyclic loading. Such 

loading reduces the cohesive stresses in a naturally grown crack 

to almost zero, which means that a preexisting fatigued crack is 

stress free and thus acts like a notch. Assuming that cyclic loading 

may occur is on the side of safety. 

Finally, those who think that the difference between a notch 

and a natural crack is impOltant should note that the growth of the 

diagonal shear crack is usually not what causes the load to peak. 

Rather, it is the growth of shear-compression fracture across the 

ligament above the tip of the diagonal shear crack. How the dif­

ference between a notch and a naturally grown crack might affect 

such fracture is not known. But the present asymptotic consider­

ations based on dimensional analysis, which led to Eq. (17), cir­

cumvent the question of detailed failure mechanism and must 

apply to shear-compression fracture as well. 
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Abstract: After theoretical derivation of the general form of the size effect formula for beam shear in the preceding Part I, this Part II 

presents experimental verification by least-square fitting of those existing individual data sets that have a broad size range. Subsequently, 

empirical prediction formulas for the size effect parameters, consisting of the asymptotic small-size strength Vo and the transitional size 
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Verification by Comparisons with Individual Size 
Effect Data 

The fomi of the size etfect formula must be checked by compati­

son with data sets that are not significantly contaminated by vat'ia­

tion of parameters other than size d. Ideally, the beams tested, as 

well as the reinforcing bars and the bar cover, must be geometri­

cally scaled, cover a size range broad enough compared to the 

scatter band width, and use one and the same concrete (identically 

cured and tested under the same environmental conditions). Only 

two data sets came close to this ideal situation: 

• Reduced-scale tests in 1991 at Northwestern University (Ba­

zant and Kazemi 1991), in which beams having depths from 

0.021 to 0.33 m, maximum aggregate size 4.8 mm, and 

reduced-scale bars with standard ASTM deformations (bought 

from PCA, Skokie) were tested (with three identical beams for 

each size); and 

• Recent normal-scale tests at the University of Toronto (Collins 

and Kuchma 1999; Angelakos et al. 200 I), with beam depths 

from 0.11 to 1.89 m and maximum aggregate size 10 mm 

(only one specimen of each size was tested, with an interval of 

up to two years elapsing between subsequent tests). 

Eq. (17) in Part I leads to a very good agreement with both 

data series, as can be seen from the optimum fits of these data. 
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This is documented by Fig. I, and validates the correctness of the 

form of the formula. Three kinds of comparisons are shown: those 

with the Northwestern data alone (on top), those with the Toronto 

data alone (in the middle), and those with both data combined (at 

the bottom). In the last case, the optimum fit has been obtained 

under the constraint that the minimum relative values of v J v (0 

would be the same in both cases (because the smallest specimens 

tested were in both cases the smallest specimens that could be 

cast, for the respective aggregate size). 

The optimum fits in Fig. I (on both the left and right) have 

been obtained by least-square fitting in the logarithmic scale using 

the Levenberg-Marquardt nonlinear optimization algorithm. The 

optimum parameters Vo and do of the size effect formula are given 

in Fig. I, along with the coefficient of variation of errors which is 

defined later. All the fits are shown both in the plots of log(vJvu) 

versus log(dl do) (on the left), lIDd in linear regression plots of 

(volv,.)2 versus dido (on the right). The top two rows show the 

individual fits of each data set, and the last row shows a combined 

fit of both data sets obtained by the constrained optimization al­

ready mentioned. 

Although linear regression in transformed variables has not 

been used to get the optimum fH, the linear regression plots are 

also shown on the right of Fig. 1, along with their coefficients of 

variation. The results of nonlinear optimization and linear regres­

sion are close, hut not identical. The nonlinear optimization is 

slightly preferable because it implies a better weighting of the 

data (Bazant and Planas 1998). 

What is particularly noteworthy is that the test series at both 

Northwestem University and University of Toronto verify very 

well the asymptotic behavior of fracture mechanics required by 

the foregoing asymptotic arguments coupled with dimensional 

analysis [Eq. (6) in Part I). This confirms that the asymptotic 

slope of size effect curve in a doubly logarithmic plot must 

be -1/2. 

In addition, it must be emphasized that the well-known Japa­

nese tests (Iguro et al. 1984; Shioya and Akiyama 1994) do not at 

all contradict this asymptotic slope, even though they were previ­

ously interpreted by a power law of exponent -1/4; see Fig. 2. 
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Fig. 1. Two test series of geometrically similar beams with a 

significant size range. fitted by size effect law [Eq. (17)] in Part T. 

Top: Optimum Iii of data of Hazant and Kazemi (1991. North­

western). Middle: Optimum fit of data of Podgorniak-Stanik (1998, 

Toronto) and Yoshida (2000, Toronto). Bottom: Constrained 

optimization of combined Northwestern and Toronto data. Left: Plots 

used in nonlinear optimization. Right: Optimization results shown in 

linear regression plots (note the disagreement with power laws of 

exponents -113 and -114). 

The comparisons with all the relevant test data thus confirm that 

the correct explanation of the size effect lies in fracture mechan­

ics. This, in turn. verifies that the correctness of choosing the 

fracture energy and the material strength as the governing 

material parameters in dimensional analysis. 

The fact that the test data are much closer to the linear elastic 

fracture mechanics (LEFM) asymptote of slope -112 than to the 

horizontal asymptote means that the shear failure of beams is 

highly brittle. This further implies that the fracture energy is a 

more important material parameter than the material strength, and 

that, if finite element programs arc used, they must be based on 

fracture mechanics [as another consequence, the importance of 

introducing without delay a standardized fracture test of concrete 

is thus highlighted: see Bazant et al. (2002)]. 

Several more data sets with at least a limited size range exist 

(Leonhardt and Walther 1962: Kani 1967; Bhal 1968); see Fig. 3. 

Some parameters of these tests deviated significantly from geo­

metric similarity, which probably is the cause of increased scatter 

in Fig. 3. Nevertheless, the overall size effect trend of these data 

is seen to he modelled quite well by the present formula, and the 

asymptotic slope of -1/ 2 is seen not to be contradicted. 
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Fig. 2. Size elTect in two classical series of shear tests of very large 

beams conducted in Japan (CoV=coefficient of variation) 

Expressions for Size Effect Law Parameters 
and Their Justification 

The question now is how to predict in design the values of size 

effect parameters Vo and do. In 1984, expressions for these con­

stants were set up on the basis of certain simplifications based on 

the heam flexure theory and the concept of arch action (Bazant 

and Kim 1984; 1985). However, these expressions were super­

seded by later research. Further study (Bazant 1997) led to an 

energetic /i'aetU1;ng generalization of the classical truss model 

conceived by Ritter (1899) (recently renamed as the strut-and-tie 

model). This generalization was based on a simplified estimation 

of the energy release rate from either the potential energy or the 

complementary energy (under the hypothesis that the failure at 

maximum load is triggered by propagation of a compression dam­

age band of a fixed width across the compression "strut"). Such 

analysis led rigorously to the size effect law in Eq. (17) of Part I, 

which furnished additional support for the general form of this 

law, and also gave an intuitive explanation as to why a size eUect 

must arise. Recent comparisons with numerous test data from the 

databases compiled at Northwestern University and in American 

Concrete Institute (ACI) Subcommittee 445F have nevertheless 

revealed that the detailed mechanism of failure assumed in Bazant 

(I t)97) for the fracturing truss model was too simplified for cap­

turing all of the dependence of coefficients Vo and du on param­

eters other than size d. particularly the dependence on aid and P'V' 

For example, the inclination of the compression strut is steeper 

than predicted by a simple strut-and-tie model [see Fig. 7(a)] 

or by the composite beam action. Therefore, semi empirical 

expressions are introduced: 

where ko ,k l ,co,rl' ... 1'7=constants; ald=shear span (Part I, Fig. 

6); p\V=steel ratio; t;.=compressive strength of concrete; and 

da=maximum aggregate size. Note that this expression is chosen 

in a form that makes negative values impossible. Could not the 

D-theorem be used to reduce these expressions to a dimensionless 

form?-No, because not all the influencing parameters are 

known. Let us now discuss four influences on the size effect 

parameters. 

Material Strength 

The higher the concrete strength .I:, the higher the brittleness of 

failure. Because a higher brittleness means greater proximity to 

LEFM, do must decrease with increasing .I:" and so rl < O. 

To agree with the current ACl design formula [which reads 
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d, din mm) 

vc=2\f; and is motivated by Pauw's (1960) observation that the 

tensile strength is approximately proportional to \,(], we choose 

r,= 112. 

Shear Span a/ d 

The fracturing truss model (Bazant 1997) leads to the expression 

Vn ex (dla +(11 d)-'. In the practical range, dl a ranges roughly from 

3/10 to 3/8. These values are negligible compared aid, which 

ranges from 8/3 to 10/3, and so we may just as well w11te VI) 

ex (d/ a + small constant). To better assess this constant focusing 

on truss action (or strut action) is insutncient, and the ~omposit~ 

beam action due to bond between concrete and steel bars must 

also be taken into account. According to Bazant and Kim (1984, 

1985) one may write M=Tjd where T=T(x)=tensile force in 

steel, jd= j(x)d=am1 between the tensile and compression result­

ants, and x=distance of cross section from the simple support; 

then V:::::dMldx=VA+VB where VA=T(djldx)d=shear force due 

to arch action, and VB=(dTldx)jd=shear force due to composite 

beam action. Making some reasonable simplifying assumptions, 

and setting x = d (which is the critical cross section), one finds 

that VA/bdcxdla and Volbd=positive constant, denoted as k1 

[see Eqs. (6) and (9) in BaZant and Kim (1984, 1985)], This 

argument justifies the term k,+(ald)"7 in Eq. (I), showing that 

r7=-I, Le. vooc(k,+d/a), and further implies that r4=0. 

It is impossible to determine the effects of a I d, dC!. and Pw 

merely by least-square fitting of the entire ACI-445F database 

because the trends are obscured by variation of many other pa­

rameters, in a similar way as already explained for the effect of 

size d by Figs. 3 and 5 of Part I (when aId and da are excluded, 

the OJ value for the best fit of this database increases from 15 to 

16%, which is insignificant). Fortunately, the database contains a 

few test series focused only on a/ d or da . 

Figs. 4(a and b) present a series of 14 tests by Kani (1967) that 

has a significant range of aid and gives a clear trend. In these 

tests, aId varied from 3.5 to 8, for three different beam depths d. 

Despite the scatter, it is clear from Fig. 4 that a / d does have a 

significant effect. and that the effect is similar for various sizes d. 

In view of the scatter, one can justify nothing more detailed than 

a linear function of the inverse shear span, v,cx(d/a+constant), 

independent of size d [tllis simple function was shown to result 

from the hypothesis that Vc is the sum of contributions from arch 

(or strut) action and composite beam action; Bazant and Kim 

(J 984, 1985)]. 
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Fig. 4. (a) Kani's (1967) data showing the effect of shear span ratio 

dl a on uc ; (b) Kani's data replotted in variables that give linear 

regression according to proposed Eq. (4) for Vc; (e) Kling's 1985 data 

(see Reineck et a!. 2003) showing the dependence of shear strength 

Vc on steel ratio p",; and (d) data of Shioya and Akiyan1a (1994) 

showing the effect of changing maximum aggregate size del 
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Maximum Aggregate Size da 

The size of the fracture process zone (FPZ) is, in fracture me­

chanics (Bazant and Kim 1984; Bazant and Planas 1998), known 

to increase with da, hut do so less than proportionally (hecause of 

the effect of da on mix parameters, aggregate surface area and 

volume fraction of the interfacial transition zone). The transitional 

size do is known to be roughly proportional to da (Bazant and 

Planas 1998; Bazant 2002, 2004), and so do should increase with 

da , though less than proportionally. Upon examining the data of 

Iguro et al. (1984) and of Shioya and Akiyama (1994) [Fig. 4(d)], 

not included in ACl-445F database. and also upon comparing the 

nonnal aggregate data with the reduced-scale Northwestern Uni­

versity data (Bazant and Kazemi 1991), for which d,,=4.8 mm, 

one concludes that, roughly, dox fi"a (i.e., r2= 112). 

Longitudinal Steel Ratio Pw 

An increase of Pw must cause an increase of the inclined com­

pression force F tnmsmitted through the ligament above the tip of 

the main diagonal crack. This must induce formation of a deeper 

ligament, stronger for transmitting V (because no vertical shear 

stress can be transmitted near the top surface). The dependence of 

Vc on p" is verified by Kung's (1985) tests, in which Pw varied 

from 0.5 to 1.82%; see Fig. 4(c) which shows the curve vex p~/8 

to fit well (p~:6 gives here the best fit but p~:8 is the best for the 

entire database). 

Statistical Calibration by Least-Square Fitting 
of Database 

The undetennined coefficients in Eq. (I) for Vo and du have been 

calibrated by least-square optimum fitting of the ACI-445F data­

base, consisting of 398 data points (see Fig. 2 of Part I and the 

dimensionless plots in Fig. 5). The suhcommittee assemhling this 

datahase decided to restrict the data to three-point loading (even 

though the design code must apply to all kinds of loading). Un­

fortunately, this restriction excluded the valuable Japanese tests of 

record-size beams (Fig. 2), because they were made under distrib­

uted loading. The reduced-scale three-point loaded tests at North­

western University, with scaled dcfonned bars, were also ex­

cluded from this database, based on two arguments: (1) that the 

aggregate, of maximum size 4.8 mm, was supposedly too small 

(but this was advantageous for achieving the highest brittleness 

number f3 so far among all tests): and (2) that the beanls were 

supposedly too narrow (but the beam width was eight times the 

aggregate size, which is clearly suflicient, and if width of these 

tests were enlarged to 50 mm, the lower limit adopted by the 

subcommittee, the results would likely be about the same because 

it is generally agreed that beam width has no significant effect 

on vJ. In spite of these objections, the database adopted by 

ACI-445F is used for the present calibrations. 

Another problem with using the ACI-445F database is that the 

maximum aggregate size da was not reported for 57 data points 

(or 14%) among its 398 data points. although it is widely thought 

to have a significant effect on do (this is best demonstrated by 

comparing the Northwestern and Toronto tests). Therefore, in ad­

dition to using for calibration the complete ACI-445F database, 

also a modified database, consisting only of those points of 

the ACI-445F database for which da is known (341 points), and 

of the Northwestern and Japanese tests, has been used for an 

additional comparison. 

The data fitting is a nonlinear statistical regression problem, 

and the choice of approach calls for some discussion. Let us de­

note by Vi Ci= 1 ,2, .. . n,n::398) the measured data points in ACI 

database, and by Vi the corresponding values of v c calculated 

from the formula. It appears that the best approach (Appendix) 

is not to minimize the sum of squared errors (or residuals), 

'i;(Vi-VY, because the variance of data (or the scatter band 

width) decreases with increasing size (j.e., the data are heterosk­

edastic). To minimize statistical bias. the statistical variable Vc 

should be transfonned so as to make the variance approximately 

uniform (j.e., make the data approximately homoskedastic, inde­

pendent of d). This may be achieved by least-square fitting in the 

logarithmic scale of vc' i.e., by minimizing the square of the 

standard error of regression, SL' Its unbiased definition is 

II ( )2 S~=~L ln~ 
n npi=1 Vi 

(2) 

where np=number of free parameters in data fitting: in our prob­

lem, np includes at least 5 (parameters cl),kl),kl,rl,r~), and 

better 6 (with r2 counted). The reason for subtracting n" is 

that np data points can always be fitted perfectly. Because 

(d In vy=(dvYlv~, the scale transformation from linear to loga­

rithmic has a similar effect as applying weights proportional to 

IIv~ (except for the fact that the implied error distribution is 

Gaussian in the scale of In Vc rather than vc)' The minimization 

was accomplished by a standard library subroutine for the 

Levenberg-Marquardt nonlinear optimization algorithm, which 

reduces the problem to a sequence of linear regressions. Since Sf-. 

defined in the scale of natural (not decadic) logarithm of v,, is 

dimensionless, it may at the same time be regarded as the coeffi­

cient of variation. The reverse transformation to the linear scale of 

Vc gives the following coefficient of variation of regression, char­

acterizing the ratio of standard error in the linear scale to the 

mean of all data 0 i; 

(3) 

Note that w and Sf. are almost equal because usually Sf. <0.2 (in 

which case their difference is of the order of .1']/3, i.e., ~0.008, as 

c,m be checked by Taylor series expansions). Also note that, 

whereas the approximate equality of SL and w requires fitting in 

the scale of natural logarithm, In V C ' Figs. 5 are plotted, for 

convenience, in terms of the decadic logarithm, log vC' 

The beam sizes in the database were chosen by various experi­

menters according to funding limitations and other subjective 

considerations. UnfOItunately, the data points are crowded in the 

range of small sizes [d~20 in. (510 mm), Part I, Figs. I and 2]. 

This distorts the resulting fit, giving insufficient weight to large­

beam data which are the most important for extrapolation to still 

larger sizes that could be used in practice. 

Ideally, the histogram of a database should be a horizontal line. 

Therefore, the range of d was divided into constant intervals, of 

10 in. (254 mm) width, and the resulting histogram, plotted in 

Fig. 5(a), was approximated by the smooth curve plotted. Each 

point in the database was then assigned a weight inversely pro­

portional to the smoothed histogram (because this is what would 

be needed to make the weighted histogram a horizontal line in the 

scale of d). 

Because it is debatable whether it might be better to use a 

histogram in which the intervals are constant in the scale of log d 

rather than d, another calibration was conducted using weights 

inversely proportional to this kind of histogram. However, the 

results did not differ appreciably. 
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To provide additional safety margin, the code-making commit­

tee has customarily passed the curve of a design formula near the 

lower fringe, rather than the middle, of the scatter band. However, 

it has not been mentioned in the code that such practice implies a 

covert IInderstrengtlz factor (Bazant and Yu 2003) which implies 

an additional. hidden safety margin. This factor, which accounts 

for the uncertainty of design formula. is covertly imposed in ad­

dition to the safety margins provided by (1) the load factors, (2) 

the capacity reduction factor, and (3) by the fact that f:' is defined 

as a significantly smaller value than the mean compressive 

strength from testing. Properly. to avoid arbitrary bias and make 

any estimates of failure probability feasible, this kind of covert 

understrength factor must be obtained as a specified probability 

cutoff according to the least-square method-by taking the pre­

diction f01TIlUla obtained by least-square regression (solid curves 

in Figs. 5) and reducing it by the standard error of regression 

multiplied by a factor corresponding to the chosen probability 

cutoff (which can be taken from the Gaussian distribution table); 

this yields the dashed curves in Figs. 5 [besides, to make proba­

bilistic estimates of failure probability feasible, this multiplying 

factor. the corresponding cutoff probability and the coefficient of 

variation of errors should all be stated in the design code; Bazant 

and Yu (2003)]. 

After determining the [Olm of the dependence of v( on dido, 
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aid, and Pw from selected relevant test data and deciding the 

statistical approach, the following design formula (in which v c 

andf~. are in psi, I psi=6,895 Pa) has been identified by weighted 

least-square regression of the database and is now proposed for 

the design code: 

(4) 

where K = 3,800\d" if dQ is known, K = 3.330 if not (5) 

f.l = 13.3 for best fit, f.l = 10 for design (6) 

The value f.l= 13.3 gives the solid curve shown in Fig. 5(c), rep­

resenting the least-square fit (mean fit) of the ACI-445F database. 

For the aforementioned modified database, including the Japanese 

and Northwestern data, the same fornlUla (with the same f.l) 

is shown in Fig. 5(b). The errors of the foregoing formula are 

characterized by 

w = 15.0 % for ASI-445F database 

(7) 

w = 14.2 % for modified database 

(which conesponds to SL = 15.0 and 14.1 %, respectively). The op­

timum values for both databases were found to differ only negli­

gibly. The optimized parameter values are rounded off to the ex­

tent that w would not be appreciably affected. Admittedly, the 

coefficients of variation of errors are quite large, but this is due to 

the enormous scatter in the complete database. When the contami­

nation by non-si7.e parameters is eliminated, the scatter is far less; 

see Figs. 1-3. Fi,g. 5(f) shows that the effect of steel ratio in the 

database is captured well. 

In keeping with the previous practice, a reduced value, 

f.l= 10, giving the dashed curve in Fig. 5, is proposed for design 

code [to provide an extra safety margin; see Bazant and Yu 

(2003)]. This value is obtained as the mean f.l minus 1.65sv 
which conesponds to a 5% probability cutoff based on Gaussian 

distribution of enor scatter across the data band. Thus the 

probability of Vc lying below the dashed curve is 5%. 

The reason for giving in Eq. (5) two options for calculating do 

is that sometimes the design needs to be made before the maxi­

mum aggregate size da has been decided. Both expressions for do 

give the same value when d,,=O.77 in. (20 mm), which is almost 

equal to the mean da in the database, which is 0.7 in. (17.8 mm). 

As seen in Fig, 6, for very small d, the v L' value according to 

the proposed fonnula (4) is greater than predicted by the cunent 

ACI formula: 

I" Vc= 2\'.lc (8) 

So, this classical fonnula may continue to be used safely within 

a certain range. The pennissible safe range for Eq. (8) is 

d~6 in. (150 mm). This is ascertained from the (ESDB) database 

plotted in Fig. 6. which reveals that, for d~6 in. (I50 mm), no 

beam test gave a shear strength less than value given by Eq. (8). 

As a simple and safe (albeit often uneconomical) alternative 

[Fig. 5(e)). the simple formulas 

for d > 6 in.: Vc = 5b\\, \.!f:,d 

can be used instead of Eq. (4). 

(9) 

(10) 

o 

v, 

Tl 

o 0 0 0.. 

._.?- -·-Q.·e~~-·-·-·-Mg!i!l SL 

.,,-- ••••••••• ~ l~ -
0..2 

, 
r, /1',' s (') 6 d Ill. 

Fig. 6. Left: Shear strength compared to the portion of ACI-445F 

database for d<6 in. (I50 mm). Right: Sensitivity of standard 

deviation of regression enors to various parameters influencing ST.' 

Is it not necessary that the design satisfy both Eqs. (4) and (9), 

thus preventing v c from ever being higher than according to the 

cunent code? No, because no experimental or theoretical 

evidence calls for that. 

For the size intervals delimited by d=O, lO, 20, 30, 40, 50, and 

80 in. (0, 254, 5lO, 760, 1,020, 1,270, and 2,030 mm), which 

contain 164. 182, 20. 22, 7, and 3 data points of ACI-445F data­

base, respectively, the coefficients of variation of formula enors 

are found to be w=18.9, 15.6, 11.7. 15.3, 14.5, and 15.8%. re­

spectively. Note that these 0) values are approximately uniform. 

This means that the criterion of proper statistical approach is met. 

The uniformity of w has been achieved by transfonnation of the 

regression variable from v c to In v c' 

The sensitivity of the optimized parameters of the formulas is 

documented'in Fig. 6 (on the right), which shows the dependence 

of w [of the enors of formula (4) compared to the ACI-445F 

database] on various parameters when only one parameter ;" 

varied (the others being fixed), 

In the proposed formula (4), like in the current formula (8), t 

is taken as proportional to (j;)1I2. Varying the exponent of f; 
between 113 and 2/3 is found to have little effect on the standard 

enor of regression. Exponent 112 is adopted because it is in the 

middle of this range. and because it agrees with the cunent prac­

tice in ACI, historically motivated by Pauw's (1960) observation 

that ,!!!e tensile strength of concrete is approximately proportional 

to Yf~ .. 

Eq. (4) gives for the shear force the expression 

3/8 ( d) ~ f;dod Vc=v"bwd=f.lPw bw 1+- ---
a 1 + dold 

(II) 

This makes it conspicuous that Vc increases with d. though less 

than proportionally. 

Other Formulas for Beam Shear and Finite Element 
Simulations 

The close agreement with the broad-range Northwestern tests and 

Toronto tests (Fig. 1), and with the record-size Japanese tests 

(Fig. 2). together with the lack of disagreement with the classical 

size-effect tests (Fig. 3) of limited size ranges or small maximum 

sizes, provides strong experimental support for using a formula 

based on fracture mechanics. Let us now discuss other available 

formulas. The CEB-FIP (1991) formula (Fig. 2 in Part I), and the 

power law of the lype vcrxd-1/3 (see the curves in Figs. 1 and 2), 
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are purely empirical and thus there is nothing to discuss beyond 

statistical comparisons with individual size-effect test series. The­

oretical arguments, however, have been proposed for three other 

formulas, and so it needs to be explained why these arguments are 
not adopted here. 

Fractal Characteristics of Fracture and Carpinteri's 
Multifractal Scaling Law 

The role of the fractal charactetistics of fracture has been debated 

for more than a decade, and recently a detailed critical analysis of 

the fractal viewpoint has been given by Bazant and Yavari (2005); 

also, see RILEM (2004). Although some questions remain unre­
solved, two salient points crystallized: 
1. The so-called "multifractal scaling law" (MFSL) proposed 

by Carpinteri (1994) cannot be applied to failures occurring 

after large stable crack growth, which is the case of diagonal 
shear cracks in beams, the main reason being that the stress 

redistribution due to large cracks and the associated energy 

release are not taken into account in the existing form of the 

fractal theories. 
2. The MFSL is identical to a special case of a more general 

size effect formula for crack initiation derived from (non­

fractal) fracture mechanics (Bazant and Li 1995. 1996) and 
refined in Bazant (1998) [also see Bazant (1991, 2002)]. So 

there is no longer any disagreement about the formula itself, 

but only about the physical justification of the formula (Ba­

zant and Yavari 2005; RILEM 2004). Because MFSL is in­
tended only for failures at crack initiation (e.g., modulus of 
rupture), there is no need to dwell on the difficult fractal 
questions any more. They are not relevant to our problem. 

Formula of Japan Society of Civil Engineers 

As a consequence of a pioneering proposal of Okamura and Higai 
made in 1980 (several years before the onset of the energetic 

fracture-based theory), and of a later recalibration by Niwa et 
al.(1986, 1987), a power law of the type v c

x d- 1I4 [proposed on 

an empirical basis already by Kani (1967)] was adopted for the 

concrete design code in Jap,m. In 1980, Okamura and Higai's 
proposal was a breakthrough and it appeared logical to underpin it 

by Weibull's (1939) statistical theory, the only size effect theory 

available at that time. That theory (Bazant and Planas 1998) in­
dicates a power law size effect with exponent -3 1m for three­
dimensional similarity and -21m for two-dimensional similarity, 

where m is the empirical Weibull modulus (shape parameter). the 

value of which is normally determined from the coefficient of 

variation of tensile strength of many identical specimens. Based 

on the classical work of Zech and Wittmann (1977), Okamura and 

Higai assumed that 111 = 12. Further assuming three-dimensional 

similarity to apply. they came up with the exponent -3Im= 

-1/4. 

Recent in-depth studies (Bazant and Novak 20ooa.b.c), how­
ever, showed that the apparent value of m for concrete increases 
markedly with structure size and that, after separation of deter­

ministic nonlocal effects. the con'ect value of Wei bull modulus 
for concrete is about In = 24. This gives, for three-dimensional 
similatity, the exponent -3Im=-1I8. Furthermore, it transpired 

that not only the exponent value but also the assumption of three­
dimensional similarity of beam shear failures needs to be revised. 

The reason is that material failure at one point in three dimensions 
does not suffice to ruin the beam. Rather, the beam must fail 
simultaneously over its whole width, which means that the loca-

tion of the failure initiation point could be random only in two 

dimensions (in the length and depth coordinates, but not in the 

width coordinate). Therefore, if the Weibull theory were appli­

cable, the size effect exponent would have to be -2Im=-l/ 12. 

This means that if Weibull theory applied, the slope in the bi­
logarithmic plot would have to be -1112 rather than -114. But 

such a weak size effect blatantly disagrees with all the test data. 
Aside from that. fitting of the data for various sizes does not give 

the same values of Weibull modulus m. as it should. and the 
measured values do not satisfy Wei bull relation between m and w. 

Furthermore. as gradually established. the assumption that the 

shear failure of reinforced concrete beams is governed by Weibull 
statistical theory is itself fundamentally unacceptable. That theory 

is predicated on the hypothesis that the failure occurs as soon as a 
macroscopic crack initiates from one microscopic flaw, before 

any significant stress redistribution in the structure is caused by 

the fracture process. This is true for fatigue fracture of metals or 
fine-grained ceramics, but not concrete (except perhaps on the 

scale of large dams, the cross section of which is far larger than 

the characteristic length 10 of the fracture process zone in con­
crete, which is, typically, 0.5 m). The beam does not fail at the 

initiation of diagonal shear crack, as would be required by 
Weibull theory. but only after this crack has propagated in a stable 

manner through most of the cross section. The growth of the main 

diagonal shear crack is governed primarily by redistribution of the 
mean (detenninistic) stress field. The randomness of the local 

strength of concrete at points located far away from the crack path 

dictated by fracture mechanics Catillot significantly deflect that 
path. Therefore, the mean size effect observed in beam shear fail­
ure is caused predominantly by deterministic stress redistribution 

and the associated energy release prior to failure. The statistical 
contribution ·described by Weibull's statistical theory is negligible 
for the mean response (Bazant and Novak 2oo0a,b,c; 2001; 

Bazant 2001. 2002), although it doubtless influences the scatter. 
All of this confirms that the Weibull theory cannot be applied 

to the mean size effect in the beam shear problem. However, if 

extended to a non local form. it nevertheless appears relevant for 
characterizing the random scatter (Bazant 2004). Besides, 

Weibull's statistical size effect, which is much milder than the 

energetic size effect associated with stress redistribution, is appli­
cable to the first cracking load. That this size effect exists. and 

that it is indeed much weaker than the size effect on nominal 

strength, is confirmed. e.g., by the test data in Fig. 2 of Shioya 
and Akiyama (1994). 

Crack Spacing Hypothesis and Role of Aggregate 

Interlock 

The maximum crack opening width w is roughly proportional to 

effective crack spacing s,. while s, is roughly proportional to d. 

Hence, the deeper the beam. the larger is w at maximum load. The 

larger the crack width, the smaller are the cohesive normal and 
shear stresses crt transmitted across the diagonal shear crack. 
These facts are indisputable. However. it was proposed (Vecchio 
and Collins 1986; Collins and Mitchell 1991) that the reduction 
of the cohesive stresses with increasing d should be the physical 

source of size effect. This proposition, which they incorporated 
into their modified compression field theory (MCFT). is 

untenable. 
In MCFT, it is assumed that v c decreases with w as 

vc=constant/(I +C1W) where Cl =parameter depending on the 
maximum aggregate size. Assuming w to be approximately pro­

portional to Se' one gets the relation vc=vo/(I +cos-.) where Vo.Co 
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are certain constants. Considering beams with no stirrups and no 

horizontal steel bars other than those at the bottom, and assuming 

se to be proportional to d (Collins and Kuchma 1999), one gets, 

for the MCFf crack spacing theory of size effect, a formula of the 

type: 

Un 
U =---

C I + dIdo 
(12) 

where do and uo=parameters independent of structure size. For 

d ~ do, this formula approaches the final asymptotic size eiTect 

ucocd- I (which is sketched by the dashed lines in Par! 1, Fig. 2). 

Although the coefficients of the formula are set up so that the test 

data would lie in the transitional range between the horizontal and 

inclined asymptotes in the log-log plot, in which the formula 

gives a much milder slope than -1 and call match some of the 

existing data, the asymptotic size effect d- I (proposed by 

Leonardo da Vinci in 1500s and disputed by Galileo in 1638) is 

theoretically objectionable and in fact thermodynamically impos­

sible (exponent -112 is the strongest size effect possible). This 

observation suffices to conclude that the crack spacing theory 

does not have a sound theoretical basis. But there are more 

practical objections. 

Finite element simulation of propagation of a diagonal shear 

crack according to the cohesive [or Hillerborg's, fictitious (HiIl-

(b) 

, 
I ..... " 

.. 'I .......... . 

(c) Podgomiak-Stanik 
I: Measured steel strains ( 1998), Toronto. 
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Fig. 7. (a)-(d) Beam shear failure pattern measured at University of 

Toronto and its interpretation; and (e) load-deflection diagram of a 
beam with growing diagonal shear crack, and dimensionless load­

deflection diagrams with the peak controlled by shear-compression 

failure (CCM=cohesive crack model, LEFM=linear elastic fracture 
mechanics) 

erborg et al. 1976)] crack model shows that, if the concrete is 

assumed to have an unlimited compression strength, the load­

deflection diagram is always rising, i.e., has no peak; sec Fig. 

7(e). Therefore, the stresses transmitted across the diagonal shear 

crack cannot control the maximum load, contrary to what is as­

sumed in the crack spacing theory. Rather, the maximum load 

must be controlled by the shear-compression fracture of the liga­

ment above the tip of the diagonal shear crack [Fig. 7(e)]. This 

conclusion is supported by the fact that the compression stresses 

in the ligament attain the compression strength of concrete (which 

in tum implies that, in the strut-and-tie model, the failure must be 

decided by the crushing of the compression strut). So the size 

effect in beam shear physically represents the size effect of shear­

compression fracture (Bazant and Yu 2004). 

Further support of the fact that the cohesive stresses across a 

diagonal shear crack cannot have a significant influence on the 

maximum load can be obtained from the experimental observa­

tions at the University of Toronto. Figs. 7(a and b) shows the 

major cracks observed near the maximum load, and also the dis­

tribution of the measured steel strain [Fig. 7(c)]. Using the steel 

strain measured at the cross section passing through the tip of the 

main diagonal shear crack, one can calculate the axial force in the 

steel, and knowing this force and the bending moment, one can 

find the precise line of the compression force resultant F in this 

cross section of the beam tested [Fig. 7(b)]. Because resultant F 

must also pass through the point of intersection of steel bars and 

the vertical resultant at the support, one readily can identify the 

line of F, which is drawn in Fig. 7(b). Now note that resultant F 

passes above the observed main diagonal crack and runs parallel 

to the top segment of this crack, not intersecting the crack. This 

implies that shear stresses due to aggregate interlock cannot have 

an important effect on the maximum load. In the zone just abovc 

the tip of the main crack, the compressive stresses 0'2 parallel to 

crack must be reaching f~ (from the magnitUde of resultant F one 

can further estimate that, to transmit average compressive stress 

O'z=I:, the localization zone above the tip of the main crack must 
be about 3da deep. which coincides with the typical width of 

localization band). Because the tensile cohesive stresses 0'1 in the 

diagonal crack at maximum load must be much less than the 

tensile strength f;, and because f; = O.lf~, it follows that 0'1 must 

be less than 0'2110, and probably much less. So it must be con­

cluded that the contribution of the tensile cohesive stresses 0'/ in 

the diagonal crack at maximum load must be negligible compared 

to the contribution of the compressive stresses 0'2 parallel to the 

crack [Fig. 7(d)], and thus cannot control the maximum load (this 

conclusion puts again in question the physical explanation of size 

effect by the crack spacing theory). 

Also note that, in the strut-and-tie (or truss) model, the straight 

line connecting the support and the applied load (of slope aid) 

would normally be assumed as the axis of the imagined "com­

pression strut." The fact that the Toronto measurements imply a 

much steeper slope of the compression resultant means that the 

simplistic version of the strut-and-tie model (or truss model) is 

invalid. While the fracturing strut-and-tie model (Bazant 1997) 

can explain the size effect in beam shear, uncertainty about the 

correct slope of the compression strut in beam shear remains to be 

one obstacle to using the strut-and-tie model as a predictive tool. 

Finite Element Studies and Crack Spacing Hypothesis 

To clarify the role of crack-bridging stresses and aggregate inter­

lock, finite element simulations were conducted. Since regular 

commercial codes cannot capture cracking localization and frac-
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Fig. 8. (a) Distribution of tensile cohesive stress (Tl along diagonal 
shear crack at peak load in llnite element method simulation; (b) 
small and large beams with same mesh size at failure; (c) distribution 
of compressive stress over the ligament above shear crack tip in small 
beam; and (d) distribution and evolution of compressive stress over 
the ligtmlent in large beam 

ture propagation, a special code with the crack band model and 

microplane constitutive law M4 was used (it was the commercial 

code ATENA, by Cervenka Company, Prague, and also an adap­
tation of FEAP by R. Taylor, Berkeley). All the measured data 

(including the load-deflection history, evolution of crack pattern, 

and strain distribution along the steel bars) were faithfully repro­
duced by the simulations. 

Fig. 8(a) shows the results of simulating a beam 1.89 m deep, 

tested at the University of Toronto (Angelakos 200t). The shear 

stress components (T, [Fig. 8(a)] due to aggregate interlock were 
calculated, and their vertical resultant, plus the stresses due to 
dowel action of the steel bars, was found to represent only 17% of 

the total shear force V. The normal cohesive stresses (Tn in con­
crete, acting at maximum load at various points of the crack face 

[Fig. 8(a)], werc also calculated, and their vertical resultant was 

found to represent only 6% of V. 

Therefore. the crack-bridging stresses, and thus also the crack 

spacing, have a negligible effect on the maximum load of a large 

beam (although they surely have a large effect on the first crack­

ing load). Thus they cannot be the cause of size effect (Bazant 
and Yu 2004). It follows that, at maximum load, a major part of 
the shear force in a large beam (77% for the Toronto beam, 

1.89 m deep) is transmitted by inclined compressive stresses 

through the ligament above the tip of the main diagonal crack. 
Further simulations reveal that the contribution of the crack­

bridging stresses decreases as the size increases. In an extremely 

large beam, 6 m deep, only 9% of the total shear force is trans­

mitted by crack-bridging stresses, while in a small beam, 0.3 m 
deep, 40% is. 

H is interesting to compute how the distribution of the hori­

zontal compressive stress components (T x across this ligament 
evolves as the maximum load is approached [Figs. 8(c and d)]. To 
avoid any bias due to spurious limitations on the localization of 
cracking, the finite element sizes h in the ligament region of the 

small and large beams are chosen to be the same and equal 
to the effective crack band width wc=GFIAf (w,,=0.03 m; 
G1=fracture energy of concrete. assumed for these computations 

as 65 J/m 2
, and Af=area under the softening stress-strain curve 

of microplane model M4). At maximum load, the concrete is 

getting crushed in compression just above the tip of the main 

crack. Now note that, in the small beam, the ax distribution at 
maximum load is close to uniform [Fig. 8(c)]. while in the large 

beam it is highly localized, with the point of peak stress f~ propa­

gating downward as the load is increasing [Fig. 8(d)]. Conse­

quently, the average stress ifx in the ligament is much smaller in 

the large beam than it is in the small beam. Tins and the localiza­

tion of stress profile explain the size effect because, by equilib­

rium of the end beam segment, vc=ifAcld)(rla) where 
c=depth of ligament (distance from beam top to the tip of main 

crack), r=arm between compression and tensile resultants, and 
c/d and ria are, in similar beams, almost independent of beam 
size. 

Conclusions 

Based on both parts I and II, the following conclusions may be 

drawn. 

I. Because the size range of main practical interest lies outside 
the range of the available test data, the size effect law cannot 
be set up purely empirically. A realistic theoretical founda­

tion is inevitable. 
2. Since concrete is just one of many quasibrittle materials fail­

ing due to quasibrittle fracture or softening damage, it would 
be illogical to expect different laws to govern failure. Laws 

that are common to all these materials are a more logical 

choice, especially since the experimental evidence is not 
completely unambiguous, due to high random scatter and 

limited size range (dictated by the cost of testing very large 
beams). 

3. The hypothesis that the maximum load in shear failure is 
controlled by propagation of cohesive fracture or softening 

damage leads to the same size effect law as established for 
other quasibrittle materials. The experimental evidence can 

be matched with this law as closely as one could desire in 
view of the inevitable experimental scatter. 

4. Although a specialized fracture-based model, such as the 

fracturing truss model, yields a realistic fOlm of the size ef­

fect formula and intuitively explains the mechanism of size 

effect, this model is insufficient for capturing the composite 

beam action and for predicting the dependence of size effect 

law coefficients on the shear span. reinforcement ratio, ag­
gregate size, material strength, etc. 

5. In the asymptotic situations of infinitely small and infinitely 

large structures, the analysis of failure and size effect be­

comes far simpler and clearer than in the practical size range. 
Therefore, it is appropriate to derive a theoretical fonnula by 

asymptotic matching, a technique that "interpolates" between 

the known asymptotic behaviors at the opposite infinities. 

6. Assuming the failure load to be controlled by cohesive frac­

ture parameters (material strength (To and fracture energy Gf ), 

and exploiting the known first two asymptotic terms of the 

large- and small-size asymptotic expansions of the cohesive 
crack model (or the non local damage models), one can easily 
deduce a simple transitional size effect law by means of di­

mensional analysis. 
7. Asymptotic matching based on dimensional analysis leads 

logically to the size effect law proposed for beam shear by 
Bazant (1984). 

8. The size effect formula developed agrees with all of the ex­
isting test series in which the beam depth was varied signifi­
cantly, the number of which currently is 11. Especially, this 
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size effect law agrees with the tests conducted at Northwest­

ern University and at University of Toronto, which represent 

the only data with a broad size range and almost perfect 

geometrical scaling. 

9. Most importantly, the Northwestern and Toronto test series, 

and the Japanese tests of Shioya et a1. (which are the only 

scaled tests of a significant size range) confirm that the large­

size asymptotic slope of size effect is -1/2. This in turn 

proves that the explanation of failure lies in fracture mechan­

ics. 

10. Finite element simulations of the data measured on large 

beams (based on crack band model and microphme model 

M4) show that, in large beams (more than about 1 m deep), 

the crack-bridging stresses normal to crack face, as well as 

the tangential crack-bridging stresses (due to aggregate inter­

lock), contribute only a small part of shear force capacity 

(although they are important at the first cracking load). The 

larger the beam, the smaller is this contribution. The same 

applies to dowel action. On the other hand, for small beams 

(less than about 0.3 m deep), the crack bridging stresses, 

aggregate interlock ,md dowel action are important, contrib­

uting about 40% of V. 

II. A major part of the shear force at maximum load is, in large 

beams, transmitted by inclined compressive stresses through 

a small zone above the tip of the main diagonal crack. The 

effective depth of this zone, stressed to compressive strength 

limit, is roughly two to four maximum aggregate sizes. The 

profile of the compressive stresses over the ligament above 

thc main crack tip is closc to uniform in small beams but 

highly localized in large beams. This provides the most plau­

sible explanation of the size effect. 

12. The coefficients of the size effect law arc calibrated by opti­
mum fitting of the ACI-445F database (which includes 398 

data) and also a modified database (consisting of 341 data for 

which the aggregate size was reported, and enhanced by 

large-scale Japanese tests and reduced-scale tests). However, 

since these large databases are inevitably contaminated by 

random variation of factors other than the size, the differ­

ences in the coefficients of variation of errors are, in com­

parison to other proposed formulas, relatively insignificant. 

13. The size effect law in Eq. (4) provides a good and simple 

representation of the trend of both databases. The coefficient 

of variation of regression errors. which is about 15%, allows 

determining tlle 5% probability cut off which is suitable for a 

design code formula. The proposed formula also agrees with 

test data on the effects of shear span, reinforcement ratio and 

aggregate size. 

14. Comparisons with the required asymptotic behavior and with 

the test data pertinent to the size effect in beam shear reveal 

serious contradictions with the old formulations [including 

the JSCE (1991) formula based on Wei bull statistical theory, 

the crack-spacing enhancement of MCFf, the empirical 

CEB-FlP formula, and the application of MFSL to diagonal 

shear failure]. They also reveal significant disagreement with 

the empirical power law of exponent - 113. 
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Appendix. Questions of Statistical Evaluation 
and Bias 

Although fonnu1a identification from beam shear data is a prob­

lem of statistical regression, in one recent investigation it has 

been tried to reduce comparisons of various proposed formulas 

for beam shear to elementary population (ensemble) statistics of 

the ratios 'Yi of the measured and calculated values. In that inves­

tigation, the coefficient of variation of errors has been defined as 

follows: 

~ n 
• I 1 _ ? 

CoY = -= -2: ('Yi-'Y)-
'Y n - I i=l 

1 n 0 
with -V = -2: 'Yi' 'Yi =...1 

n i=l Vi 

(13) 

where 'Yi are called the "model safety factors." However, such an 

approach is not correct, for four reasons. First, if the parameter 

identification is not based on least-square regression, the results 

cannot be unbiased, i.e., the resulting mean and variance of for­

mula parameters cannot be the mean and variance of the statisti­

cal distribution of these parameters. Second, if the minimized 

expression is not a sum of squares of errors, the tangential linear­

izations made in any data fitting algorithm can lead to numerical 

instability. Third, fitting of the ratio v;lvi implies weighting of the 

data Vi as a function of the unknown values of Vi to be solved, 

which is inappropriate. Fourth, if all Vi in Eq. (13) are replaced by 

kVi' k being any constant between _oc and 00, then 'Yi and -Vi are 

replaced by 'Y;I k and -v;l k, and so it is found that the value of 

Coy' does not change. Such a definition of the coefficient of 

variation, which is insensitive to mUltiplying the formula for Vc 

by any number, makes no sense at all. Obviously, minimization of 

(COV*)2 cannot be used to calibrate formula parameters (Bazant 

2004; Yu 2004). 

As a workable alternative to the use of ratios 'Yi=VJVi' it has 
been tried to identify formula parameters by minimizing not 

(CoV? but the sum <})=:l;(-Yi-1)2. Tllis sum may be rewritten 

as: 

/I (A )2 n 

<f> = 2: ~ - I = 2: Wi(Vi - YY 
i=l Vi i=J 

( 14) 

where )'i= lIVi' Y;= 1 Iv; artd w;=(O;)2. So, the minimization of <f> 

represents simply a weighted least-square regression of data Yi' 

minimizing the sum of squared errors in ,vi with weights Wi pro­

portional to the squares of the measured values Vi' 

Aside from a misguided desire to avoid regression statistics, 

the motivation for use of the ratios 'Yi=O/Vi has been to increase 

the weight of smaller Vi values. But there is a problem with this 

motivation. As is well known (Lehmann 1959; Plackett 1960; 

Ang and Tang 1976; Beck and Arnold 1977; Draper and Smith 

1981; Mandel 1984; Fox 1997), to minimize bias, the regression 

should be conducted in such variables in which the variance [ 

Var(vcld), in our case] is as uniform as possible, and nonuniform 

weights should not be used unless the variance varies by an order 

of magnitude or more (i.e., if the data are heteroskedastic). For 

beam shear size effect data (as well as most size effect data), the 

variance appears to be the least nonuniform in the plots of log Vc 

versus log d, and so these are the preferable coordinates for sta­

tistical regression. 

The implication of unjustified shear strength dependence of 

the weights in Eq. (13) is that the minimization of Eq. (14) is not 

unbiased, i.e., the estimates of the mean and the standard devia­

tion (or Co V) of the optimized parameters are not the actual mean 
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and standard deviation of the statistical distribution of these pa­

rameters (in other words. are not the "maximum likelihood" esti­

mates). One consequence is that the mean minus 1.65 times stan­

dard deviation does not give the correct (unbiased) value for the 

5th percentile. needed for setting up the design formula. and gen­

erally all the statistical estimates are not correct (note that data 

weighting to compensate for the crowding of data points into the 

small-size range is an entirely different matter). On the other 

hand, the absence of shear-strength dependent weighting from the 

least-square fitting of In Vc ensures that the optimized parameters 

are unbiased. Because [d(In vc>J2=(dV,./vc)2 • the transformation 

of scale from linear to logarithmic has a similar effect as the 

weighting of the data in proportion to l/(vY, but without 

causing any statistical bias. 
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