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Abstract: The growing acceptance of wireless ad hoc networks in war 
situations, emergency situations, research applications, and conference rooms 
has resulted in the massive growth of these networks. Interconnecting haptic 
interfaces in virtual environments is rather a demanding task. This paper 
presents the topology of the mobile ad hoc networks. Moreover, it outlines the 
thresholds, the limitations, and the techniques for using haptic interfaces for 
teleoperations in a mobile ad hoc network. Routing algorithms and congestion 
control techniques for using haptic interfaces in mobile ad hoc networks are 
analysed. Simulations are taken place in order to test whether an ad hoc 
network can support the interconnection of haptic interfaces. Resulting this, we 
could say that on-demand protocols, such as DSDV, are suitable for networks 
with a large number of nodes and frequent modifications of network topology. 
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1 Introduction 

Real-time teleoperations are gaining more and more attention. These teleoperations 
demand control devises, network infrastructure and actuators. For actuators, robotic arms 
are commonly used. For network infrastructure, a local area network (LAN) was also 
often used. But with the evolution of the internet, the teleoperations have broadened their 
geographical reach. Actuators and controller are now connected through the internet 
worldwide. An interesting scenario is when there is no network infrastructure and the 
connection between the actuator and the controller has to be made over a mobile ad hoc 
networks (MANETS) and wireless sensor networks. Applications like this can be 
encountered in military operations (Elliott et al., 2011) and natural disasters  
(Fernández-Lozano et al., 2018). 

Wireless networks allow users to access information and services electronically, 
regardless of their geographic location. Wireless networks can be divided into two 
categories: 

a wireless networks based on wired getaways 

b and wireless networks without any fixed router which is called ‘MANET’ (Giordano, 
2002; Stergiou et al., 2018b). 

The network of these routers creates an arbitrary shape. Routers are free to move at 
random. This ability makes the wireless topology of the network change quickly and 
unpredictably. 

According to RFC2501, MANETS support efficient and reliable operation on mobile 
wireless networks by implementing routing algorithms on mobile nodes. Such networks 
are designed to have dynamic, fast alternating, random, multi-hop topologies that can be 
implemented by relatively limited bandwidth wireless connections. 

Inside the internet community, routing support for mobile hosts has now been 
formulated as ‘mobile IP’. This technology supports roaming where the host can connect 
in various ways to the internet without using its fixed address (Perkins et al., 1997; 
Psannis and Ishibashi, 2006). 

Supporting this form of mobility requires address management and enhanced to 
interoperability network protocols. The purpose of mobile ad hoc networking is to extend 
mobility so that a set of nodes (which may be routers and hosts) can itself set up the 
routing table of the network in an ad hoc manner. 

Ad hoc network technology is simply an improved IP-based networking technology 
for dynamically autonomous wireless networks. Additionally, this feature could be 
supported due to ad hoc’s relativity to cloud, where the hardware infrastructure remains 
static and also provides services to the mobile users (Stergiou and Psannis, 2016; 
Plageras et al., 2018). 

Another interesting feature that ad hoc networks should take into consideration is 
their security (Chhabra and Gupta, 2014). As ad hoc network transfer valuable 
information as teleoperation commands from haptic interfaces to robotic arms, DDoS 
attacks should be taken into account during the design of transport protocols. A novel 
solution for preventing DDoS attacks is analysed in Chhabra et al. (2013). MANETS are 
often used in the internet of things. In this area an interesting security mitigating 
technique is proposed in Yaseen et al. (2018). All the above security issues, especially 
those that are targeting in cryptography are analysed in Gupta et al. (2016) and Stergiou 
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et al. (2018a). As MANETS have limited resources regarding bandwidth and energy, 
special frameworks should be used by clients to share haptics, video and other  
multi-sensory information without sacrificing integrity and quality (Hossain et al., 2018). 
An interesting factor that should be taken into consideration for MANETS is the 
cooperation and the resource fairness among multiple users in MANETS. A study that 
describes the cooperation among rational parties in cloud networks is illustrated in  
Li et al. (2018). 

Apart from network infrastructure, a controversial sector of teleoperations is the 
controller. In most teleoperations and virtual games, simple controllers, without force or 
tactile feedback were used. Recent studies revealed that haptic controllers immerse users 
and increase their quality of experience (QoE) (Lopes et al., 2018; Delazio et al., 2018; 
Schneider et al., 2018). 

In the following work we check congestion for a particular topology in hybrid and  
ad hoc networks. In order to control congestion, we observe some performance 
parameters, such as packet delivery ratio, average end-to-end data packet delay, and 
normalised routing load. We investigate whether haptic interfaces can be used for 
teleoperations in a MANET. 

In Section 2, an introduction to MANETS is made, describing their operating rules, 
their characteristics and their use mainly in information technology and other 
applications. Additionally, the routing of protocols of ad hoc networks and their 
classification in the table-driven and on-demand driven categories is mentioned. 

In the next section, Section 3 describes the routing algorithms that are used in a 
MANET. 

In Section 4, congestion control mechanisms for using haptic interfaces are analysed. 
Section 5 describes haptic interfaces, presents the QoE that haptics offer to users, it 

outlines the quality of service (QoS) that a network should fulfil for haptic teleoperations 
and proposes the congestion control algorithms that a haptic interface should enforce in 
order to avoid congestion in MANETS. 

Following in Section 6, we define the concept of simulation, describe the structure of 
the ns2 simulator and the simulation scenario is presented. We present the elements of the 
topology on which the simulation will be based to control the performance of MANETS 
for haptic applications. 

Section 7, presents the results of the simulation scenario are given. Packet delivery 
ratio, average end-to-end delay and normalised routing load are depicted. 

Finally, Section 8 concludes the paper ant outline future work and perspectives. 

2 Mobile ad hoc networks 

To illustrate the general operating rules of a MANET, Figure 1 is presented. It depicts the 
‘peer’ level, ‘multi-hop’ performance for a simple ad hoc network. Here, mobile node A 
communicates directly (single hop) with another identical node B when a wireless 
channel with sufficient propagation characteristics is available between them. On the 
other hand, a ‘multi-hop’ communication is necessary when one or more intermediate 
nodes have to act as routers between the communicating nodes. Let us assume that there 
is a haptic device connected to node A and we want to teleoperate a robotic arm that is 
connected to node C. There is no wireless passage (as shown by lines) between nodes A 
and C as shown in Figure 1. Nodes B and D and E should serve as intermediate routers in 
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the communication between nodes A and C. Thus, a feature distinguished in ad hoc 
networks is that all nodes must be able to act as routers on demand and at the same time 
act as a source and destination nodes. 

Figure 1 Connection of haptic interfaces with robotic arm through ad hoc network (see online 
version for colours) 

 

An ad hoc network starts with at least two nodes, which announce their presence with the 
corresponding address information. If node A is able to communicate directly with  
node B as shown in Figure 1, which is confirmed by exchanging the appropriate 
messages between them, then both update their routing tables. When a third node joins 
the network, then we have two possible scenarios. The first is when both nodes A and B 
specify that a single-hop communication with node C is feasible. The second scenario 
occurs when one of the two nodes, even B, recognises the signal coming from C and 
makes direct communication with it. In the first case, all routing is direct. On the other 
hand, the routing update first occurs between nodes B and C, then between B and A, and 
then again between B and C, confirming the mutual approximation between A and C 
through B. 

As nodes move, it is possible over time to cause some changes in approach 
relationships, requiring routing to be updated. Let us consider that, for some reason, the 
connection between nodes B and C is not possible, as shown in Figure 2. Then, nodes A 
and C are still approaching each other, through nodes D and E. Equally, the original  
‘loop-free’ path (A-B-C) is now replaced by a new ‘loop-free’ path (ADEC). All five 
nodes in the network are required to update their routing tables appropriately to reflect 
the change of topology that should first be detected by nodes B and C. 

This interconnection between nodes can be changed for a variety of reasons, for 
example, when a node is wandering off the grid, if its battery runs out, or if there is a 
software or technical error. As more and more nodes join the network or some of the 
existing ones disappear, topology updates can become more complex and frequent, thus 
reducing the ability to exchange network information. 

Finding a loop-free path between a source-destination pair may be impossible if 
network topology changes occur too often. Excessive frequency means that there may not 
be enough time to propagate to all relevant nodes the changes that occurred since the last 
change in network topology. For this reason, the ability to communicate is degraded by 
increasing mobility. A network is only cohesive when the changes in the topology occur 
too slowly to allow all necessary topology updates to be successful, or if the routing 
algorithm is capable of propagating network changes before the next change occurs. 
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Figure 2 Updating ad hoc topology due to a connection failure (see online version for colours) 

 

A MANET is made up of mobile platforms referred to here as ‘nodes’ that move 
arbitrarily. Nodes may be on airplanes, ships, trucks even on people. A MANET is an 
autonomous system of mobile nodes. The system can operate in isolation, or it can 
operate, through gateways and interact with a conventional network. 

The MANETs have some remarkable features such as: 

1 Dynamic topologies: nodes may move arbitrarily. Therefore, the topology of the 
network, which is typically multi-hop, can be changed randomly, at rapid 
transmission rates, and indefinitely. 

2 Connections subject to bandwidth and variable capacity constraints. Wireless links 
will continue to maintain significantly lower capacity than conventional wired 
connections. In addition, the actual capacity of wireless communications – taking 
into account the effects of noise and the conditions of intervention, is far less than 
the maximum transmission capacity of a radio transmission. An effect of the 
relatively low link capacities is that network congestion is often. 

3 Energy consumption limitations. Some or all nodes in a MANET rely on batteries. 
For these nodes, the issue of energy management is one of the most important 
optimisation issues when designing the entire system. 

4 Limited physical security: mobile wireless networks are more vulnerable to security 
than conventional wired networks. They should pay particular attention to leakage 
issues and denial of service attacks. Existing security methods, such as encryption, 
are often applied to wireless networks to minimise security threats. As an advantage, 
it can be mentioned that the decentralised nature of a MANET network management 
provides greater robustness than more centralised management methods. 

5 Scalability. Some networks (e.g., mobile military networks) may be particularly 
large, tens or hundreds of nodes per routing area. The need for easy scalability is 
crucial. 

The above features create a set of assumptions and efficiency issues that should be 
considered when designing protocols that are beyond those of conventional networks. 
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3 Routing in mobile ad hoc wireless networks 

Many of the routing algorithms proposed for ad hoc wireless networks have been adapted 
from routing techniques that are involved in wired networking and have a stable network 
topology. However, routing algorithms that are designed for wired networks are based on 
determining the shortest route between source and destination. Therefore, these routing 
algorithms cannot be applied to ad hoc networks without modifications. In ad hoc 
wireless networks, update packets take longer time to be promoted to other nodes.  
If topology information is not updated quickly, nodes may continue to route messages 
based on out of date topology information. This often leads to packet loss. 

Routing protocols in ad hoc networks can be categorised into two categories:  
table-driven and on-demand routing-based protocols, as shown in Figure 3. 

Figure 3 Ad hoc routing protocols 

 

The solid lines in Figure 3 show the direct descendants while the dashed lines show 
logical offspring. Although designed for the same type of network, the features of each 
protocol show several differences. 

Table-driven routing protocols include destination sequenced distance vector (DSDV) 
(Perkins and Bhagwat, 1994), wireless routing protocol (WRP) (Johnson et al., 2001), 
global state routing (GSR) (Pei et al., 2000), fisheye state routing (FSR) (Pei et al., 2000), 
hierarchical state routing (HSR) (Pei et al., 1999), zone-based hierarchical link state 
routing protocol (ZHLS) (Takahashi et al., 2005), clusterhead gateway switching routing 
(CGSR) (Chiang et al., 1997). 

On-demand routing protocols include: cluster base routing protocol (CBRP) (Chen  
et al., 2009), ad hoc demand distance vector routing (AODV) (Perkins et al., 2003), 
dynamic source routing protocol (DSR) (Johnson et al., 2007), temporally ordered 
routing algorithm (TORA) (Park and Corson, 1997), and signal stability routing (SSR) 
(Dube et al., 1997). 
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In the table-driven routing protocols, each node comprises one or more tables 
containing routing information to every other node in the network. All nodes upgrade 
these tables to maintain a consistent form of the network. When the network topology 
changes, nodes send update messages to inform the remaining nodes to update their 
routing tables. 

Unlike table-driven routing protocols, the on-demand protocols all upgraded trails are 
not maintained in each node, but instead created if and when needed. When a source 
wants to communicate with a node, it initiates the destination finder mechanisms to find 
the path to that destination. The route remains valid until the destination becomes 
inaccessible or until the communication between source and destination is terminated. 

3.1 The protocol (DSDV) – dynamic destination-sequenced distance-vector 

The destination-sequenced distance-vector routing algorithm is based on the concept of 
the Bellman-Ford classic algorithm, containing some substantial improvements. Each 
mobile node contains a routing table that includes all the available destinations, the 
number of hops needed to reach that destination, and the sequence number given by the 
destination node. The sequence number is used to distinguish the permanent paths from 
but new to the network to avoid creating loops. Periodically the nodes send the routing 
tables to each neighbouring node. Also, a node sends the routing table in the event of a 
significant change in its table since the last upgrade. Therefore, the upgrade can be 
described as both time-driven and event-driven. 

Upgrades to routing tables can be sent in two ways: full-dump or partial incremental. 
According to the first way, the entire routing table is sent to the neighbours of the 
network and either whole or in packages. According to the second way only those routing 
table documents that have been changed since the last network upgrade are sent. If there 
is space in the upgrade package, then the routing rows of the nodes are included. When 
the network is relatively stable, incremental upgrades are sent to avoid extra traffic 
resulting in the avoidance of full dumps. In a rapidly changing network, incremental 
packets can grow sharply, resulting in frequent full dumps. Each upgrade package, except 
for the routing table, also contains a unique serial number given by the sender. The path 
with the largest serial number, i.e., the most recent one, is used. If two paths have the 
same serial number, the one that has the smallest path is used. 

4 Congestion control 

Congestion occurs in a part of the network when the total amount of data sent to the 
network exceeds its available capacity. Congestion is revealed by the overdue delay of 
packets as well as by packet loss. There are various factors that can contribute to 
congestion, such as the amount of data that is placed on the network, the underlying 
network architecture, network device specifications, packet size, and routing transfer 
protocol. 

There are two general solutions to the problem of congestion, avoidance and control. 
Congestion avoidance attempts to predict when congestion is about to occur and reduces 
the rate of transmission of information at the given time. The algorithm must work in 
such a way that it keeps the response time based on the load and the rate of delivery and 
on the load to the left of the knee position as shown in Figure 4. The congestion control 



   

 

   

   
 

   

   

 

   

    Designing interconnected haptic interfaces and actuators for teleoperations 51    
 

 

    
 
 

   

   
 

   

   

 

   

       
 

attempts to fully exploit the resources networks to transfer data at a rate close to network 
capacity. Network capacity is defined as the point at which any increase in traffic will 
increase the delay but not the rate of return. Congestion control algorithms try to increase 
traffic until network capacity is reached, and then slow down the transmission rate. 
Therefore, these algorithms try to operate to the left of the ‘cliff’ of Figure 4. 

Figure 4 Load diagram in function of delay and throughput 

 

4.1 Congestion control mechanisms 

Some of the most common congestion control mechanisms act as a reduction requirement 
that incorporates: 

 refusal of services: preventing further resource allocation 

 downgrade of services: forcing network users to reduce the load they place on the 
network 

 design: network users are designing their requests to use their resources without 
overloading them. 

To enable each of these mechanisms to work, information about the status of the network 
is required. Various approaches have been proposed and developed to facilitate this: 

 observation of congestion data such as packet loss and delay 

 deliver feeds from the point of congestion to the source 

 rejection of incoming traffic from the congested node 

 congestion control packets sent through the network 
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 packages may have feedback fields that indicate the network congestion status at 
source. 

All these mechanisms for their efficient operation must work quickly, have a low header, 
be fair and allow the network to be used at its limit. 

4.2 Congestion issues in wireless networks 

Within ad hoc wireless networks several issues complicate the identification and the 
control of congestion: 

 intervention from other nodes 

 path failures 

 variable quality of radio signals 

 congestion 

 transmission power. 

In the case of packet loss, appropriate action is not easy because determining the cause of 
the loss is difficult. There have been several mechanisms proposed to help sort the causes 
of packet loss, but they all add extra complexity, may not be compatible with existing 
protocols, and do not cover all possible causes. 

4.3 Weight connection links in ad hoc networks 

To control congestion, most routing algorithms try to detect the state of the links between 
the nodes. Each link is defined as a weight based on a period of time in which a packet is 
transmitted. These weights are summed to give the overall weight for a route. The route 
with the lowest total weight is selected. This route selection method selects connections 
with the least delay and higher bandwidth, and solves many congestion-related issues. 
Transmission times are shorter, require less power consumption and cause less 
congestion. 

4.4 Solving local congestion control 

Since congestion is local, it means that congestion should be addressed locally.  
The packets should be routed around the congestion area. This will avoid packet loss due 
to congestion and would not reduce the transmission rate. The nodes should measure the 
number of queued packets. If for a period of time the average number of packages 
exceeds a certain threshold, the node is considered to be saturated. Immediately the 
saturated node should transmit a congestion notification package to all its neighbours.  
All nodes control and record the volume of data they transmit through neighbours. If the 
average volume of data over a period of time to any neighbouring node exceeds a certain 
level, this node records that it has exceeded the shipping limit for that neighbouring node. 

On receipt of a congestion notification, the sending node checks whether it has 
exceeded the shipping limit to the saturated neighbour node. In this case, the sending 
node should try to find an alternate path to its destination, avoiding the saturated node.  
If all available routes contain nodes that have recently announced congestion and the 
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source node has exceeded the shipping limit to those nodes, then it must wait until an 
alternate path is available. The purpose of the shipping limit allows the algorithm to 
target those nodes that transmit large volumes of traffic through a saturated node. 

5 Haptic interfaces 

Touch is a sensation of key importance for the understanding of the surrounding 
environment and its understanding. The sensation of touch involves the skin’s discretion 
to separate the surface features of objects in the surrounding area, and the kinetic ability 
of the muscles/tendons to determine the body’s position and the distances of the limbs 
from the objects. The sensory organ of the touch, the skin, covers the entire surface of the 
human body and concentrates different types of stimulus receptors, showing different 
sensitivity to a variety of different tactile stimuli. 

The feeling of touch is difficult to synthesise. Additionally, the visual and auditory 
sensory channels predominate over the haptic channel. In contrast, however, with both 
vision and hearing are only passive senses, the touch allows both passive intake of the 
stimulus but also may produce an feedback through active motion response. 

Haptic interfaces allow human (skin and kinaesthetic) interaction with virtual or 
remote robotic systems. They are feedback devices that are used to simulate functions for 
realistic transfer of skin and muscular irritations to the user. An integrated tactile 
interaction system includes the interaction device and a simulation, a representation of 
the virtual environment with which the device handler interacts in real-time. 

By incorporating tactile feedback into a virtual environment, users can recognise, 
push, pull, understand and manipulate environmental objects beyond their simple 
visualisation. 

Haptic interfaces are characterised by two basic functions: 

1 they are used to measure the movement of the user (position, speed, acceleration) 
and enforce feedback on the user 

2 they enforce spatial and temporal constraints of the user’s environment based on 
physical laws. 

The haptic interfaces should: 

 allow perception of movement/position of body limbs 

 improve the skilful execution of tasks 

 allow training in a secure, virtual environment 

 for remote control systems: improve operator performance. 

Some crucial factors that should be taken into consideration in designing an integrated 
haptic interface are: 

 The QoS that the network should fulfil in order to successfully transfer the haptic 
feeling to the user. Recent experiments revealed the QoS requirement that a network 
should fulfil are depicted in Table 1. 
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 The synchronisation of the supermedia streams such as the haptic data stream, voice, 
video and graphics. A successful synchronisation technique for haptic interfaces is 
the enhanced VTR and is analysed in Kokkonis et al. (2017). 

 If the QoS of the network is not adequate for haptic data transferring, then 
congestion control techniques should be enforced in order to avoid congestion and 
degrade the QoE of the user. The most suitable congestion control techniques for 
haptic interfaces are described in Kokkonis et al. (2015). 

The congestion control techniques that are used in this research is the grouping of packets 
(adaptive packetisation) which results in adaptive transmission rate. As described in 
Table 1, most haptic interfaces offer update rate up to 1,000 packets per sec. This update 
rate is extremely high for the MANETS. As multiple hops may occur until a packet 
reaches its destination, the transmission rate should be as small as possible. In previous 
research (Kokkonis et al., 2018) we concluded that as the number of hops increases, the 
number of packet loss and delay is also increased. 

Table 1 QOS requirements for supermedia streams 

QOS Haptics Video Audio Graphics 

Jitter (ms) ≤ 2 ≤ 30 ≤ 30 ≤ 30 

Delay (ms) ≤ 50 ≤ 400 ≤ 150 ≤ 100–300 

Packet loss (%) ≤ 10 ≤ 1 ≤ 1 ≤ 10 

Update rate (Hz) ≥ 1,000 ≥ 30 ≥ 50 ≥ 30 

Packet size (bytes) 64–128 ≤ MTU 160–320 192–5,000 

Throughput (kbps) 512–1,024 25,000–40,000 64–128 45–1,200 

Source: Eid et al. (2011), Iwata et al. (2010), Suzuki and Katsura (2013), 
Isomura et al. (2013) and Hamam and El Saddik (2013) 

In Hasegawa et al. (1999) the authors proposed a haptic controller that reduces the high-
speed refresh rate of a haptic device from 1 KHz to 20 Hz refresh rate of a virtual world 
manager. This sampling coherency problem is solved by introducing an inter-process 
communication, in which a haptic controller sends back the information on the force 
integration to the virtual world manager besides the position of the haptic device. Brooks 
(1990) reported that it is enough for teleoperation systems to send the information of the 
position of the haptic interface to the robotic arm with update rate of 5 to 10 Hz. 

In Kokkonis et al. (2015) it is proposed an algorithm that reduces the sending rate of 
the data packets of the haptic interface based on the conditions of the network. 

This reduction of the update rate is taken into consideration, in order to successfully 
transfer the haptic data over the network. In Kokkonis et al. (2016) it is reported that as 
the number of the intermediate wireless nodes or the update rate increases, the delay, the 
jitter and the packet loss is also increased. 

6 Simulation scenario 

Simulation is a technique that mimics the function of a real system as it develops over 
time. The simulation can be considered as a statistical sampling from a mathematical or 
logical model in order to find results that are essentially estimators of the actual operating 
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and performance parameters of the system under study. It is worth noting that in the 
simulation we distinguish three phases: the preliminary process and modelling, the 
transfer of the model into code of a programming language and the analysis of the results. 

6.1 Advantages and disadvantages of simulation 

The advantages of simulation as a modelling process, has many advantages: 

1 The simulation compresses the real-time needed for an experiment. The experiment 
is virtually carried out on the computer and it imitates the time parameter. So, an 
experiment that may take years in real-time, with the simulation may take a few 
minutes. 

2 The use of the model does not cause harassment in the actual system. 

3 It easier to avoid the sampling error. 

4 The modelling theory that supports it is well defined and implemented without 
modifications. 

5 Analytical models require too many assumptions to solve, resulting in deviation from 
the operating conditions of the actual system. In a simulation model, it is not 
necessary to make many assumptions. 

6 Every simulation scenario is repeated several times to study different system 
configurations or policies. However, this is difficult to do when a real-world 
experiment is actually done. There is the capability to stop the simulation, control the 
results and continue the simulation from the interruption point. 

7 In the process of constructing the model, system variabilities are detected, which 
may not be visible during the operation. These variabilities are included in the model 
and are taken into account through statistical analysis during optimisation. 

8 Simulation is sometimes an excellent tool for training staff, executives, students, etc. 

9 Finally, the simulation model can help design a new system that does not exist. 

On the other hand, there are some drawbacks concerning simulation models: 

1 The techniques are not a clear analytical process of optimising the operation of a 
system. 

2 The development of the model may be time consuming for software development 
and computing resources. 

3 The collection of the initial input data may be difficult and costly. 

4 The simulation model is documented by a series of logical charts and algorithms. 
Using the program without full knowledge of the assumptions may lead to erroneous 
conclusions. 

6.2 The ns2 simulator 

The ns2 simulator is an open source discrete event simulator widespread in the research 
community. It has been developed at Berkeley University in California and expanded to 
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Carnegie Mellon University where it was used to simulate wireless networks. These 
extensions provide a detailed behavioural pattern of the physical and connective layer of 
a wireless site and allow the arbitrary movement of the nodes within the network. Some 
of the most recent proposed routing protocols (DSDV, TORA, DSR, and AODV) are also 
linked to ns2. In each run the simulator takes a scenario that describes the exact 
movement of each mobile node along with the packet frequency coming from each node 
as the time progresses. 

6.3 The structure of ns2 

The ns2 is a network simulator that simulates a variety of IP networks and is written in 
C++ and Otcl (Issariyakul and Hossain, 2012). It implements transport protocols like 
TCP and UDP, traffic source behaviours such as FTP, telnet, web, and more. Ns2 also 
implements multicasting and some of the MAC layer protocols for local LAN 
simulations. 

In addition, ns2 is an object-oriented Tcl command file interpreter with a simulation 
event programmer and network object libraries (Issariyakul and Hossain, 2012). Thus, in 
order to use ns2, we can program in the OTcl command file language. For organising and 
running a simulation scenario, a user must write a script of OTcl commands that initiates 
an event scheduler, defines network topology using network objects, sets traffic sources, 
and start and stop sending packets through the event scheduler. 

Ns2 as mentioned above is written not only in OTcl but also in C++. In order to 
reduce processing time, the event scheduler and basic network objects are written and 
compiled using C++. These compiled objects are available to the interpreter by creating a 
corresponding OTcl object. In this way, C++ object are given in OTcl. Objects in C++, 
which should not be tested in a simulation or used internally by another object, should not 
be connected to OTcl. In addition, an object can be implemented entirely in OTcl. The 
structure of ns2 is depicted in Figure 5. 

Figure 5 Structure of ns2 

 

Source: Issariyakul and Hossain (2012) 
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6.4 Topology of simulation 

In the present work a 670 m  670 m square is simulated, in which freely movable nodes 
are communicating. The number of nodes ranges from 10 to 50. Inside this block are also 
fixed nodes that communicate with the mobile nodes with the help of base-stations.  
The base-station nodes are placed in appropriate locations to adequately cover the entire 
geographic area of the simulation. Five base-station nodes are used in a star topology.  
All base-stations are wired through the base-station BS0, as shown in Figure 6. 

Figure 6 Simulation topology, position of base-stations (see online version for colours) 

 

The initial placement of the mobile nodes is done randomly. The ‘setdest’ program 
contained within ns2 is used to assist with this placement. 

6.5 Mobility of nodes 

The mobility model applied to the simulation is the ‘random way-point’. According to 
this model the nodes move at a constant speed which takes values between the range  
[0, Vmax = 1.5 m/s]. The velocity vector changes at regular intervals, while between this 
interchange the node remains stationary for t = 40 s. Such mobilities are encountered in 
conferences, in emergency situations and in the simple case where a person walks in the 
street. All nodes remain stationary for the first 40 seconds and then begin to move.  
To achieve this mobility, the setdest program was used with the following syntax: 

 ./setdest -v 1 -n 40 -p 40 -M 1.5 -t 900 -x 670 -y 670 
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In the above command, v indicates the version of setdest, n the number of mobile nodes, 
p the pause time in sec, M the maximum node speed, t the simulation time, and x, y the 
geographic dimensions of the simulation. The total simulation time is set to t = 900 sec. 

6.6 Communication of nodes 

The nodes communicate with each other at a fixed transmission rate of four packets per 
second. The packet size is set to 512 bytes. This packet size was chosen as it represents a 
frame of eight packets from 64 bytes each. We enforced the congestion control technique 
of grouping of packets which reduces the packet rate. The grouping of eight packets per 
frame does not decreases the QoE of the user as shown in Fujimoto and Ishibashi (2005). 
Sending packets begins at t = 40 sec and stops at the end of the simulation at t = 900 s. 
The maximum number of connections between the nodes was set 8. To achieve this, the 
cbrgen program has the following syntax: 

 ./ns cbrgen.tcl -type cbr -nn 50 -seed 1 -mc 8 -rate 0.25 

In the type parameter we state the type of connection and we can choose between cbr and 
tcp. In parameter nn we select the number of nodes, in the seed we select the randomness 
coefficient, in mc the maximum number of connections, and in the rate the packet 
transmission rate per second. 

At the beginning of the simulation and during all the nodes send signals to their 
neighbours to declare their presence. 

Each neighbour node receiving this signal registers this node in the routing table and 
sends a message to its neighbours as well. This answer is shown in Figure 7. 

The data, i.e., the interchange of data between nodes, occurs after 40 sec. 
In the event that a node cannot communicate with another node because it could not 

update its routing table then the packet drops. 

6.7 Performance metrics 

To measure performance of routing protocols, various performance parameters are taken 
into account. The parameters that were measured for the study of the routing protocols 
are: 

 Package delivery ratio: the packet delivery ratio in the simulation is defined as the 
ratio between the packet numbers sent to the ‘constant bit rate’ (CBR) sources and 
the packet numbers delivered to their destination. It describes the percentage of 
packets reaching its destination. 

Package delivery ratio Nunber of packets delivered Number of packets sent  

 Normalised routing load: it depicts the total number of routing packets sent during 
the simulation via the number of packets send from the source nodes. It is noted that 
each ‘hop’ of a routing packet is counted as a different routed packet. 

Normalised routing load

Number of packets routed
Number of packtes sent from sources

Number of packets sent from sources

 
   
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The normalised routing load express the efficiency of the routing protocols that 
enforced in the simulation. 

 Average end-to-end delay: it includes all possible delays caused by: 

a temporary storage during route finding 

b delay as packets wait in queue 

c retransmission delays at MAC level 

d transmission duration. 

The average end-to-end delay is very important to haptic applications as they require 
little delay for data transfer. Table 1 show that the delay of haptic packets should be 
below 50 ms, in order to have maximum QoE for the user. 

7 Simulation results 

Running the model described in the above section for 10, 20, 30, 40 and 50 nodes, 
respectively, the following diagrams appear: 

7.1 Normalised routing load 

As can be seen from Figure 7, the normalised load increases as the number of wireless 
nodes increases. It can be noted that until 40 nodes the normalised routing load is almost 
steady. For 50 nodes the normalised load increases quick, which means that congestion is 
starting to appear. Until 40 nodes the routing load is near 0.023. This means that the 
number of routed packets was increased only by 2.3%. The normalised routing load was 
quite small because the nature of ad hoc networks. Nodes try to communicate  
peer-to-peer directly with each other and try to avoid the intermediate routers. 

Figure 7 Normalised routing load (see online version for colours) 

 

7.2 Average end-to-end delay 

As expected, the average end-to-end delay increases with the increase in node number, as 
the intermediate nodes increase, the routing packets increase. Again, as in Figure 7, it is 
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obvious that until 40 nodes the average end-to-end delay is almost steady. For 50 nodes 
the network is heading to congestion. For 40 nodes the delay is 7.1 ms, which is barely 
acceptable for interconnecting haptic interfaces. For 50 nodes the delay is 9.65 ms which 
is unacceptable for haptic applications. 

Figure 8 Average end-to-end delay (see online version for colours) 

 

7.3 Package delivery ratio 

Figure 9 shows that although the nodes increase, the packet delivery ratio is almost 
steady near to 0.995. Congestion has not begun to appear as packet loss is fairly low.  
If we combine Figures 8 and 9, for 50 nodes, the delay has started to increase but the 
packet loss is little. This means that the buffers at the routers have many queued packets 
but their buffers are not yet overflowing. 

Figure 9 Package delivery ratio (see online version for colours) 
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8 Conclusions 

From the above charts, and from the protocols analysis that preceded it, one concludes 
that for small MANETS, with few haptic interfaces, the DSDV routing protocol works 
satisfactorily. As the number of nodes grows and new haptic interfaces are added, 
congestion occurs. The result of this congestion is to increase the end-to-end delay of the 
packets, but also to increase the number of lost packets. A good congestion control 
technique is to group the number of packets into frames, so as to lower the packet rate. 
An intermediate haptic controller should be enforced in order to lower the update rate of 
the haptic packets that are transmitted though the network. 

The DSDV protocol, as mentioned above, is a table-driven protocol, so as the 
network grows, its routing tables grows. Spreading this routing table to all network nodes 
is intensive and time consuming. On the other hand, on-demand protocol, when a node 
wants to communicate with one another, the routing tables will be upgraded and only the 
nodes joining the two communicating nodes. Therefore, on-demand protocols, such as 
DSR, are suitable for networks with a large number of nodes and frequent modifications 
of network topology. 

It has also been observed that as the number of wireless nodes increases in a wireless 
network, both the normalised routing load and the average end-to-end delay increase.  
On the other hand, packet delivery ratio shows that you do not change in the same way, 
because at the first stages of congestion, the routers buffer the queued packets. At that 
point the source should decrease its sending rate, in order to avoid congestion. 

As a future work the authors intent to enforce the DSDV and the DSR protocol for 
real world experiments on interconnecting haptic interfaces with robotic arms over 
MANETS. The number of the intermediate nodes and the update rate will be variously 
changed in order to study the variation of delay, jitter and packet loss of the network.  
The maximum QoE of the haptic user will also be investigated the mean opinion score 
evaluation. 
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