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ABSTRACT

Optical on-chip communication is considered a promis-
ing candidate to overcome latency and energy bottle-
necks of electrical interconnects. Although recently pro-
posed hybrid Networks-on-chip (NoCs), which imple-
ment both electrical and optical links, improve power
efficiency, they often fail to combine these two intercon-
nect technologies efficiently and suffer from considerable
laser power overheads caused by high-bandwidth opti-
cal links. We argue that these overheads can be avoided
by inserting a higher quantity of low-bandwidth optical
links in a topology, as this yields lower optical loss and
in turn laser power. Moreover, when optimally com-
bined with electrical links for short distances, this can
be done without trading off latency.
We present the effectiveness of this concept with Lego,
our hybrid, mesh-based NoC that provides high power
efficiency by utilizing electrical links for local traffic, and
low-bandwidth optical links for long distances. Electri-
cal links are placed systematically to outweigh the seri-
alization delay introduced by the optical links, simplify
router microarchitecture, and allow to save optical re-
sources. Our routing algorithm always chooses the link
that offers the lowest latency and energy. Compared to
state-of-the-art proposals, Lego increases throughput-
per-watt by at least 40%, and lowers latency by 35% on
average for synthetic traffic. On SPLASH-2/PARSEC
workloads, Lego improves power efficiency by at least
37% (up to 3.5×).

1. INTRODUCTION

Many high-performance computing (HPC) systems
are already equipped with chip multiprocessors that ex-
hibit up to 100 cores [1, 2, 3] – a number expected to fur-
ther increase. This shift rendered the on-chip network
to be the limiting factor in terms of performance and
power. Meanwhile, technology scaling has been creating
energy and delay bottlenecks in electrical interconnect
technologies [4]. It is commonly expected that electrical
interconnects will not be able to satisfy the demands of
future HPC applications [5].
Enabled by silicon photonics, optical on-chip commu-
nication has become a viable candidate to supplement
or even replace electrical interconnects. Immense band-

width scalability through Dense Wavelength Division
Multiplexing (DWDM), signal propagation of light, and
almost distance-independent energy consumption are
compelling properties to assume that optical intercon-
nects might be a key disruptive technology for future
many-core chips.
Optical Networks-on-chip (ONoCs) could either imple-
ment optical links only (all-optical) or combine them
with electrical links (hybrid). In either case, their de-
sign is a challenging task which requires detailed knowl-
edge of the properties of silicon photonic devices, power
and throughput requirements of many-core chips, and
a careful analysis of the relationship between optical
bandwidth and power consumption. Nanophotonic de-
vices and materials, as well as NoC architectures, are
therefore hot research areas and essential to reach the
full potential of ONoCs.
In this paper, we provide a detailed study of the trade-
offs regarding latency and power consumption of op-
tical and electrical links for current technologies, and
identify the cases in which one interconnect technology
should be preferred to another. Moreover, we conduct a
systematic exploration of optical bandwidth vs. power
consumption in DWDM links.
Based on our study, we propose Lego, a low-power hy-
brid ONoC design based on a design-friendly, mesh-
based layout. We utilize electrical links for local com-
munication with direct neighbors, where they provide
low latency at low energy costs. Optical links are used
in the mesh rows and columns for destinations residing
at larger distances where they are superior to electri-
cal links regarding energy and latency. We implement
optical links with lower bandwidth than recent propos-
als and supplement them with electrical links to out-
balance latency drawbacks introduced by serialization
delays. Our routing algorithm minimizes the number
of hops (at most two between any source-destination
pair), and always chooses the path that provides the
lowest energy and latency by performing distance-based
routing to either route on electrical links, optical links,
or a combination thereof. Minimizing link and router
traversals, and always choosing the lowest energy and
latency link, makes Lego highly efficient in terms of la-
tency and dynamic power.



Figure 1: Single-Writer-Multiple-Reader Optical Bus

We make the following novel contributions:

(i) We propose a novel hybrid NoC design Lego that
saves power by combining electrical and optical links in
an optimal, distance-based fashion without trading-off
latency or throughput.
(ii) Optical links are more abundant in Lego than in
recent proposals but have lower bandwidth. This saves
laser power without latency drawbacks when combined
with electrical links for local traffic.
(iii) Electrical links for neighbor traffic allow 1) energy-
efficient short-distance communication, 2) a much sim-
plified router microarchitecture and 3) savings of optical
resources.
(iv) Lego improves throughput-per-watt by up to 4x
(40% on average) and packet latency by 35% on aver-
age (for synthetic traffic), and power efficiency by at
least 37% (SPLASH-2/PARSEC).

2. OPTICAL VS. ELECTRICAL LINKS

Deciding on when to utilize optical and electrical links
depends on a number of design aspects affecting latency
and power consumption. In this section we discuss these
implications for electrical and optical links, and identify
their benefits and drawbacks.
Fig. 1 depicts a basic Single-Writer-Multiple-Reader op-
tical bus (SWMR) in which Tile 0 sends and x number
of tiles receive. A laser source provides wavelengths
(λ1..λn) which are coupled into a waveguide. Tile 0
sends data by modulating on the n wavelengths, thus
requiring a modulator bank with n modulators. To re-
ceive data, tiles implement filter banks – one ring filter
for each λ. Optical data transmission includes opti-
cal data generation and serialization in the electrical-
to-optical (E/O) backend circuitry, wavelength mod-
ulation, waveguide traversal, wavelength filtering, and
optical-to-electrical data conversion (O/E) through de-
tection and deserialization.

2.1 Power Consumption

2.1.1 Optical Links

Static power is the main contributor to the total power
consumption in optical interconnects and consists of
laser and ring heater power. The latter is required to
mitigate temperature variations and post-manufacturing
geometric mismatches of microring resonators. Ring
heater power used to be prohibitively high in NoCs on
a larger scale (> 10000 rings) [6]; however, significant
research efforts in ring tuning techniques in recent years
lead to a decrease in ring heating down to 20µW/ring

or even 5µW/ring for some technologies [7] [8]. Ather-
mal microring resonators are also a hot research topic
which would reduce temperature dependency to a tol-
erable level that would cancel the need for ring heating
of microrings [9] [10]. Ring heating power is therefore
likely to be manageable in the near future.
Laser power depends on losses of silicon photonic de-
vices, which require the laser source to provide more
output power to drive all receivers at satisfactory bit-
error rates. The optical path that introduces the highest
insertion loss (ILmax) determines the output power per
wavelength. Current laser efficiencies and device losses
require a very careful design of optical links to avoid ex-
cessive laser power [11]. Although devices are evolving,
there is no clear roadmap for nanophotonics. The NoC
layout should therefore aim to minimize ILmax.
Besides ILmax, laser power depends on the number of
wavelengths provided by the laser source and the num-
ber of readers/detectors it has to drive, depicted in
Fig. 2 and Fig. 3, respectively. We modeled laser power
with DSENT [12] using IL parameters listed in Tab. 2.
Fig. 2 demonstrates the relation between laser power
and number of wavelengths in an 10mm Single-Writer-
Single-Reader (SWSR) bus. Laser power grows expo-
nentially with increasing number of wavelengths since
more wavelengths do not only have a direct effect on
the laser source itself, but also increase ILmax as they
lead to more microrings that are passed by wavelengths
(’ring-through’ loss), as well as crosstalk noise which sig-
nificantly increases with the number of wavelengths [11].
From a power perspective, it is therefore more efficient,
for instance, to implement two SWSR buses with 16λ
each rather than one 32λ bus. A larger number of
low-bandwidth links in a topology could thus be more
power-efficient than a small number of high-bandwidth
links shared by a number of nodes.
These effects are further aggravated when there is more
than one reader attached to an optical bus, as shown
in Fig. 3, as even more microrings lead to even higher
ILmax. Increasing numbers of readers lead to higher
laser power since the laser source has to drive more
photodetectors, and is increasingly critical with higher
bandwidth. It is therefore desirable to keep the number
of readers and wavelengths of an optical bus as low as
possible; however, as these two aspects also determine
bandwidth/throughput, it is crucial consider these as-
pects carefully for low-power, low-latency designs.

2.1.2 Electrical Links

Global electrical wires have become increasingly energy-
hungry in many-core architectures [4], as they require
repeaters, regenerators or buffers to provide satisfac-
tory signal integrity and latency, with increasing en-
ergy consumption for longer link lengths. Fig. 4 shows
the difference in energy per 64-bit flit over an electrical
and optical link with increasing link length, modeled in
DSENT with a 22nm technology. For short distances,
the electrical link is more energy-efficient as it does not
require E/O and O/E conversion circuitry. However, for
link lengths > 1mm, the almost distance-independent
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Figure 2: Laser Power vs. Num.
of Wavelengths in a SWSR bus
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Table 1: Latency of a 64-bit flit on an optical link. For
simplicity: tprop = 1

Number of
Wavelengths

Serialization
Degree

Delay
(E/O + tprop + O/E)

32λ 1:1 3 (1 + 1 + 1)
16λ 2:1 4 (2 + 1 + 1)
8λ 4:1 6 (4 + 1 + 1)
4λ 8:1 10 (8 + 1 + 1)

energy consumption of optical data transmission out-
performs electrical links. From an energy perspective,
it is therefore only beneficial to utilize electrical links for
destinations < ∼1mm. For instance, in a 64-core chip,
tile widths/lengths are often between 1-2mm for com-
mon die sizes of 225mm2. This would mean that only
communication to direct neighbors should be electrical.
Besides, router traversal of a 64-bit flit in 22nm at 5Ghz
requires 2pJ, which is similar to the energy needed to
traverse a link of 1.3mm - further emphasizing the im-
pact electrical links have on total energy consumption.

2.2 Latency

Electrical signal propagation takes 131ps/mm in an
optimally repeated wire at 22nm [13]. At 5Ghz, one
hop over an electrical link in a NoC is therefore com-
monly accepted to take one clock cycle (we note that
this is also subject to clock frequency, layout, final link
lengths, etc.). Optical links, on the other hand, re-
quire E/O and O/E conversions and on-the-fly propa-
gation delay (tprop), which take at least one clock cycle
each (3 cycles in total). However, optical links leverage
the signal propagation of light (11.4ps/mm for current
technologies [14]), which is particularly beneficial for
long-distance communication, especially because opti-
cal links, as opposed to electrical, do not require pipelin-
ing and do not introduce further distance-related laten-
cies. For instance, with 11.4ps/mm propagation delay,
data can be sent within one clock cycle to any core
located at distances < 17.5mm assuming a core clock
frequency of 5Ghz (200ps clock cycle).
Although all optical components add to the optical

delay (modulator (3.1ps), detector(0.22ps), E/O(9.5ps)
and O/E(4.0ps) [15]) the major contributor is data mod-
ulation, i.e. the time it takes to serialize a packet based
on the available bandwidth. This is outlined in Tab. 1,
which lists the impact on the delay of a 64-bit flit with
different number of wavelengths, assuming link prop-
agation delay of 1 cycle for simplicity, 10Gb/s modu-

lators and 5Ghz clock frequency. These values are an
important guideline to trade-off power and latency. For
instance, increasing link bandwidth from 16λ to 32λ de-
creases latency only by one clock cycle, but more than
doubles laser power (see Fig. 2). Bandwidths lower than
8λ introduce too much latency for too little power ben-
efits.
To result in minimum packet latencies, these delays
must be compared to electrical delay. Although electri-
cal links do not need E/O and O/E conversions, the only
energy-efficient way of reaching distant cores is through
several hops in a topology, which includes router de-
lay. Router traversal delay depends on the clock fre-
quency, where high clock frequencies of 5Ghz may need
up to 5 pipeline stages, as in Intel’s TeraFLOPS de-
sign [2]. If we assume aggressively pipelined routers that
can be traversed in two clock cycles (assuming enough
link bandwidth), one hop would take 3 cycles. While
this delay adds up for each additional hop to reach a
destination, hardly any delay is added on optical links
when the distance increases (assuming direct connec-
tions). From this perspective, optical links are superior
when destinations are at 2-hop distances or further away
in a topology when optical bandwidth is at least 8λ.

3. NETWORK ARCHITECTURE

This section introduces Lego, in which we apply the
findings of the previous section to minimize laser power,
dynamic power, and packet latency, by

• Minimizing the number of wavelengths available
for optical data transmission while still staying su-
perior to electrical links in terms of latency.

• Minimizing the number of readers in optical links.

• Minimizing energy consumption by 1) using elec-
trical links only for 1-hop distances, 2) using opti-
cal links otherwise, and 3) keeping the total num-
ber of link traversals low by allowing paths of at
most of 2 hops for any source-destination pair.

3.1 Topology

Lego arranges nodes in a 2D mesh as this allows an
efficient layout of the optical links, as we will discuss
in Section 3.1.2. Each node is connected to its di-
rect neighbors via electrical links, illustrated in green
in Fig. 5/6. Moreover, they are connected to every

3



Figure 5: Lego8: 8 router groups (four row/column)
connect 16 nodes each

Figure 6: Lego16: 16 router groups (eight row/column)
connect 8 nodes each

node in their optical router group with an optical
link. We study two different variants of Lego, Lego8
and Lego16, which both utilize the same routing algo-
rithm and router architecture, but provide a different
number and arrangement of optical links. This allows
us to study the trade-off of varying levels of bisection
bandwidth and power consumption. Lego8 has four op-
tical router groups in its rows and columns (8 in total),
with 16 nodes belonging to one router group. In Lego16,
each row/column is an optical router group (16 in to-
tal), with 8 nodes belonging to one router group. The
optical layout is similar to LumiNoC [16], however, Lu-
miNoC deploys optical links only, resulting in a different
routing algorithm and router microarchitecture.

3.1.1 Optical Router Group

All nodes belonging to the same optical router group
are connected to each other in a crossbar fashion, with a
distinct SWMR bus for each node. Fig. 7 gives a close-
up to an optical router group with 16 nodes, as imple-
mented in Lego8. For simplicity, the figure only shows

Figure 7: Optical router group layout (here for Lego8).
Control network has the same layout but is omitted for
simplicity. Nodes modulate data on the tx path (red)
and receive on the rx path (green).

the SWMR buses of a few nodes. Every other node
owns an equal, separate bus for sending. We chose a
U-shaped layout (like in [16]) of the optical links which
allows nodes to reach every other node by modulating
data on the transmit side of the link (red). All receiving
nodes attached to the bus filter out the optical data on
the receive side (green). Optical router groups with 8
nodes like in Lego16 have the same layout like in Fig. 7,
just without the lower row of nodes (08 -15).
In our topology, nodes do not need modulators, ring

filters and detectors for communication with its direct
neighbors because they are connected to them electri-
cally. This reduces the total number of microrings, and
thus area and ring heater power. For instance, in Fig. 7,
node 01 and 08 have no ring filters on the SWMR bus
of node 00, because our routing algorithm will choose
electrical links for neighbor traffic. The same applies to
every other node in our topology and its neighbors.
The difference between Lego8 and Lego16 topology-wise
is that the former provides fewer optical link groups,
but in each group twice as many nodes are connected.
This allows to reach more nodes in one-hop distance, de-
creasing zero-load latency. However, this provides less
bandwidth as each node has to use the same optical link
to reach a larger number of nodes. Lego16 has twice as
many optical link groups, but connects half the num-
ber of nodes, which decreases the number of nodes in
one-hop distance, and thus zero-load latency, but also
increases bandwidth which might be beneficial for cer-
tain workloads and injection rates. More optical links,
however, also lead to higher laser and ring heater power.
In Section 4, we study these different topological con-
siderations and their effect on latency and power.

Control Network.
Based on our study in Section 2, we aim to keep the

number of receivers on the SWMR buses as low as pos-
sible to result in low laser power. So far, for N number
of nodes attached to each router group and n number of
the sender’s direct neighbors, the number of readers the
coupled laser source of each SWMR bus has to drive is
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N − n − 1 (−1 for the sender itself, N being either 8
or 16). This would result in high laser power overheads
as Fig. 3 illustrates. We therefore implement a paral-
lel, low-overhead control network for each SWMR bus,
similar to the ’reservation-assisted’ SWMR bus in [17].
The purpose of this control network is to control the re-
ceiver’s ring filters so that, at any time, only one node
on the receive side of the bus filters out modulated data.
This significantly reduces laser power as it sets the num-
ber of readers the laser source has to drive to one. This
is enabled by ring heaters capable of tuning microrings
by shifting their resonance wavelength(s) so that they
respond to particular wavelengths, or detune them to
let wavelengths pass without filtering them - allowing to
switch on and off microrings as desired. Tuning speeds
have been subject to extensive research [18, 19, 20]. Re-
cent studies found microrings to optically stabilize in
less than 100ps [18], and total tuning times of at most
500ps [19] - 2-3 clock cycles at 5Ghz clock frequency. As
E/O conversion and optical signal propagation takes at
least one cycle, we pipeline data transmission by let-
ting the sender start sending one cycle before ring tun-
ing is finished. This leads to one clock cycle of ring
tuning/detuning delay, with a reasonable assumption
of 400ps ring tuning latency.
Each node in the router group owns one SWMR control
bus for its SWMR data bus to realize this functionality.
Both buses have the same layout, merely the number of
wavelengths, and thus modulators and ring filters, dif-
fer. Transmitting data over optical links thus obeys the
following process:

1. Initially all nodes are detuned and do not filter the
wavelengths.

2. When a node wants to send data, it first sends out
a control packet containing the destination node
and packet size on the control network to all re-
ceivers.

3. The destination node tunes in and all other nodes
keep their filters on the data bus detuned. The
packet size indicates the duration of which ring
filters have to stay tuned/detuned.

4. The sender starts transmitting its data.

Control packets are very small and therefore only re-
quire low bandwidth. We support two packet sizes, 64
bit and 576 bit, as they are present in common CPU ar-
chitectures for miss request/coherence traffic and cache
line transfers, respectively. Depending on the router
group size, either 3 or 4 bits are needed to encode the
destination ID (< 8 (Lego16) or < 16 (Lego8), sender
and direct neighbors are not part of the possible desti-
nations). Adding one bit to encode the packet size, this
makes 4 bits / 5 bits, which can be modulated in one
clock cycle with 2/3 wavelengths, respectively. Assum-
ing one clock cycle for packet processing and ring tuning
each, this would result in a latency overhead of 5 clock
cycles (on-the-fly delay of optical signals in Lego is al-
ways 1 clock cycle as the distance between two nodes in

a router group is always < 17.5mm). As we will show
later, the latency and power overhead introduced by
the control network is negligible compared to the laser
power savings it provides. We note, however, that this
latency overhead slightly distorts our latency analysis
in Section 2, and would make electrical links the faster
medium for 2-hop distances, too, and not just for direct
neighbor traffic. We still stick to our restriction to use
electrical links only for one hop traffic as our analysis
in DSENT showed that 2-hops in the electrical domain
require 3.5x the energy of 1-hop in the optical domain.
We leave the study of whether this large overhead is
worth the latency benefits in this case to future work.

3.1.2 Layout

Implementing ONoCs with silicon photonics requires
a careful consideration of the implications of layout and
device technologies. We target low laser power by pro-
viding a larger number of low-bandwidth links rather
than few high-bandwidth links. It is important to note
that this approach decreases laser power only if the
higher number of waveguides does not lead to a higher
number of waveguide crossings, which could increase
ILmax and possibly diminish some of the power savings.
In our layout, waveguide crossings occur when optical
links located in the columns cross the ones in the rows.
For that reason, we assume 3D-integration with the op-
tical circuitry of row and column router groups placed
separate photonic layers to eliminate in-plane waveg-
uide crossings [21].
Depending on the topology, an optical router group has
either 8 (Lego16) or 16 (Lego8) nodes attached to it,
which requires 16 or 32 waveguides for the data and
control network. Although current technologies allow
waveguide dimensions of 520nm width [11], sufficient
clearance is needed to avoid optical signal interference.
As microring resonators have a diameter of 5µm [22],
we assume a waveguide pitch of 15µm, leaving 5µm
clearance [16]. For 16 and 32 waveguides per router
group, this layout requires < 0.25mm and < 0.5mm,
respectively, for the optical links in the rows and col-
umn. With a die size of 225mm2, this would allow the
conventional tile sizes of 1mm2 while providing suffi-
cient area for interfacing and placement of the photonic
devices in the topology’s rows and columns.
Our mesh-based layout is not only benign to VLSI floor-
planning, but also omits the need for a large number of
laser sources and allows to place laser sources on the
edges of the chip. This is important as chip packaging
is one of the major cost factors of silicon photonic chips
due to expensive coupling of the off-chip laser source.
Therefore, designs are likely to have to oblige to tight
packaging constraints which have to be taken into ac-
count by designers.

3.2 Routing Algorithm

Our routing algorithm aims to minimize link traver-
sals and always chooses the link that offers the lowest
energy and latency to keep dynamic power and latency
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as low as possible. Therefore, based on the relative po-
sition of the sender and destination, the former either
sends on an optical link, electrical link, or a combina-
tion thereof. We classify routing into four cases, demon-
strated in Fig. 8 - 11 in a 6x6 Lego8 design for simplicity
(green links indicate hops over electrical links and blue
links over optical):

1. Case 1 (Fig. 8): Source and destination node are
direct neighbors in the 2D mesh. In this case, the
source sends its packet directly to the destination
using electrical mesh links.

2. Case 2 (Fig. 9): Source and destination node are
in the same column or row group, but not direct
neighbors. In this case, the source node uses its
column/row optical link to send data directly to
the destination node (e.g. node 00 to 07, and node
14 to 23).

3. Case 3: Source and destination node are neither
in the same row nor column group. In this case,
the source will first use its optical row link to send
to the node that resides in the same column group
as the destination node. Once the packet is re-
ceived by the intermediate node, two possibilities
exist:

(a) Case 3.1 (Fig. 10): The destination node is a
direct neighbor. The intermediate node pro-
ceeds by sending data to the destination via
the electrical mesh link (e.g. node 00 to 26,
and node 14 to 29).

(b) Case 3.2 (Fig. 11): The destination node is
not a direct neighbor. The intermediate node
then proceeds by sending data to the destina-
tion via its optical column link (e.g. node 00
to 35).

Each node merely needs to compute is its own and its
destination’s position, and possibly one intermediate
node in case the destination is not directly reachable.
To provide our architectural simplifications to the elec-
trical network, these are the only existing routing sce-
narios (e.g. it is not possible to use first an electrical
and then an optical link). In the worst case (Case 3.2),
optical data transmission is performed twice, and router
traversal three times. This leads to high efficiency both
in terms of packet latency and dynamic power consump-
tion. Moreover, the electrical mesh network is simpli-
fied substantially because no actual routing needs to be
performed on the electrical links: A node uses a mesh
link only if the packet’s destination is on the other side
of this link, making routing computation dispensable
since each incoming packet on this link is forwarded to
the local tile.

3.3 Router Microarchitecture

In Lego, each router has to handle data communica-
tion through both its electrical and optical ports. We il-
lustrate our router microarchitecture proposal in Fig. 12.
Depending on the relative position of the router in the

mesh (either at the border or center), the number of out-
put ports for the electrical mesh links varies. In both
Lego8 and Lego16, each node has two output ports for
the optical links in its row and column group.
Optical input and output ports implement the E/O
and O/E signal conversion circuitry prior to the input
buffers. Based on our routing algorithm, incoming data
on the mesh links is always intended for the local core.
Therefore, no routing computation has to be performed.
It suffices to store incoming flits in buffers and multiplex
them to the output port leading to the local core. This
requires a small crossbar for arbitration between pack-
ets incoming from the mesh links, and those that were
received on the other ports. However, this greatly sim-
plifies the router’s crossbar from a 7x7 to 3x7 crossbar,
leading to a much lower power and area footprint than
conventional mesh routers. For every other input port,
routing computation and switch allocation is executed
in the conventional way.

4. EVALUATION

4.1 Experimental Set-up

We compare Lego to a wide range of the most recent
NoC proposals. Several ONoCs utilizing optical links
for long-distance and electrical links for short-distance
communication have been proposed in recent literature.
We chose to compare Lego to the most competitive de-
signs that come closest to our goal of combining electri-
cal and optical links in the most efficient manner, i.e.
Atac [23], Firefly [17], and Meteor [15]. In addition,
we compare Lego to the state-of-the-art, low-power all-
optical NoC QuT [7], and LumiNoC [16]. To outline
the benefits of implementing optical links, we also add
an electrical baseline 2D Mesh.
We use DSENT [12] for area and power estimations,
and Sniper [24] for performance and energy modeling
of SPLASH-2 [25] and PARSEC [26] applications with
the sim-large input set. Results are measured during
the parallel phase of the applications after caches have
been warmed up. Sniper is configured according to
Xeon X550 Gainestown chip multiprocessor [27], and
uses private L1I and L1D caches (32kB) and a shared
LLC (16MB), with memory controllers placed on the
top and bottom rows. We use a 22nm technology, 5Ghz
clock, 10Gb/s modulators/detectors, and a die size of
225mm2 with square tiles. For synthetic traffic, we use
the cycle-accurate simulator HNOCS [28], and assume
a data packet size of 256 bits and flit size of 64 bit. We
study our NoC topologies for 64 nodes and assume an
8x8 layout.
Atac [23] consists of a 2D electrical mesh that is over-

layed by an optical network (ONET). In the 64-node
version, each node is connected to the ONET, which
is a bundle of 32 SWMR links that carry 64 wave-
lengths each. Packets for destinations less than four
hops away are sent on the electrical mesh, and on the
ONET otherwise. Both electrical and optical links are
64-bit wide. Atac+ [10] improves Atac by adding a
more performance-efficient star network and an adap-
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Figure 12: Router Architecture

tive Ge laser that allows to adjust the output power
to the traffic demands. As the latter is a technologi-
cal advancement, and we are focusing on architectural
improvements in this paper, we only adapt the star net-
work to the traditional Atac design.
Firefly [17] divides the 64 nodes into four similar sized
clusters of 16 nodes each. Within each cluster, four hub
routers form an electrical 2D mesh, with four nodes con-
centrated at each hub. Each of these four hub routers
has a dual in every other cluster, with which they are
connected optically. Hubs use the electrical mesh to
send to destinations residing in the same cluster, and
optical links to their duals for inter-cluster communica-
tion. Optical links are implemented as reservation-

assisted SWMR buses (R-SWMR), as introduced ear-
lier. Therefore, prior to optical data transmission, con-
trol packets are exchanged and rings tuned/detuned.
We assume enough optical link bandwidth so that con-
trol packets (4 bits) and data packets are modulated in
one clock cycle, i.e. 2λ on the control channels, and 32λ
on the data channels. Electrical links are 64-bit wide.
Meteor [15], similar to Atac, implements a 2D electri-
cal mesh and overlays it with an optical network. How-
ever, in Meteor, there are only four optical hubs through
which the ONET can be accessed. Photonic Regions
of Influence (PRI) determine the grouping of nodes to
the hubs. With an 8x8 layout, their study shows that
grouping 16 nodes to each PRI is the most efficient de-
sign variant. We divide the 8x8 layout into four square
4x4 submeshes and place the hub router in the middle
of each submesh for the highest efficiency. If the desti-
nation node is closer than the node’s PRI hub, it will
send the data packet over the electrical mesh. Other-
wise, it will route the packet to the hub, which will then
send the packet optically to the PRI region of the desti-
nation node, which will then forward the packet to the

destination using the mesh. The ONET connects the
PRI hubs using four Multiple-Writer-Multiple-Reader
(MWMR) buses, on which each hub can send on a 128-
bit wide link. We assume 64-bit wide electrical links.
QuT [7] is a low-power, all-optical NoC that uses pas-
sive microring resonators to route optical signals ac-
cording to their wavelength. Senders modulate data on
the wavelength set that is assigned to the destination
they want to address. For N nodes, QuT uses N/4
wavelength sets for addressing to reduce the number of
microrings and laser power. As every destination has
one ejection channel, a separate control network is re-
quired to resolve contention at the destinations, imple-
mented by exchanging control messages prior to data
transmission. The control network is implemented with
MWSR buses. Control packets are modulated on one
wavelength, and data packets on 8 wavelengths [7].
LumiNoC [16] has the same topology as Lego16, but
does not implement electrical links and uses optical data
transmission only. If the destination is in the same
row or column, it can be reached in one hop. Other-
wise, XY optical routing is performed like in routing
case 3.2 (Fig. 11). LumiNoC implements a MWMR
bus combined with an arbitration mechanism to share
optical bandwidth. In this paper, we are interested in
the power and performance benefits of topologies that
optimally combine electrical and optical links. There-
fore, we implement the router groups in LumiNoC like
in Lego, with 8λ on each link, without the arbitration
functionality. This allows us to study how much bene-
fits we can get by combining electrical and optical links,
rather than using optical links only. We note that this
arbitration mechanism can be adopted to Lego as well.
EMesh is a conventional 2D electrical mesh network
with 64-bit wide links and 5Ghz clock. Routers im-
plement XY-routing and use wormhole switching. We
assume an optimistic design with aggressively pipelined
routers and three cycles per hop: two within each router
and one for traversing a link. We chose the electrical
mesh, as it is the de facto standard in industry [29] and
constitutes a baseline electrical NoC.
We study Lego8 and Lego16 at two different band-
width levels, i.e. optical links carrying 8λ (Lego8 8λ,
Lego16 8λ), and 16λ (Lego8 16λ, Lego16 16λ). In-
creasing the bandwidth to 16λ halves serialization de-
lay without excessive power overheads (see Tab. 1 and
Fig. 2). Control links carry 2λ (Lego16) and 3λ (Lego8).
We assume 64-bit wide electrical links.
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4.2 Packet Latency

4.2.1 Synthetic Workloads

Fig. 13 illustrates the average packet latency for some
of the traditional synthetic traffic patterns. We report
latency in processor cycles. In Hotspot traffic, 80% of
the nodes send all of their traffic randomly to 20% of the
nodes, while the rest distributes their traffic uniformly.
In Neighbor traffic, each node sends packets randomly
to one of its neighbors.
Compared to Atac, Firefly, and Meteor, which utilize
electrical links for local traffic and optical links for dis-
tant traffic, both Lego topologies tremendously decrease
packet latency across all traffic patterns. Only in neigh-
bor traffic, Meteor shows similar latencies. At a fairly
low injection rate of 1Tbps, both Lego topologies man-
age to decrease packet latency by 50% on most pat-
terns. At the same time, our topologies at least double
throughput on all patterns.
Compared to LumiNoC, the electrical links inserted in
our topology for local traffic, along with our novel rout-
ing algorithm, show to be a considerable improvement.
Packet latency is decreased by at least 30% on all pat-
terns, and substantial throughput gains can be observed.
Even Lego8, which provides fewer optical links than Lu-
miNoC and Lego16, demonstrates these improvements
for most patterns (apart from Bit-Reversed and Bit-
Complement).
QuT shows very constant latency and throughput across
all patterns as the distance to the destination does not
have a large impact on packet latency for optical signal
propagation, as opposed to congestion and contention
resolution, which are the main contributor to latency
in QuT. Therefore, QuT performs particularly poorly
in Hotspot traffic. On all traffic patterns, both Lego
topologies decrease latency (up to 50%, 20% on aver-
age at 1Tbps). Moreover, they provide fair throughput
gains (apart from the Bit-Permutation patterns, where
QuT provides slightly more throughput).
For most traffic patterns, Lego8 and Lego16 show sim-
ilar throughput and latency values, with Lego16 hav-
ing slightly lower latencies for Uniform Random, Bit-
Reserved, and Bit-Complement. Only for Bit-Reversed
and Bit-Complement, Lego16 offers twice the through-
put of Lego8, while having similar throughput levels
for every other traffic pattern. It is interesting to ob-
serve that there is no workload on which Lego seems to
perform particularly poorly compared to the alternative
NoCs. Moreover, both Lego designs are very efficient for
Neighbor traffic, which is a desired property for NoCs
as it supports the current shift to data centric comput-
ing in large-scale many-core systems, where software
tends to exploit spatial locality through near-data pro-
cessing [30]. Increasing the bandwidth from 8λ to 16λ
provides only slight throughput and latency gains for
both Lego8 and Lego16. Section 4.3 evaluates whether
these gains justify the entailed power overheads.

4.2.2 PARSEC/SPLASH-2 Workloads

Fig. 14 shows the latency results of a range of SPLASH-

2 and PARSEC applications normalized to Lego8 8λ.
Apart from Atac, every alternative NoC has a higher
packet latency than both Lego implementations. Atac
has optical links between all source-destination pairs
which provides high bandwidth, but also high power
consumption as we will see in the following section.
Compared to Lego8 8λ, Firefly and Meteor exhibit a
slight latency overhead of 14% and 6%, respectively.
The same applies to QuT and EMesh, which have a
latency overhead of 56% and 30%, respectively. Lego
saves up to 40% by inserting electrical links compared
to LumiNoC.
In addition, Lego8 8λ has the highest latency of all Lego
networks. Similar to synthetic traffic, Lego16 8λ low-
ers packet latency compared to Lego8 8λ. On aver-
age, 13% fewer cycles are required. Increasing the op-
tical link bandwidth in both Lego topologies leads to
larger savings in packet latency than for synthetic traf-
fic, with 20% lower packet latency for both Lego8 16λ
and Lego16 16λ.

4.3 Power Consumption

Fig. 16 depicts the power breakdown normalized to
Lego8 8λ. The power values are the average power con-
sumption across all synthetic traffic patterns before net-
work saturation at 1Tbps. We report ring heater power
for thermally-tunable microring resonators that require
20µW/ring for a typical on-chip temperature range of
20K [22]. Encasing the photonic die in a thermal insu-
lator can further decrease this value to ∼5µW [8]. In
this work, we use 20µW/ring to have a more pessimistic
assessment of the silicon photonic technology.
Compared to the other locally-electrical, globally-optical
NoCs Atac, Firefly, and Meteor, both Lego implemen-
tations decrease power consumption significantly. Even
when increasing the bandwidth to 16λ, Lego exhibits
lower power consumption than the majority of alter-
native NoCs. Atac provides optical links for each node,
which is very inefficient in terms of laser and ring heater
power (4x the power consumption of Lego8 8λ). Meteor
only has very few optical links in its topology and thus
low laser and ring heater power. However, it heavily re-
lies on the underlying electrical mesh for most source-
destination pairs, resulting in higher dynamic power.
Our results show a 49% and 46% power overhead com-
pared to Lego8 8λ and Lego16 8λ, respectively. Fire-
fly implements fewer optical links than Lego, but with
larger optical bandwidth, leading to higher static op-
tical power. Its topology also leads to more electrical
link and router traversals than Lego, which is reflected
in higher electrical dynamic power. In total, Firefly in-
creases power consumption by 62% and 59% compared
to Lego8 8λ and Lego16 8λ , respectively.
Being all-optical, QuT exhibits according static opti-
cal power overheads. As only optical communication
is performed, dynamic power is very low due to the
highly energy-efficient optical communication. Never-
theless, with power consumption overheads of 76% and
73% compared to Lego8 8λ and Lego16 8λ, its power
requirements are high.
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Figure 13: Average packet latency on synthetic workloads
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Figure 14: Average packet latency on SPLASH-2/PARSEC benchmarks normalized to Lego8 8λ

Compared to LumiNoC, electrical links in Lego increase
energy efficiency as they allow considering locality and
provide fewer total link traversals. Given that we do
not have to perform routing computation when a packet
is received over an electrical link, Lego saves dynamic
router power. Moreover, Lego has fewer optical links
and microrings because they are not required for com-
municating with direct neighbors. These architectural
aspects lead to a 22% and 19% power overhead of Lu-
miNoC compared to Lego8 8λ and Lego16 8λ , respec-
tively. Compared to the electrical mesh, these savings
are 74% and 71%.
Increasing the optical bandwidth to 16λ increases the
power consumption by ∼50% for both Lego topologies,
which shows the susceptibility of static optical power to
optical bandwidth. However, slight power savings can
still be observed.

4.3.1 Throughput-per-Watt

We show the throughput-per-watt (TPW) of all NoCs
for all synthetic traffic patterns in Fig. 15. Both Lego
designs dramatically increase TPW compared to each of
the alternative NoCs for each traffic pattern. LumiNoC
is the closest competitor, and only provides 71% of the
TPW of Lego8 8λ. For every other NoC, Lego8 8λ
at least doubles the TPW, proving its high energy ef-

Table 2: Insertion Loss Parameters

Parameter Value

Laser efficiency 0.25 [31]
Coupler 1 dB [31]
Ring: Through 0.01 dB [12]
Ring: Drop 1 dB [12]
Waveguide Bending 0.005 dB [7]
Waveguide propagation 0.1 dB/mm [32]
Waveguide crossing 0.05 dB [22]
Splitter 0.1dB [7]
Photodetector loss 1 dB [12]

ficiency. Lego16 8λ shows the highest TPW and in-
creases TPW compared to Lego8 8λ by ∼8%. Increas-
ing the optical bandwidth of Lego from 8λ to 16λ still
provides good TPW improvements, but does not seem
to offer sufficient throughput to justify its power over-
heads. In both Lego topologies, doubling the link band-
width leads to ∼25% lower TPW.

4.3.2 Power-Delay-Product

We calculate the power-delay-product (PDP) for the
SPLASH-2/PARSEC applications by multiplying the
average packet latency with the consumed power. We
present the results in Fig. 17. Our Lego topologies
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Figure 16: Power breakdown

show significant improvements in PDP compared to the
alternative NoCs. The large power overhead of Atac
makes it the least energy-efficient of all designs. QuT is
less energy-efficient than the remaining NoCs as it has
large static, data-independent optical power consump-
tion and many applications of the SPLASH-2 and PAR-
SEC benchmark suite have fairly low injection rates
over the whole duration of executing time [33]. Me-
teor is the closest competitor and has a 46% higher PDP
than Lego8 8λ. The difference in PDP of Lego8 8λ and
Lego16 8λ are marginal. Increasing the bandwidth to
16λ raises PDP by 25% in both cases, but they are both
still considerably more efficient than the other NoCs.

4.4 Area

The area breakdowns are shown in Fig. 18. Lego ba-
sically trades off latency and power for area compared
to most NoCs. Given their large abundance of opti-
cal components, Atac and QuT require more area than
Lego8 8λ and Lego16 8λ. Meteor, LumiNoC, Firefly,
and EMesh save 22%, 28%, 38%, and 30% in area com-
pared to Lego8 8λ, respectively, which is not negligi-
ble; however, both Lego8 8λ and Lego16 8λ outper-
form these alternative NoCs in most of the other met-
rics. It is commonly assumed that area constraints are
going to be less significant in future on-chip network
designs than power, especially with shrinking transis-
tors sizes and 3D-Integration enabling to integrate sili-
con photonic devices on a separate layer. Nevertheless,
the area overheads of Lego are not of prohibitive extent
and we believe are more than justified considering the
latency, throughput, and power gains provided by Lego.

5. RELATED WORK

As one of the most promising emerging technologies
to overcome the energy and performance limitations of
metal wires, optical NoCs have gained large interest in
the research community, ranging from improving pho-
tonic device technologies [8, 34, 35], thermal manage-
ment [36, 37], and adaptive laser sources [38, 39] to
novel NoC architectures that makes use of this nascent
technology in the most efficient manner. The paper at
hand contributes to this field by proposing a novel, low-
power ONoC architecture that studies the trade-offs of
electrical and optical links more carefully and utilizes
them more efficiently.
A number of NoC designs have been proposed which we
classify into 1) all-optical NoCs that use optical data
transmission only, and 2) hybrid NoCs that combine

electrical and optical links.
Passive microring resonator based ONoCs are referred
to as Wavelength-Routed ONoCs (WRONoCs). Non-
blocking WRONoC topologies [40, 41, 42, 43] provide
simultaneous switching capability from each sender to
each receiver; however, this requires (N − 1) filters at
each node, leading to very limited scalability in terms
of power as the number of rings is proportional to ring
heater power. To tackle this, several WRONoCs [14,
7, 44] have been proposed that require only one filter-
detector pair at each node and resolve contention by
using a control network like QuT. This decreases power
as fewer microrings are used, but fairly large static op-
tical power is still present in these NoCs, especially for
higher core counts.
Hybrid NoCs are more likely to be adopted in near fu-
ture than all-optical NoCs because of the currently large
static power overheads of optical interconnects. A large
number of interesting hybrid optical NoCs has been pro-
posed in recent literature [45, 46, 47, 17, 22, 48, 49, 50,
51, 52, 31, 10, 16, 15]. Phastlane [47] combines a packet-
switched mesh network with an optical, contention-free
crossbar to transmit cache lines over several hops in one
cycle. The silicon-photonic Clos network (PClos) [22]
uses point-to-point optical channels for low-energy, long
distance data transmission. Only the router in the in-
termediate clos stages and the links from/to the cores to
the output/input routers are electrical, optical links are
used in all other stages. It could thus also be considered
an all-optical NoC. BLOCON [51] is a bufferless imple-
mentation of PClos that features a scheduling algorithm
and path allocation scheme for managing routing in the
Clos. It provides low latency and high throughput, but
also has higher ring heater and laser power compared
to PClos. FlexiShare [48] deploys a channel sharing ar-
chitecture to reduce channel over-provisioning and thus
laser power at the cost of less throughput and additional
arbitration channels. PROPEL [49] combines an optical
crossbar with an electrical mesh. The number of wave-
lengths required in the NoC equals the number of nodes
in the topology. R-3PO [31] is a 3D NoC utilizing an
optical crossbar with a token-based control network to
handle accesses. Just like WRONoCs, optical crossbars
have limited scalability as the number of microrings,
and thus ring heater power, increases rapidly for larger
network sizes. Also, high-bandwidth optical links are
shared by a number of nodes, which leads to higher IL
and laser power. Lego improves these designs by provid-
ing smaller crossbars with lower throughput channels,

10



N
o

rm
a

liz
e

d
 P

D
P

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

blackscholes

fluidanim
ate

vips

bodytra
ck

canneal
ferre

t

fre
qmine

barnes

raytra
ce

water_spat

water_nsqu fft

cholesky

lu_cont

lu_noncont

geomean

Lego8_8λ Lego8_16λ Lego16_8λ Lego16_16λ Atac Firefly Meteor LumiNoC QuT EMesh
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and supplements them more efficiently with electrical
links to outbalance throughput drawbacks. Utilizing
3D stacking technology for the sake of mitigating losses
caused by waveguide crossings has also been success-
fully studied [50, 53], which is why we adapted this ap-
proach in Lego, too. Iris [52] combines optical links, a
dielectric antenna-array-based broadcast network, and
a circuit-switched electrical mesh network. Lego does
not impose any limitations on implementing emerging
technologies, such as adaptive laser sources. Channel
allocation schemes can also be implemented in Lego,
which would further lower laser power [16].

6. CONCLUSION

We present Lego, a hybrid ONoC topology that de-
creases power consumption without latency and through-
put drawbacks by efficiently combining electrical and
optical links. Our novel routing algorithm utilizes elec-
trical and optical links based on the distance to the
destination, which always picks the technology that pro-
vides the lowest energy and latency to transmit a packet.
Low-bandwidth optical links offer satisfactory through-
put when deployed for sufficiently large distances. Our
evaluation results prove the effectiveness of Lego by ex-
hibiting large savings in throughput-per-watt and power-
delay-product compared to various alternative NoC pro-
posals. We intend to extend our study in the future to
larger network sizes to study scalability. Moreover, the
effect of applying channel allocation schemes and adap-
tive laser sources in Lego to further decrease laser power
are also interesting aspects to investigate.

7. ACKNOWLEDGEMENTS

This research was conducted with support from the
UK Engineering and Physical Sciences Research Coun-
cil (EPSRC) PAMELA EP/K008730/1 and the Euro-

pean Union’s Horizon 2020 research and innovation pro-
gramme under grant agreement No 671553 (ExaNeSt).
Dr. Luján is supported by a Royal Society University
Research Fellowship.

8. REFERENCES
[1] G. Chrysos, “Intel® xeon phiTM coprocessor-the

architecture,” Intel Whitepaper, 2014.

[2] S. Vangal, J. Howard, G. Ruhl, S. Dighe, H. Wilson,
J. Tschanz, D. Finan, P. Iyer, A. Singh, T. Jacob, S. Jain,
S. Venkataraman, Y. Hoskote, and N. Bordkar, “An 80-tile
1.28 tflops network-on-chip in 65nm cmos,” in ISSCC,
pp. 98–99, IEEE, 2007.

[3] T. Corporation, “Tilera multicore processors.”
http://www.tilera.com/products/processors, 2007.

[4] M. A. Anders, “High-performance energy-efficient noc
fabrics: Evolution and future challenges,” in NOCS, pp. i–i,
IEEE, 2014.

[5] I. O’Connor and G. Nicolescu, Integrated optical
interconnect architectures for embedded systems. Springer
Science & Business Media, 2012.

[6] M. Georgas, J. Leu, B. Moss, C. Sun, and V. Stojanović,
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