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ABSTRACT: Due to the diffraction limited resolution and
the presence of speckle noise, visible laser light is generally
thought to be impractical for finding deep subwavelength
defects in patterned semiconductor wafers. Here, we report on
a nondestructive low-noise interferometric imaging method
capable of detecting nanoscale defects within a wide field of
view using visible light. The method uses a common-path laser
interferometer and a combination of digital image processing
techniques to produce 70 μm by 27 μm panoramic phase and
amplitude images of the test nanopattern. Significant noise
reduction and high sensitivity are achieved, which enables successful detection of several different types of sparse defects with
sizes on the order of 20 nm wide by 100 nm long by 110 nm tall.
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A n isolated defect buried in a nanopattern can substantially
affect the functionality of the whole device.1−3 Thus,

detecting defects during nanofabrication is critical for
maintaining a high yield.4−6 Scanning electron microscopy
(SEM) and atomic force microscopy (AFM) are typically used
for nanopattern inspection.7−9 However, SEM has low
throughput and can be destructive,10−12 and AFM typically
has extremely low throughput.13−15 These characteristics make
them unsuitable for in-line defect inspection. Optical
microscopy is usually nondestructive and has high throughput
due to its relatively large field of view (FOV), but its resolution
is diffraction limited to approximately λ/2.16 To detect deep
subwavelength defects, one approach has been focused on
improving the resolution, such as developing ultraviolet and
high-order harmonic laser sources,17−21 or very high numerical
aperture lenses.22−26 These methods typically have a small FOV
because of the available cameras at these wavelengths, and can
still potentially damage a wafer during fabrication due to the
short wavelength, high pulse energy,27−30 and physical contact
with the wafer.
The ultimate limiting factor for defect detection is not

resolution, but rather noise.31−34 Noise decreases image
contrast and reduces sensitivity. Thus, we have developed a
new low-noise optical microscope imaging system with high
sensitivity to overcome these issues. This system uses a highly
sensitive common-path interferometer and image postprocess-
ing techniques targeted to mitigate the effects of characteristic
noise sources. With these improvements, we successfully

detected subwavelength defects in large area patterns with
visible light interferometric imaging.
Optical interferometry can provide nanoscale information

because it provides access to phase.35 Quantitative phase
imaging has become an emerging field for biomedical
applications.36 Diffraction phase microscopy (DPM) uses a
common-path interferometer to measure both the reflection
amplitude and phase from a sample.37 The common-path
geometry makes it less sensitive to vibrational noise compared
with conventional dual-path interferometers. Transmission
DPM and epi-illumination (reflection) DPM (epi-DPM) have
previously demonstrated sensitivity to nanometer changes in
height.37−39 For defect detection, we built a specialized epi-
DPM system. In a single epi-DPM image, defect visibility is
extremely poor due to the deep subwavelength defect size and
the residual noise in the image. Thus, we developed a
comprehensive image postprocessing method to digitally
remove different types of noise based on their properties.
The method includes second order difference, image stitching,
and convolution (2DISC). The postprocessing technique uses a
sequence of images obtained by translating the wafer parallel to
its surface and then performs the second order difference
operation to reduce spatial noise, stitches the result together to
form a panoramic image to reduce temporal noise, and finally
convolves the result with a matched pattern to boost the signal-
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to-noise ratio (SNR) from the defect. The defect detectability
of the 2DISC method is studied using receiver operating
characteristic (ROC) curves. Using 2DISC, we consistently
detected various types of defects with sizes down to 20 nm
wide by 100 nm long by 110 tall in a 70 μm by 27 μm
panoramic image and then verified their locations and shapes
using SEM. Since the defect height is the same for all samples,
we will just use the transverse dimensions to describe the defect
size.
A defect free portion of the wafer is shown in Figure 1a. This

pattern is periodic and consists of parallel lines made of
polysilicon on a silicon substrate. The pattern consists of two

different lines that are 22 nm in width, 120 or 260 nm in length,
and 110 nm in height. The lines are arranged to form a 0.8 μm
by 0.8 μm square unit cell containing 8 lines. The unit cell is
repeated in a rhombic lattice pattern to form a 2-dimensional
array with an area of 100 μm by 100 μm. Figure 1b shows a
zoomed-in portion of the defect free pattern with the locations
of four different types of defects indicated. Parallel (red) and
perpendicular (green) bridge defects are shown in Figure 1,
parts c and d, respectively; an isolated (light blue) defect is
shown in Figure 1e, and a line extension (dark blue) defect is
shown in Figure 1f. Each defect is located in the center of the 2-
dimensional array and only one defect type is printed per array.

Figure 1. SEM images illustrate the printed defects in the large area nanopatterned structure. (a) A defect free portion of the pattern, showing the
unit cell in orange. (b) A zoomed-in portion of the pattern, where the locations of the four different type of defects are marked by colored boxes. (c)
A parallel bridge defect (red). (d) A perpendicular bridge defect (green). (e) An isolated dot defect (light-blue). (f) A perpendicular line extension
defect (dark-blue).

Figure 2. Epi-DPM system configuration. This system uses a common-path interferometer geometry. The pinhole filter is used for filtering one copy
of the beam after the grating into a reference beam. The signal beam and reference beam interfere at the CCD camera to form the interferogram.
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In adjacent arrays, various sizes of these defects are printed by
varying the line width of the defect. In the following sections,
we will introduce the defect inspection system and image
postprocessing method for finding the defects.
The epi-DPM system is illustrated in Figure 2. The system

uses a 532 nm frequency-doubled Nd:YAG laser as the
illumination source. The laser is first coupled into a single-
mode fiber for filtering out the high order transverse modes.
After the fiber, the beam is collimated and passes through a
rotating diffuser to reduce the laser speckle noise. Then, the
laser goes through a linear polarizer and half-wave plate, which
are used to control the angle of the laser polarization relative to
the wafer structure. After that, the beam enters an inverted
microscope and is normally incident on the wafer. The reflected
beam exits the microscope and is incident on a blazed
diffraction grating (300 lines per mm) where multiple orders of
the beam are created. We select two orders, specifically the
positive first order and the zeroth order, to pass through a 4-f
system which has a 75 mm focal length first lens and a 400 mm
focal length second lens. The positive first order beam has the
highest diffraction intensity and is low-pass filtered through a
10 μm pinhole to serve as the reference beam, and the zeroth
order beam serves as the signal beam. The two beams interfere
at the CCD camera plane where the interferograms are
captured. The common-path geometry and the rotating diffuser
are used to physically reduce the noise.39 From the interfero-
gram, the reflected wave amplitude and phase are retrieved39,40

(see Supporting Information). The phase image contains
information about the sample’s topography and the amplitude
image quantifies the variation in the sample’s reflection
coefficient.
The microscope uses a 40× objective with a numerical

aperture (NA) of 0.9 (EC Plan-Neofluar 40×/0.9 Pol) and has
a FOV of 30 μm by 27 μm. According to the Rayleigh criterion,
the diffraction limited resolution is calculated to be about

1.22λ/(NAobjective + NAcondenser) = 720 nm since NAcondenser = 0
for collimated illumination. Thus, individual features of the
patterned wafer will not be resolvable, but rather blurred by the
point spread function (PSF) of the system. Since the features
under inspection are deep subwavelength, the system is still far
from detecting defects in the pattern. Any subtle residual noise
present in the system can greatly affect the image contrast. Also,
slight system calibration errors such as defocus, sample-tilt,
aberration, nonuniformity or time-varying illumination intensity
can also degrade the image quality substantially. An example of
a recorded interferogram of the patterned wafer and its
retrieved phase and amplitude images are shown in the
Supporting Information to show that it is impossible to discern
the defect signal from a single image. In order to detect the
defect, we collect a sequence of images by translating the wafer
in the direction parallel to the underlying line structure. With
the scanning images, we can remove different types of noise
and system imperfections and then extract the defect signal.
Here, we explain the 2DISC method for removing noise and

system imperfection. We define system imperfection as the
noise in the image profile due to nonuniformity in the
illumination source, illumination path, or camera response. We
will illustrate the 2DISC method using the array region that has
a 20 nm by 160 nm size parallel bridge defect (Figure 1c). First,
a sequence of 90 interferogram frames with adjacent frame
horizontal translation steps of 0.75 μm is collected. The choice
of translation direction and step size are explained in the
Supporting Information. We calculate the amplitude and phase
for each image from the captured interferograms. As described
previously, in a single amplitude or phase image, we cannot
detect the defect due to the different types of residual noise.
The spatial distribution of noise can be decomposed into time-
variant and time-invariant sources. Time invariant noise is
mostly due to the laser speckles created at the optical
component surfaces. Since this noise is also shift-invariant,

Figure 3. Illustration of the 2DISC method for defect detection. A defect array with a 20 nm by 160 nm parallel bridge defect in the center is used as
an example. (a−c) Example of second order difference amplitude image frames showing the defect moving right to left across the field of view as the
wafer is translated to the left. (d, e) Panoramic second order difference amplitude and phase images, respectively. These are the 2DISC images prior
to the convolution step. (f, g) Full 2DISC amplitude and phase images, respectively. For each image, the location of the defect is marked by a red
rectangular box.
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especially when the sample is translated a small step, we can
remove this noise by using the first order difference, which is
defined as: Fn+1(x,y) − Fn(x,y), where Fn(x,y) denotes the nth
phase or amplitude frame of the scan. However, it was found
that the second order difference yields better noise reduction
and image contrast. See the Supporting Information for a
systematic study of the difference order. The second order
difference image frame n is obtained as

− +
+ −

F x y F x y F x y( , ) 2 ( , ) ( , )n n n1 1 (1)

Figure 3 shows three different second order difference
amplitude frames in an example array, the location of the defect
is marked by the red rectangular box. In those images, the shift-
invariant noise is removed, but due to time-variant noise, we
still cannot clearly detect the 20 nm by 160 nm defect.
Averaging in time of the images is a simple way to remove time-
variant noise. However, instead of measuring for a long period
of time at a single location, we translate the wafer and measure
the defect at different locations in the image. Due to the large
overlap of the adjacent frames, we obtain equivalent time-
averaging (see Supporting Information) by stitching together
all of the scan images to produce a panoramic average image.
Translation and stitching with averaging further reduces system
nonuniformity noise because the defect is measured at many
different locations in the laser illumination and on the camera.
Figure 3d is the panoramic amplitude image of the example

array. Similarly, Figure 3e is the panoramic phase image. Phase
and amplitude images give different information about the
defect. In Figure 3, parts d and e, the defect at the center can be
clearly identified. However, the signal from the underlying
structure reduces detectability. This signal can be complicated
depending on the structure. Thus, if we want to extract just the
defect information that is buried in the structure, we need to
develop a suitable extraction algorithm.
After the second order difference and image stitching steps,

the defect will appear as a tripole pattern of +1 −2 +1 (see
Supporting Information for a schematic illustration). To detect
this pattern, we convolve the final panoramic image with a
matched tripole pattern. The matched tripole pattern M(x,y)
has a form of

= + − + −M x y T x s y T x y T x s y( , ) ( , ) 2 ( , ) ( , ) (2)

where T(x,y) is a test function and s = 0.75 μm is the
translational step size. T(x,y) should be optimized to obtain the
maximum defect signal and reject the underlying structure. We

designed T(x,y) as a Gaussian function. Convolution serves as a
low pass filter. We picked the standard deviation of the
Gaussian to be 360 nm. This choice is large enough to filter out
high frequency components in the second difference image due
to the wafer’s underlying structure, but small enough that it
does not filter out the tripole pattern of the defect signal that
has spacing s = 0.75 μm. See Supporting Information for a
detailed discussion. In the end, we obtain a defect pattern
matched panoramic image, i.e., the 2DISC image. Parts f and g
of Figure 3 are the 2DISC amplitude and phase images of the
example array, respectively. In both images, we can see the
defect signal contrast has significantly improved as compared
with Figure 3, parts d and e. For a quantitative study, we can
compute the peak-signal-to-noise ratio (PSNR) (see Support-
ing Information). For the amplitude image, the PSNR increased
by 7.0 dB from Figure 3d to Figure 3f. For the phase image, the
PSNR increased by 8.7 dB from Figure 3e to Figure 3g. The
2DISC amplitude image in Figure 3f has slightly larger PSNR
(1.8 dB) than the 2DISC phase image in Figure 3g. To validate
that the overall approach of the 2DISC method with 0.75 μm
step size is a good choice, we present a systematic study of
PSNR for difference orders from zeroth to fourth order in the
Supporting Information section. The study also examines the
noise reductions from adding the image stitching step and the
convolution step as well as the effects of changing the step size
and the test function width.
The PSNR is a single number that can be useful to quickly

evaluate the defect detection method. However, to study the
improvement in defect detectability, ROC curves41 are used
since they quantify the trade-off between sensitivity and
specificity of the defect classifier algorithm. Here, we will
continue to discuss the previous 20 nm by 160 nm defect
example. We first study how well we can find a defect in any
single image frame. For the original image frames, we partition
each frame into 4 μm by 4 μm submatrices, and then calculate
|max − min| for each submatrix. Next, we classify the submatrix
as defect containing if this difference is above a threshold. By
varying the threshold, we generate an ROC curve. The blue
curves in Figure 4, parts a and b, are the ROC curves for
original amplitude and phase single frame images, respectively.
On each figure, a random guess line is also plotted (black
curve). The original image frames are similar to random
guessing or sometimes even worse, possibly because the defect
reduces the |max − min| variation from the underlying pattern.
For comparison, we calculate the ROC for the second order

Figure 4. Study of defect detectability with the 2DISC method using ROC curves. (a) The blue, red, green, and black curves are for the original
amplitude single images, the second order difference with convolution (2DC), the full 2DISC panoramic image, and random guessing, respectively.
(b) Corresponding ROC curves for the phase images. From parts a and b, we find that for the 2DISC image without stitching, the false alarm rate is
0.4% for amplitude and 3% for phase at 90% detection probability; while for the full 2DISC panoramic amplitude and phase images, there is 100%
detection without any false alarms.
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difference images with tripole convolution (2DC). These are
shown in Figure 4, a and b, as red curves. Both curves are now
well above the random guessing line. We achieve 90% detection
probability with a false alarm rate of 0.4% for the amplitude
image and 3% for the phase image. The lower false alarm rate
for the amplitude image is attributed to the difference in the
way the image postprocessing reduces additive and multi-
plicative noise and to the difference in the sensitivity of
amplitude and phase to these types of noises. Finally, we
studied the defect detection using the full 2DISC panoramic
images; see the green curves in Figure 4, a and b. As expected
(refer to Figure 3, f and g), we achieved 100% detection with
no false alarms, which means we are able to accurately find the
defect in the 70 μm by 27 μm panoramic image.
The same technique used to generate Figure 3, parts f and g,

is also used for detection of other types of defects. For each
2DISC image, we show just a zoomed-in FOV (9 μm by 9 μm)
around the defect in Figure 5. The phase image is on the top of
each subfigure and the amplitude is on the bottom. For parallel
bridge defects, we detected defects with sizes of 160 nm by 55
nm (Figure 5a), 160 nm by 35 nm (Figure 5b), and 160 nm by
20 nm (Figure 5c). For perpendicular bridge defects, we
detected defects with sizes of 55 nm by 100 nm (Figure 5d), 40
nm by 100 nm (Figure 5e), and 20 nm by 100 nm (Figure 5f).
We have detected 60 nm by 90 nm isolated dot defects (Figure
5g) and 60 nm by 50 nm perpendicular line extension defects
(Figure 5h). The existence and locations of all these detected
defects were confirmed by SEM (see Supporting Information).

Note that, for the perpendicular bridge and line extension

defects, the incident linear polarization was rotated parallel to

the defect, i.e., perpendicular to the lines in the underlying

structure. This maximizes the defect signal and minimizes the

signal from the underlying structure. For all other types of

defects, the polarization was parallel to the lines. In this way, we

achieve the best detection for each type of defect.
In summary, we developed a nondestructive defect

inspection method with large FOV using epi-DPM for image

data collection and 2DISC for image postprocessing. Epi-DPM

is a common-path interferometer which is insensitive to

mechanical vibration noise. The measured interferograms

from epi-DPM are used to retrieve the phase and amplitude

images from the sample. Using the 2DISC method, panoramic

phase and amplitude defect detection images are created, where

significant defect signal contrast is achieved. The defect

detectability is studied using ROC curves. This inspection

method has successfully detected different types of defects with

sizes down to 20 nm by 100 nm due to significant suppression

of noise. To detect even smaller defects, laser power

stabilization and system installation in a cleanroom environ-

ment should be implemented. This laser interferometry

inspection method promises to advance many fields of

nanotechnology research and development.

Figure 5. Defect detection results for different defect types using the 2DISC method. Each subfigure shows a 9 μm by 9 μm zoomed-in FOV phase
image (top) and amplitude image (bottom). (a−c) Parallel bridge defects that are 160 nm by 55 nm, 160 nm by 35 nm, and 160 nm by 20 nm,
respectively. (d−f) Perpendicular bridge defects that are 55 nm by 100 nm, 40 nm by 100 nm, and 20 nm by 100 nm, respectively. (g) Isolated dot
defect that is 60 nm by 90 nm. (h) Perpendicular line extension defect that is 60 nm by 50 nm.
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Description of the phase and amplitude image retrieval theory
and algorithms, a rigorous description of image postprocessing
for defect signal extraction, and the SEM verification of the
defect detection. This material is available free of charge via the
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