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With the proliferation of wireless and mobile network infrastructures and capabilities, a wide range of exploitable vulnerabilities
emerges due to the use of multivendor and multidomain cross-network services for signaling and transport of Internet-
and wireless-based data. Consequently, the rates and types of cyber-attacks have grown considerably and current security
countermeasures for protecting information and communication may be no longer su�cient. In this paper, we investigate a novel
methodology based on multicriterion decision making and fuzzy classi	cation that can provide a viable second-line of defense for
mitigating cyber-attacks. �e proposed approach has the advantage of dealing with various types and sizes of attributes related to
network tra�c such as basic packet headers, content, and time. To increase the e
ectiveness and construct optimal models, we
augmented the proposed approach with a genetic attribute selection strategy. �is allows e�cient and simpler models which can
be replicated at various network components to cooperatively detect and report malicious behaviors. Using three datasets covering
a variety of network attacks, the performance enhancements due to the proposed approach are manifested in terms of detection
errors and model construction times.

1. Introduction

�e number of wireless and mobile network subscribers is
rapidly growing from day to day due to the �exibility of net-
work access anywhere and anytime and the wide range of
evolving capabilities that makes our lives easier. However,
with these bene	ts a plethora of security threats also evolve
as a result of the increased number of potentially exploitable
vulnerabilities. �e growth rate of malicious activities and
botnets is jumping drastically to alarming levels according
to recent security reports [1–3]. It is getting even worse for
cross-network services with the emerging 4G/5G network
technologies. �e new era of information systems combines
di
erent environments including wireless ad hoc network,
cloud computing, mobile applications, social networks, sen-
sor networks, and smart grids [4].

�ere is a variety of passive and active cyber-attacks
including eavesdropping or packet sni�ng, attacks on wire-
less protocols, injection, port scanning, jamming and denial

of service (DoS), fake authentication, address spoo	ng, ses-
sion hijacking, man-in-the-middle, replay attacks, vulnera-
bility exploits, tra�c analysis, and unauthorized access [5–9].

To mitigate the anticipated risks resulting from various
cyber-attacks on critical infrastructures and services, a num-
ber of algorithms and technologies have been proposed
including encryption standards, digital signatures, antimal-
ware packages, 	rewalls, and intrusion detection and preven-
tion systems.�ese methods have been proven to be e
ective
in securing privacy and integrity, controlling access to autho-
rized users, and detecting malicious behaviors of known
signatures. However, their performance fails to a great extent
to handle sophisticated attacks, zero-day attacks, or attacks
with varying signatures. A more �exible and adaptive set of
approaches based onmachine learning and data mining have
been proposed to detect the stochastic deviation fromnormal
behavior patterns. �is category of methods is known as
anomaly-based intrusion or outlier detection which provides
a higher degree of automation and reduces the workload on
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Figure 1: Illustration of a network topology with wireless and mobile devices where some devices are infected with malware or hacking.

security experts. Despite the variety of methods that have
been proposed in the literature, the research on anomaly
detection is still evolving to cope with uncertainties, improve
the security, reduce false positive rate, and reduce compu-
tational costs [10, 11]. Additionally, since the performance
to detect intrusive events is greatly in�uenced by type and
number of attributes utilized [12], it is desirable to analyze and
identify the most relevant and in�uential attributes from the
large amount of available data.

Multicriterion decision making techniques were orig-
inally devised in the operations research 	eld and have
attracted attention of several researchers in various domains
such as social psychology, business management, and health
care [13, 14]. However, there is not much work done in the
area of network security. In this paper, we investigate a new
methodology for detecting cyber-attacks in wireless mobile
networks based on multicriterion decision making fuzzy
classi	cation [15, 16]. �e proposed approach is combined
with an attribute selection strategy based on genetic algo-
rithms [17]. With the minimum generalization error and the
resulting simplicity and reduced computational complexity of
the model, the proposed approach is practically feasible to be
deployed in di
erent network systems.

�e rest of this paper is organized as follows. Section 2
gives a brief background on security in wireless and mobile
information systems and Section 3 reviews related work. In
Section 4, the proposed methodology is presented. Section 5
describes the adopted datasets and discusses the experimen-
tal evaluation and comparison of the proposed approach.
Finally, Section 6 concludes the paper.

2. Background and Motives

In heterogeneous wireless mobile environments, there is
no well-de	ned network perimeter; hence, the security
administrator cannot enforce security policies even with the
existence of 	rewalls and encryption.�is can be attributed to
its inherent nature resulting from device mobility, broadcast
channels, pervasive use of multivender multidomain appli-
cations, and limited resources in wireless end-systems to
implement sophisticated security countermeasures. Figure 1
illustrates a typical example of network topology where some
machines are infected with malware and others are passively
or actively hacking. Attackers only need to discover and
exploit a single vulnerability to attack the entire system.
Hence, the strength of the system security is as good as the
strength of the least secure point in the system.

Wireless devices (such as smart phones, tablets, laptops,
or sensors) can be communicating in an isolated environment
or connected through a larger distribution network (such as a
local area network, awide area network, or the Internet) using
access points. �e former is called ad hoc network whereas
the latter is known as infrastructurewireless networkwhich is
more common.�us, cyber-attacks can target any of the so�-
ware or hardware components in this environment including
wireless end systems, wireless channels, access points, or the
wired distribution network. It is highly important to detect
and respond to these attacks to protect the entire system.

3. Related Work

Security of mobile information systems has been a core area
in research and development. La Polla et al. in [18] surveyed
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Figure 2: Block diagram for training and deploying the cyber-attack detection model.

the state of the art of high level attacks and vulnerabilities
targeting mobile devices over the period from 2004 till
2011.�ey concisely reviewed and categorized knownmobile
malware including viruses, worms, rootkits, and botnets.
�ey also discussed the proposed security solutions with
focus on intrusion detection and trusted platforms. In [9],
the authors reviewed the threats, vulnerabilities, and com-
monly available countermeasures for di
erent components
of a wireless network including clients, access points, and
transmission medium.

Computational intelligence techniques have many char-
acteristics such as adaption and fault tolerance that made
them attractive for research on malware and intrusion detec-
tion. In [10], a review of 55 related studies between 2000 and
2007 is presented with focus on single, hybrid, and ensemble
classi	ers. Another extensive review is presented in [19].
Examples of these techniques include neural networks, fuzzy
inference systems, evolutionary algorithms, arti	cial immune
systems, and swarm intelligence. In [20], a naive Bayesian
classi	er is applied to identify potential intrusions. Trained
on a small subset of KDD’99 dataset and tested on a larger
subset, this approach showed superior identi	cation rate. In
[21], an evaluation of a number of existing machine learning
classi	ers is presented for dynamic Android malware detec-
tion. In [22], another approach for anomaly detection based
on multicriterion fuzzy classi	cation with greedy attribute
selection is proposed and evaluated on KDD’99.

Combining security technologies can provide more solid
multifaceted solutions against intrusion attempts [23]. A
number of hybrid machine learning approaches have been
proposed as well. For instance, in [24] a machine learning
approach is introduced for classifying network activities as
normal or abnormal.�is approach combines support vector
machines with clustering based on self-organized ant colony
network. �e authors demonstrated that this combination

resulted in better classi	cation rate and run time. Anomaly-
based intrusion detection has attracted the interest of several
researchers [10]. However, these methods can su
er from
increased false positive rate. To gain advantage of misuse
detection and anomaly detection, Depren et al. proposed a
rule-based decision support system to combine the outcomes
of decision tree for misuse detection and self-organizing map
for modeling normal behavior [25].

Another important stage that can have signi	cant impact
on the accuracy and capability of intrusion detection sys-
tems is data preprocessing. A review of data preprocessing
techniques for anomaly-based network intrusion detection is
presented in [12]. During the preprocessing phase, various
approaches can be applied such as discretization, normal-
ization, and 	ltering of most relevant attributes. In [26], the
impact of normalization techniques on the performance of
support vector machines for intrusion detection is investi-
gated. It has been found that min-max normalization leads
to better results in terms of speed and accuracy than other
normalization techniques. Another important related issue
is attribute selection to reduce the high dimensionality and
complexity [27].

Most of the work published in the literature is evaluated
using the standard KDD Cup 99 dataset [20, 24, 26, 27].
Despite the fact that this dataset has some drawbacks, it is one
of the largest datasets, covers a large number of attacks, and
remains dominant to benchmark new techniques. Two more
recent datasets have been recently collected and disclosed
for the assessment of some attacks on IEEE 802.11 wireless
channels [28].

4. Methodology

�e overall block diagram for the cyber-attack detection
system is shown in Figure 2. It starts with the database of
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(1) � : prototype’s index
(2) ℎ: class index
(3)�: attribute’s index
(4) Select threshold � for interval selection
(5) Generate intervals using a discretization technique
(6) Apply greedy hill climbing approach to select most relevant subsets
(7) for each class do
(8) for each attribute � do

(9) for every value in attribute � do

(10) Recursively check all values in the next attribute ��
(11) if Frequency of values ⩾ � then

(12) Choose intervals for prototype 	ℎ�
(13) else

(14) Discard interval and go next (i.e., 
�2�2ℎ)
(15) end if

(16) end for

(17) end for

(18) end for

Algorithm 1: Composing of PROAFTN’s prototypes (classi	cation model).

captured tra�c. A�er preprocessing and analyzing tra�c
records and log 	les, it performs feature extraction to rep-
resent each instance with a vector of relevant attributes. �e
dataset is then partitioned into train, validation, and test
datasets. �e train dataset is used to construct the detection
model whereas the validation dataset is used during training
to evaluate the model to avoid over	tting. �e test dataset
is used a�er training is over to evaluate the constructed
model performance. �e process of partitioning, training,
and testing can be repeated if cross validation is required.

When datasets include attributes that are not relevant
or may contain redundant attributes, this causes delay in
building the classi	cation model and accordingly degrades
the classi	cation accuracy. Hence, it is preferable to begin
with selecting the most relevant attributes. In our case, we
used a genetic algorithm attribute selection strategy. So, the
target here is to reduce the hypothesis search space and
improve the performance in terms of accuracy, scalability,
and e�ciency.�e idea of genetic algorithms is to start with a
randompopulation of candidate solutions and then the popu-
lation evolves by applying genetic operations, evaluation, and
selection [17]. For attribute selection, each chromosome in
the population is composed of a binary string with length
equal to the total number of attributes where an attribute is
selected if its corresponding bit is 1; otherwise, it is dropped.
�e 	tness function depends on being “highly correlated
with the class while having low intercorrelation” [29]. �e
evaluation function for a particular subset of attributes is
de	ned mathematically as follows:

� (�) = �ca
√ +  ( − 1) �aa

, (1)

where  is the size of the subset �, �ca is the mean of attribute-
class correlations, and �aa is the mean of the attribute-
attribute correlations.�is function will have lower values for

attributes that are irrelevant (small value for the numerator)
and/or redundant (large value for the denominator).

Once the most relevant attributes are identi	ed, a multi-
criterion fuzzy classi	cation approach is applied to construct
a decision model that can assign unknown behavioral pat-
terns to prede	ned classes. �is type of decision problems
requires a comparison between alternatives or patterns based
on the scores of attributes using absolute evaluations [30].
In this case, the evaluation is performed by comparing the
alternatives to di
erent prototypes of classes, where the
category or class is assigned to patterns based on the highest
score value. Each prototype is described by a set of attributes
and is considered to be a good representative of its class [31].
�e complexity of this approach is a function of the number
of attributes. �us, utilizing the smallest subset of relevant
attributes greatly improves the time complexity and accuracy
of classi	cation. A graphical illustration of the methodology
is shown in Figure 3.

To explain how it works, assume the network behavioral
pattern is described by a set of � attributes {�1, �2, . . . , ��}
and a label � identifying its category which belongs to the

 classes Ω = {�1, �2, . . . , ��}. Given a set of � historical
patterns �, it is required to construct a classi	cation model
� : � → Ω that can accurately predict the target class of
each pattern. Once the model is built, it can be used to assign
the most relevant class to new unseen behavioral patterns.
�e model parameters are automatically determined from
the training data examples. �en, the constructed model is
used for assigning a category to the unseen cases (testing
data).�is automatic data-driven approach is common to the
learning procedures in other machine learning classi	ers [32,
33]. Algorithm 1 explains the proposed induction approach
through a recursive process to generate the classi	cation
model. �e tree is constructed in a top-down recursive
divide-and-conquer manner, where each branch represents
the generated intervals for each attribute. �e branches
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Figure 3: Graphical illustration of the multicriterion fuzzy classi	cation procedure.
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Figure 4: �e prototype composition.

are selected recursively to compose the prototypes based
on the proposed threshold. Using the generated tree from
this algorithm, we can extract the prototypes and then the
decision rules, respectively, to be used for classi	cation.
Figure 4 illustrates the prototypes’ compositions process.

�e learning strategy is based on utilizing the training
set to compose a set of prototypes for each class. For class

�ℎ, these prototypes are denoted by �ℎ = {	ℎ1 , 	ℎ2 , . . . , 	ℎ�ℎ},
where �ℎ is the number of prototypes for this class. For each

prototype 	ℎ� and each attribute�	, a fuzzy partial indi
erence

Cj(a, b
h
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Figure 5: A typical example of the partial indi
erence fuzzy relation

between the object � and the prototype 	ℎ� according to attribute �	.

relation �	(�, 	ℎ� ) is de	ned to measure the degree of resem-

blance of patterns � to 	ℎ� according to�	.�is fuzzy relation is

characterized by four parameters: the interval [�1	(	ℎ� ), �2	(	ℎ� )]
where �2	(	ℎ� ) ≥ �1	(	ℎ� ) and the thresholds �1	(	ℎ� ) and

�2	(	ℎ� ). Figure 5 shows a typical example of a fuzzy relation
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Table 1: Some characteristics of the adopted datasets for evaluation.

Dataset
Number of tra�c samples

Number of attributes Number of attack types
Normal Malicious Total

KDD Cup 99 97278 396743 494021 41 22

WEP/WPA Dataset 15000 9200 24200 15 4

WPA2 Dataset 6000 4000 10000 16 4

with the four parameters illustrated to divide the range
of values of �	 into three regions: strong indi
erence, weak
indi
erence, and no indi
erence.

In this work, the supervised discretization technique
introduced by Fayyad and Irani [34], which is based on the
calculation of entropy, is utilized to generate the interval

[�1	(	ℎ� ), �2	(	ℎ� )] for each class prototype and each attribute. To
determine the values for �1	(	ℎ� ) and �2	(	ℎ� ), an adjustment/

tuning is applied on �1	(	ℎ� ) and �2	(	ℎ� ) to allowmore �exibility

in assigning patterns to the closest classes. �e intervals
adjustment can be expressed mathematically as follows:

�1	 (	
ℎ
� ) = ��1	 (	

ℎ
� ) , �2	 (	

ℎ
� ) = ��2	 (	

ℎ
� ) ; � ∈ [0, 1] .

(2)

�e prototypes in this study are constructed based on
the frequency of combined values from all attributes in the
dataset. A�er implementing the supervised discretization
technique, each attribute will have a set of intervals and nom-
inal values.�e learning strategy starts from the 	rst attribute
in the list and selects the 	rst interval or nominal value from
list of values that belong to the attribute. �en, it proceeds to
the next attribute and selects the 	rst interval/nominal value
and then counts the frequency of the occurrences for these
combined values in each class. If the frequency exceeds the
preselected threshold (e.g., more than 15%) then these values
are added to the 	rst prototype. �e learning continues until
all intervals and nominal values are examined by the above
discussed strategy. �e target is to reach all values for value-
attribute from the 	rst attribute to the last one.

To classify a pattern � to the class �ℎ, PROAFTN

calculates the membership degree �(�, �ℎ) as follows:

� (�, �ℎ) = max {
 (�, 	ℎ1 ) , 
 (�, 	
ℎ
2 ) , . . . , 
 (�, 	

ℎ
�ℎ)} , (3)

where 
(�, 	ℎ	 ) is the fuzzy indi
erence relation which is

computed as a weighted sum of the partial indi
erence
relations as given by


 (�, 	ℎ� ) =
�
∑
	=1

"	ℎ�	 (�, 	ℎ� ) , (4)

where "	ℎ is the weight that measures the importance of a

relevant attribute �	 of a speci	c class �ℎ:

"	ℎ ∈ [0, 1] ,
�
∑
	=1

"	ℎ = 1. (5)

�e last step is to assign the pattern � to the class �ℎ that
has the maximum resemblance according to the following
decision rule:

� ∈ �ℎ ⇐⇒ �(�, �ℎ) = max {� (�, ��) � ∈ {1, . . . , }} . (6)

5. Experimental Work

For the sake of evaluation of the proposed methodology,
we adopted three datasets in our experimental work. Table 1
shows some of the characteristics of these datasets and more
detailed description is provided in the following subsection.
�en, we describe the conducted experiments and discuss the
results.

5.1. Datasets Description

5.1.1. KDD Cup 99 (KDD’99) Dataset. �is dataset consists
of processed dump tra�c portions of normal and attack
connections to a local area network simulating a military
network environment [35]. It was prepared from the raw
dataset collected andmanaged byMITLincoln Labs as part of
the 1998DARPA IntrusionDetection Evaluation Program. Its
	rst use was in the third International Knowledge Discovery
andDataMiningToolsCompetition in 1999. Since then, it has
become very popular and widely used by most researchers
to evaluate and benchmark their research work [20, 24, 26,
27]. �e dataset has 494021 tra�c samples belonging to
22 di
erent attack types in addition to the normal tra�c.
�ese attacks fall into the following four categories: Denial
of Service (DoS) such as Syn �oods, unauthorized access
from a remote machine (R2L) such as password guesses,
unauthorized access to local root privileges (U2R) such as
rootkits, and probing such as port scanning and nmap.
Each connection is described with 41 attributes, as described
in Table 2, and has a label identifying the tra�c type to
be normal or one of the attack types. �ree attributes
are symbolic and 	ve attributes are binary, whereas the
remaining 33 attributes are numeric. As shown in the table,
these attributes are divided into four groups: basic attributes
of individual connections (9 attributes), content attributes
within a connection suggested by domain knowledge (13
attributes), time-based tra�c attributes computed using a
two-second timewindow (9 attributes), andhost-based tra�c
attributes computed using awindowof 100 connections to the
same host (10 attributes).

5.1.2. WEP/WPA Dataset. �e tra�c samples in this dataset
have been recently collected from a controlled wireless home
networkwith enabledWEP/WPA [28].�enetwork topology
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Table 2: Summary of various attributes: category, notation, name, type (numeric, categorical, and binary), statistics, and description.

Cat. Not. Name Type
Statistics

Description
Min Max

Basic

�1 Duration Num. 0 58329 Connection length in seconds

�2 pro type Cat. — — Prototype type which can be tcp, udp, or icmp

�3 srv Cat. — —
Service on the destination; there are 67 potential values
such as http, �p, telnet, and domain

�4 Flag Cat. — —
Normal or error status of the connection; there are 11
potential values, for example, rej, sh

�5 src bytes Num. 0 693M Num. of bytes from the source to the destination

�6 dst bytes Num. 0 52M Num. of bytes from the destination to the source

�7 Land Binary — — Whether conn. from/to same host/port or not

�8 wrng frg Num. 0 3 Number of wrong fragments

�9 urg Num. 0 3 Number of urgent packets

Content

�10 Hot Num. 0 30 Number of hot indicators

�11 n failed lgns Num. 0 5 Number of failed login attempts

�12 logged in Binary — — Whether successfully logged in or not

�13 n cmprmsd Num. 0 884 Number of compromised conditions

�14 rt shell Binary — — Whether root shell is obtained or not

�15 su attmptd Num. 0 2 Number of “su root” commands attempted

�16 n rt Num. 0 993 Number of accesses to the root

�17 n 	le crte Num. 0 28 Number of create-	le operations

�18 n shells Num. 0 2 Number of shell prompts

�19 n access 	les Num. 0 8 Number of operations on access control 	les

�20 n obnd cmds Num. 0 0 Number of outbound commands in an �p session

�21 is hot lgn Binary — — Whether login belongs to hot list or not

�22 is guest lgn Binary — — Whether login is guest or not

t tra�c (using a window of 2 seconds)

�23 cnt Num. 0 511
Number of same-host connections as the current
connection in the past 2 seconds

�24 srv cnt Num. 0 511
Num. of same-host conn. to the same service as the
current connection in the past 2 seconds

�25 syn err Num. 0 1 Percentage of same-host conn. with syn errors

�26 srv syn err Num. 0 1 Percentage of same-service conn. with syn errors

�27 rej err Num. 0 1 Percentage of same-host conn. with rej errors

�28 srv rej err Num. 0 1 Percentage of same-service conn. with rej errors

�29 sm srv r Num. 0 1 Percentage of same-host conn. to same service

�30 d
 srv r Num. 0 1 Percentage of same-host conn. to di
erent services

�31 srv d
 hst r Num. 0 1 Percentage of same-service conn. to di
erent hosts

h tra�c (using a window of 100 connections)

�32 h cnt Num. 0 255
Number of same-host connections as the current
connection in the past 100 connections

�33 h srv cnt Num. 0 255
Num. of same-host conn. to the same service as the
current connection in the past 100 connections

�34 h sm srv r Num. 0 1 Percentage of same-host conn. to same service

�35 h d
 srv r Num. 0 1 Percentage of same-host conn. to di
erent services

�36 h sm sr prt r Num. 0 1 Percentage of same-service conn. to di
erent hosts

�37 h srv d
 hst r Num. 0 1 Percentage of same-service conn. to di
erent hosts

�38 h syn err Num. 0 1 Percentage of same-host conn. with syn errors

�39 h srv syn err Num. 0 1 Percentage of same-service conn. with syn errors

�40 h rej err Num. 0 1 Percentage of same-host conn. with rej errors

�41 h srv rej err Num. 0 1 Percentage of same-service conn. with rej errors
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Table 3: Comparisons of accuracy for di
erent approaches using 10-fold cross validation (results are approximated to two decimal digits).
All model constructions have taken reasonable time except SVM and MLP.

Approach
KDD’99 dataset WEP/WPA dataset WPA2 dataset

Acc (%) Time (sec) Acc (%) Time (sec) Acc (%) Time (sec)

With attribute selection

Proposed 99.92 7 85.70 6 90.10 4

NB 94.57 3 77.38 2 68.82 2

SVM 97.61 27 83.23 21 80.24 19

MLP 96.15 31 84.32 29 88.46 23

Without attribute selection

Proposed 99.20 10 84.89 8 91.82 6

NB 93.28 3.8 77.24 4 76.41 3

SVM 97.58 33 83.02 28 83.26 22

MLP 96.24 48 78.73 34 90.44 29

Table 4: �e KDD’99 per-class performance of the proposed method with and without attribute selection (approximated to three decimal
digits).

Normal/attack Count
With attribute selection Without attribute selection

Precision Recall %1 AUC Precision Recall %1 AUC

Normal 97278 0.999 0.999 0.999 1 0.990 0.989 0.989 0.990

Back 2203 1 0.999 0.999 0.999 0.987 0.987 0.987 0.989

Bu
er over�ow 30 1 0.692 0.818 0.846 0.723 0.678 0.700 0.848

�p write 8 0.5 0.5 0.5 0.75 0 0.000 0.000 0.573

Guess passwd 53 0.909 0.952 0.93 0.976 0.933 0.933 0.933 0.962

imap 12 1 0.4 0.571 0.7 0.157 0.240 0.190 0.670

ipsweep 1247 0.892 0.988 0.938 0.994 0.985 0.983 0.984 0.989

Land 21 0.8 1 0.889 1 0.847 0.937 0.890 0.919

Loadmodule 9 0.333 0.2 0.25 0.6 0 0.000 0.000 0.766

Multihop 7 0.25 0.333 0.286 0.667 0.276 0.323 0.298 0.847

Neptune 107201 1 1 1 1 0.990 0.990 0.990 0.990

nmap 231 0.906 0.358 0.513 0.679 0.938 0.981 0.959 0.981

Perl 3 0.5 0.5 0.5 0.75 0.323 0.990 0.490 0.980

phf 4 0.25 1 0.4 1 0.990 0.657 0.790 0.990

pod 264 0.986 0.973 0.98 0.987 0.990 0.986 0.988 0.990

Portsweep 1040 0.981 0.976 0.979 0.988 0.977 0.982 0.979 0.987

Rootkit 10 0.5 0.333 0.4 0.667 0 0.000 0.000 0.662

Satan 1589 0.986 0.989 0.988 0.995 0.981 0.984 0.982 0.987

Smurf 280790 1 1 1 1 0.990 0.990 0.990 0.990

Spy 2 1 1 1 1 0 0.000 0.000 0.443

Teardrop 979 0.994 0.997 0.996 0.999 0.989 0.990 0.989 0.989

Warezclient 1020 0.997 0.982 0.99 0.991 0.968 0.982 0.975 0.988

Warezmaster 20 0.333 0.5 0.4 0.75 0.790 0.752 0.770 0.910

is a single basic service set (BSS) consisting of one access
point (AP) connected to the Internet and three stations: one
generating real HTTP and FTP tra�c (STA1), one running
Wireshark tomonitor the network and capture tra�c (STA2),
and one for generating attacks (STA3). In addition to nor-
mal tra�c, four types of attacks are reported: ChopChop,

deauthentication, duration, and fragmentation. �ere are a
total of 24200 tra�c samples; 15000 of them belong to normal
tra�c whereas the rest are divided equally for each attack
type. �e captured tra�c from normal and attack processes
is preprocessed using Tshark to extract 15 attributes from the
MAC headers.
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Figure 6: Comparing the per-class results for KDD’99 dataset using the reduced attribute vector (due to attribute selection) with various
methods in terms of precision, recall, %1 measure, and AUC.

5.1.3. WPA2 Dataset. �e third dataset has been collected
from a corporate network with enabled WPA2 encryption
[28]. In this network, there are two access points connected
to a local area network switch, which is connected to an
authentication server (AS) and the Internet. In this scenario,
there are 	ve stations: three generating tra�c, onemonitoring
the network, and one hacking. Here, there are four attack
types: deauthentication, fake authentication, fake AP, and
Syn �ooding. �e total number of tra�c samples is 10000,
where 6000 of them belong to normal tra�c and the rest
are distributed equally for each attack type. Each sample is
processed as in the second dataset with Tshark and described
with 16 attributes.

5.2. Performance Measures. We used 10-fold cross validation
to evaluate and compare the performance of the proposed
methodology. �e performance is reported in terms of
accuracy (Acc), recall (true positive rate), precision, and %1
measure. �ese measures are computed as follows:

Acc = (tp + tn)
(tp + tn + fp + fn) ,

Recall = tp

(tp + fn) ,

Precision = tp

(tp + fp) ,

%1 =
2 × precision × recall

(precision + recall) ,

(7)

where tp refers to true positive, tn refers to true negative, fp
refers to false positive, and fn refers to false negative. We also
compared the area under the receiver operating characteristic
(ROC) curve (AUC) and the time to construct the attack
detection model.

5.3. Experiments and Results. �e proposed methodology
was implemented in Java and ran in a Linux machine. We
applied it to the datasets described above with and without
attribute selection. For the 	rst dataset, KDD’99, the appli-
cation of the attribute selection strategy has resulted in only
17 out of the 41 attributes as relevant attributes. Referring to
Table 2, the selected attributes are �2, �3, �4, �5, �6, �7, �8, �10,
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Table 5:�eWEP/WPA per-class performance of the proposedmethod with and without attribute selection (approximated to three decimal
digits).

Normal/attack Count
With attribute selection Without attribute selection

Precision Recall %1 AUC Precision Recall %1 AUC

Normal 15000 0.822 1 0.902 1 0.817 0.996 0.898 0.993

ChopChop 2300 1 0.326 0.491 0.627 0.855 0.130 0.226 0.521

Deauthentication 2300 0.945 0.971 0.958 0.984 0.938 0.981 0.959 0.989

Duration 2300 0.970 0.997 0.983 0.999 0.966 0.986 0.976 0.992

Fragmentation 2300 0.994 0.21 0.347 0.563 0.968 0.338 0.50 0.632

Table 6: �e WPA2 per-class performance of the proposed method with and without attribute selection (approximated to three decimal
digits).

Normal/attack Count
With attribute selection Without attribute selection

Precision Recall %1 AUC Precision Recall %1 AUC

Normal 6000 0.906 0.935 0.920 0.916 0.906 0.970 0.937 0.961

Fake AP 1000 0.998 0.952 0.974 0.973 0.985 0.945 0.965 0.969

Fake authentication 1000 0.734 0.483 0.582 0.713 0.934 0.448 0.605 0.694

Deauthentication 1000 0.984 0.967 0.975 0.981 0.981 0.978 0.980 0988

Syn �ooding 1000 0.822 0.997 0.901 0.998 0.874 0.997 0.931 0.998
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Figure 7: Comparing the per-class results for WEP/WPA dataset using the reduced attribute vector (due to attribute selection) with various
methods in terms of precision, recall, %1 measure, and AUC.
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Figure 8: Comparing the per-class results for WPA2 dataset using the reduced attribute vector (due to attribute selection) with various
methods in terms of precision, recall, %1 measure, and AUC.

�12, �19, �23, �29, �30, �31, �33, �34, and �38. For WEP/WPA
dataset, only 7 attributes were selected whereas for theWPA2
dataset, only 5 attributes were selected.

We conducted a comparative study with three popular
machine learning algorithms implemented in [36] with
default settings using the strati	ed 10-fold cross valida-
tion. Table 3 summarizes the performance of the proposed
method with and without attribute selection and compared
it to the other classi	ers: naive Bayes (NB), support vector
machine (SVM), and multilayer perceptron (MLP). �e
reported time is themodel construction time (in other words,
it does not include the time for attribute selection).�is table
shows consistent results for the three considered datasets.
All model constructions have taken reasonable times except
for SVM and MLP. Although NB can take slightly less
time than the proposed method, its accuracy is much
lower. �is demonstrates that the proposed methodology
can outperform other techniques with improved accuracy
and simpler models even with few selected attributes. In
general, we observed that the performance for the KDD’99

dataset is much better than for the other datasets. �is can
be due to the size and nature of the dataset since KDD’99
has more samples and attributes covering larger parts of the
search space.

For the proposed methodology, we also reported the
performance for each class in the three datasets in terms
of precision, recall, %1 measure, and AUC. �ese results are
shown in Tables 4, 5, and 6. For the 	rst dataset, KDD’99, the
distribution of tra�c samples is skewed where some attacks
are very rare. We can notice that the proposed methodology
is very accurate when enough samples exist. For the other
two datasets, the performance is very high except for two
attack types. �is can be attributed to incomplete attribute
set to distinguish between all tra�c types. �e comparisons
of the per-class performance with other methods are shown
in Figures 6, 7, and 8. In these 	gures, it is desirable to cover
larger area of the shape in each direction (class type). Similar
conclusion can be drawn as above, where the proposed
methodology is promising and can be e
ective for cyber-
attack detection.
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6. Conclusion

�is paper presents a novel security mechanism for cyber-
attack detection inwirelessmobile networks. It uses historical
data to build detection models with the most in�uential
attributes. �e proposed hybrid methodology is based on
multicriterion fuzzy classi	cation augmented with a meta-
heuristic approach using a genetic algorithm for attribute
selection strategy. �e constructed predictive model is then
deployed to classify unknown incoming tra�c. A�er cap-
turing, preprocessing, and analyzing tra�c, the relevant
attributes are then extracted and integrated with the model
to decide whether the activity is normal or malicious. �ree
datasets with various natures and di
erent cyber-attacks are
utilized to evaluate and compare the e
ectiveness of the
proposed methodology to detect cyber-attacks on di
erent
components of a mobile wireless network. Results showed
that the proposed methodology behaved consistently for
all datasets with promising detection accuracies and model
construction times. In some attacks, the performance was
relatively low. However, this can be due to the insu�cient
number of captured samples, imbalanced distribution of the
dataset, or insu�cient extracted attributes from the raw traf-
	c. As future work, it is intended to explore more attacks and
other datasets and subsequently improve our methodology
further.
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