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Abstract: Detecting the onset of structural damage and its progressive evolution is crucial for the
assessment and maintenance of the built environment. This paper describes the application of a
computer-vision-based methodology for structural health monitoring to a shake table investigation.
Three rubble stone masonry walls, one unreinforced and two reinforced, were tested under natural
earthquake base inputs, progressively scaled up to collapse. White noise signals were also applied
for dynamic identification purposes. Throughout the experiments, videos were recorded, under both
white noise excitation and environmental vibrations, with the table at rest. The videos were prepro-
cessed with motion magnification algorithms and analyzed through a principal component analysis.
The natural frequencies of the walls were detected and their progressive decay was associated with
damage accumulation. Results agreed with those obtained from another measurement system avail-
able in the laboratory and were consistent with the crack pattern development surveyed during the
tests. The proposed approach proved useful to derive information on the progressive deterioration of
the structural properties, showing the feasibility of this methodology for real field applications.

Keywords: structural health monitoring; computer vision; motion magnification; damage detection;
masonry; modal identification

1. Introduction

Existing masonry and historic buildings have usually sustained loads and exceptional
actions, such as earthquakes, for many decades, sometimes even centuries or millennia.
This time span is well beyond the service life they had likely been originally conceived for
and, to ensure their safety conditions, maintenance has to be efficiently programmed and
performed.

Actual structural health conditions thus need to be assessed to prioritize interventions
and to monitor possible changes in the structural performance of the building stock. Most
of the times, non-destructive techniques (NDTs) are preferred as the means by which a
structure can be inspected without affecting its serviceability. Many NDTs are based on
visual observations or on the evaluation of material properties. Others relate structural
conditions to the observed change of the global behavior of the structure through a combi-
nation of measurements of either static or dynamic quantities. The use of vibration test data
to determine natural frequencies and modal shapes can be referred to in this last group.

The problem of vibration-based damage detection has been dealt with for long time
in the scientific community [1–4]. Nevertheless, during the last decades, many innovative
technologies as well as optimized sensors-placing criteria have emerged, allowing more
and more sustainable and extensive monitoring campaigns [5,6]. Dynamic monitoring can
be performed under either seismic or ambient excitation (usually due to wind, traffic, etc.)
with the main objective of estimating modal parameters. A periodic observation of these
measurements and/or a comparison with the expected structural behavior, determined
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through numerical or analytical models, can provide a warning of altered conditions that
may compromise structural safety. These monitoring techniques, routinely performed
with physically attached wired or wireless sensors (accelerometers or vibrometers) have,
however, some intrinsic limitations related to the number of sensors that can be placed on
the structure, their cost, maintenance, and, sometimes, the accessibility of the structure itself.

To cope with these issues and to overcome some of the above-mentioned drawbacks,
computer vision (CV)-based structural dynamics techniques have emerged and have
demonstrated clear advantages in terms of cost, speed, and spatial resolution. Nowadays,
CV-based techniques have been intensively explored for the extraction of modal parameters,
measuring displacement time histories by determining the relative position of a structure
throughout time [7–12].

Referring to CV-based structural dynamics, techniques for motion magnification
(MM) [13] have been introduced to emphasize and visualize small motions from video
measurements [14,15]. Such preprocessing stage is not only indispensable when dealing
with imperceptible structural vibrations due to traffic or wind, but, as it will be further
explained, it is also a filtering expedient. While in the literature some applications of these
techniques on historic masonry structures have already been proposed [14], the novelty
of this study lies in the adoption of principal component analysis to extract the main
components related to the natural frequency of the structure. This work also provides a
systematic comparison with other monitoring techniques, and, namely, with an optical
system making use of infrared cameras and retro-reflective markers. Finally, relying on the
measurements recorded during a number of tests on different specimens characterized by
different damage states, the work investigates the application of the technique as a means
to detect possible seismic induced damage.

In fact, in the context of historic masonry buildings, monitoring is being employed
with a twofold aim, that is, as a diagnosis tool and as a control tool, and it is recognized as
pivotal throughout the entire preservation process [16–18]. Looking at the damage caused
to masonry structures by earthquakes or simply due to natural deterioration, it is essential
to set up tools to monitor the evolution of cracking and possibly detect early warning signs
of irreversible changes of structural safety conditions. For such purpose, it is crucial to rely
on noninvasive techniques and fast elaboration tools.

To this end, dynamic identification performed via non-contact CV-based tools is a very
promising alternative to traditional measurements, since dense and continuous points can
be followed and their position can be tracked during time, determining dynamic properties
of the structure (i.e., natural frequencies and mode shapes), which are extremely sensitive
to any mass or stiffness changes induced by damage [19].

In the following sections, the methodology is presented (Section 2), which was set
up and implemented in a Matlab code, taking the motion magnification stage on its
phase-based version (PBMM) from the work by Wadhwa et al. [13] and performing a
principal component analysis (PCA) to reduce the number of significant motion components
to extract the dynamic properties of the structure. Then, in Section 3, the case study
on which the methodology was applied is presented, consisting of three rubble stone
masonry walls tested on a shake table under both artificial white noise excitation and
strong motion earthquake inputs, for which damage progressively advanced up to the
collapse. Throughout the experimental investigation, several videos were recorded and
analyzed with the proposed technique. In Section 4, the results are compared, in terms of
detected frequencies, with those of a monitoring technique adopted in the laboratory for
consistent input excitation. In addition, a damage index was calculated and its evolution
is related with the progressive development of damage surveyed during the tests and
with a visible change of the shape of the hysteresis cycles as well as with the progressive
increase of the hysteretic energy. Finally, based on such comparisons, Section 5 reports the
advantages of the proposed CV-based method within a more comprehensive discussion in
the perspective of its future applications to real structures.
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2. Methodology

The CV-based methodology is summarized in the flowchart in Figure 1. The video
recording (a) and the motion magnification step (b) precede the semi-automated post-
processing ones, which start from the selection of an appropriate region of interest (ROI)
(c) within the video frames, in which, in general, a parameter considered as representative
of the motion of the structure is monitored and tracked during time. This procedure can
be followed considering either the motion of a pixel or, as in this case, the evolution of its
gray intensity throughout the test (intensity variation). The time histories are then collected
and analyzed to identify the dynamic properties of the structure. Having extracted several
time histories (d) of the gray intensity for a number of pixels (m), a PCA (e) is performed
to reduce the dimensionality of the data and, consequently, to reduce the number of time
series (m′ < m) to be analyzed in the frequency domain (f).
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Figure 1. Methodology flowchart. Video recording (a), motion magnification (b), selection of a ROI
(c), time histories collection (d), PCA (e), analysis in the frequency domain (f).

It is worth underlying that, differently from laboratory tests, structures in natural
environments might exhibit imperceptible vibrations, not detectable unless MM algorithms
are applied on the recorded video prior to any other post-processing step. Thus, a MM
step (b) should be, in case, introduced right after the video recording in the chart. The MM
algorithm in its phase-based version [13] was used in this study and its main features are
summarized in the following. MM allows to evaluate and modify, through an amplification
factor α, local motions on video sequences. This step is fundamental, especially when deal-
ing with videos in which displacement is not visible and, consequently, hardly detectable.
The aim is to amplify small motions, within a given range of frequencies (bandpass filtering
with predefined high-pass fmin and low-pass fmax frequencies), without distorting the
video sequences.

In its simplest form, considering the 1D translational case and defining I(x, 0) = f (x)
as the image gray intensity at the first instant and at the position x, at the generic instant
t, the coordinate x can be subjected to a displacement, δ, and the intensity I to a change,
obtaining

I(x, t) = f (x + δ(t)) (1)

which, approximated in a first-order expansion, leads to

I(x, t) ≈ f (x) + δ(t)
∂ f (x)

∂x
(2)

Applying a temporal band-pass filter ( fmin, fmax) to I(x, t), and assuming that the
motion signal δ(t) lies within the defined domain, an amplification factor α can be applied
and the processed magnified intensity can be written as

Î(x, t) ≈ f (x) + (1 + α) · δ(t)∂ f (x)
∂x

(3)

Nonetheless, depending on the magnitude of the amplification factor α, the application
of MM may introduce an additional and artificial noise to the video. Hence, for example,
attention should be paid to light condition during video recording, or to possible vibrations
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of the camera support. The reader is referred to [13] for a more detailed description of the
steps characterizing the PBMM algorithm.

Once the MM analysis is conducted, a new magnified video will be generated and
then analyzed in the later steps.

It is known that each pixel of a grayscaled image can be characterized by its inten-
sity, i.e., a measure of the amount of light that can range from 0 (black) to 255 (white).
According to the methodology proposed, defining n as the number of frames composing
the video sequence, the video is first converted in grayscale frames so that each pixel of
the single frame, identified by its coordinates xk and yk, is characterized by an intensity
value I(xk, yk). This latter is also a function of time t, each time instant corresponding
to a frame. Monitoring the variation of intensity during time provides a series of time
histories, each referred to a pixel, which can be considered as representative of the motion,
captured through the variation in colour/light of a number of sensors that corresponds
to the dimension of the selected ROI. One possible solution for ROI selection is provided
by [14], based on the evaluation of the entropy of the images, and it is the one adopted in
this study. The average local entropy is a statistical measure of randomness, which can be
used to characterize the contrast of an input image: focusing on a single pixel, high entropy
means that the selected pixel has a low probability of having, in its neighborhood, pixels
with the same gray intensity. Hence, pixels with high entropy can be better visualized and
their intensity variation can be better caught by the computer vision technique. This choice
also entails a high signal-to-noise ratio for the selected region. The average local entropy
(E) of the k-th pixel is defined in this context as

E(xk, yk) =

n
∑

i=1
−
(

∑
z

p(xk, yk)log2 p(xk, yk)

)
n

(4)

where n is the number of the frames and p(xk, yk) is the normalized histogram counts of
the grayscale intensities evaluated in a 9× 9 square “neighborhood” of the pixel k (z is the
number of pixels analyzed within the 9× 9 pixels neighborhood). The ROI, therefore, can be
selected choosing areas with higher local entropy values. Once the ROI of dimension b× h
is selected, the total number of pixels to be monitored is m = b · h, and a matrix T collecting,
by column, the m time histories of the gray intensity made up of n instants/frames can be
assembled and then post-processed

T =
[
T1 T2 . . . Tk . . . Tm

]
(5)

The single component of T, Tik, represents the intensity value at the i-th frame (i.e.,
i-th instant) of the k-th monitored pixel (k = 1, 2, . . . , m).

Recorded digital videos might, however, contain a number of irrelevant information,
i.e., related to noise, which can bias the results of the frequency analysis. These undesired
components can be originated by the acquisition instrument, by the resolution of the
camera, or by light conditions in the test environment and can render the identification of
the most relevant frequency components very cumbersome. It is therefore important to
isolate parts of the signal that can be related to structural response from those that do not
provide any significant information on the structural behavior.

In this paper, in addition to conventional high-pass and low-pass band filters, a
PCA is performed to reduce the number of variables in the dataset (now containing m
elements/variables), while preserving the information contained in the original one, as
per [11]. First, variables are standardized in order to have them all in the same scale, so
that each variable can equally contribute to the analysis. In order to understand how the
variables of the input dataset are varying from the mean with respect to each other and
to identify highly correlated variables which contain redundant information, a covariance
computation is performed. Once the covariance matrix (COV) is defined as an m × m
symmetric matrix, the eigenvalues and eigenvectors of COV are computed to determine
the principal components of the dataset. There will be m eigenvalues (λr) and m × m
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eigenvectors listed in Λ and in Φ, respectively. Principal components can be defined as new
uncorrelated variables, containing most of the information of the original dataset, ordered
so that the first component provides most of the information on the analyzed phenomenon.

To evaluate the relative amount of variances accounted for by each component, the
percentage value δr is calculated as

δr =
λr

∑
r

λr · 100 (6)

and Λ′ is computed sorting, in descending order, the δr values of Λ. This passage allows to
identify the m principal components in order of significance. At this stage, the user needs to
set a minimum percentage value of variances, δmin, of the information he wants to consider
to declare that the components he is taking into account are enough for the characterization
of the considered dataset.

For r = 1, 2, . . . , m, defining δr
tot = δr−1

tot + δr, at the generic r-th cycle, if δr
tot < δmin,

then r = r + 1, while if δr
tot ≥ δmin the process stops and the components≤ r are considered,

while the others removed. In this study, as a reference value, δmin = 90% is defined, and m′

will be the number of principal components considered.
The feature vector, F (m×m′), is then computed and only the eigenvectors of the m′

components will be considered. Thus, the final step, consisting of the frequency domain
analysis, is performed on a reduced set of m′ vectors, with m′ ≤ m. To reorient the data
from the original axes to the new ones represented by the principal components, the final
matrix Tf of dimensions n×m′ is computed.

Finally, power spectrum analysis is performed and the main frequency/ies of the
structure can be detected by means of a peak picking analysis.

3. Case Study

The CV-based structural health monitoring methodology described in the previous
section has already been validated for simple case studies of fatigue tensile tests on fabric
reinforced cementitious matrix (FRCM) coupons [20]. In that case, videos were recorded
at a standard 30 fps acquisition frequency through a commercial smartphone and the
technique succeeded in capturing crack opening rate, tracking both the intensity variation
and the position of some selected pixels near the discontinuity.

In the present paper, the methodology is applied to three full-scale rubble stone
masonry walls subjected to shake table tests, aiming at detecting damage evolution through
the measurement of their natural frequency decay, which was also used to derive the
progressive growth of a damage index.

3.1. Shake Table Test Setup and Instrumentation

The three wall specimens tested on the shake table had the same dimensions of 0.5 m
thickness, 3.73 m height, and 1.63 m width. They were built on reinforced concrete beams
using rubble stone units and weak lime mortar, resembling the typical characteristics of
the masonry type surveyed in the villages in Central Italy, which suffered heavy damage
during the destructive earthquake sequence in 2016–2017 [21]. One wall was tested as it
was, and the other two walls were reinforced adopting different strengthening techniques,
both characterized by relatively low invasiveness and consisting of a preliminary injection
with consolidating mortar. In one case, stones were drilled in the direction perpendicular
to the wall façade, according to a predefined pattern, crossing the section but keeping a
5 cm distance from the back façade. Carbon fiber reinforced polymer (CFRP) connectors
were inserted in the holes, which were then grouted with a cement-based mortar. The
other strengthening technique consisted of a combination of a composite reinforced mortar
(CRM) overlay, composed of a glass fiber reinforced polymer (GFRP) mesh and a lime-based
mortar matrix, on the back façade, and a mesh of ultra-high-tensile-stress stainless steel
cords hidden in the mortar joints of the façade. The mesh and the cords were connected
by stainless steel threaded bars crossing the wall thickness and secured to the back with
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tightened bolts. This technique is already commercialized under the name “Reticola Plus”.
More details on the reinforcement techniques can be found in [22]. In the following, the
unreinforced wall will be referred to as UR, that strengthened with CFRP connectors as CC,
and, finally, that strengthened with CRM and stainless steel cords as CR.

The testing setup (Figure 2 was kept identical for the three walls and was meant to
mimic a vertical spanning wall fixed at the base and restrained on top by a floor connection.
Aiming at releasing vertical displacements, while preventing horizontal ones, low-friction
rubber rollers were placed in contrast with the top of the wall, which was reinforced with
a GFRP mesh (the same used for the CRM overlay) placed in the bed joints. Rollers were
supported by transverse steel beams and lateral braced steel frames [23]. The acquisition
system consisted of a commercial digital camera with 24.3 megapixel resolution, placed
on a tripod at approximately 4 m distance from the specimen (Figure 2, recording at a
30 fps rate.

MONITORED AREA

SIDE VIEW OF THE WALL

BACK 
FACE

FRONT 
FACE

Figure 2. Shake table test setup.

Tests were carried out on a 4 × 4 m2, six degrees of freedom shake table, controlled by
four horizontal and four vertical hydraulic actuators. The testing protocol consisted of a
series of strong motion tests performed under natural accelerograms, which were recorded
during the 2016–2017 sequence at Norcia (NRC), Castel Sant’Angelo sul Nera (CNE), and
Amatrice (AMT) stations. Input signals were applied, with the same order as above, with
increasing scale factor (SF) with 0.2 stepping. Strong motion tests were labeled using the
three letters of the record station and two numbers associated with the scale factor. For
instance, the test under the natural accelerogram recorded at Amatrice station multiplied
by SF = 0.4 was labeled as AMT04 and each equally scaled series consisted, for example, of
three subsequent signals NRC02, CNE02, AMT02, if 0.2 was the selected scale factor.

Prior to the first series of strong motion tests and at the end of each equally scaled
group of tests, a white noise signal was applied by the table, with peak acceleration equal
to 0.05 g, in order to let a proper dynamic identification be performed. These tests were
labeled as WHT, referring to the white noise input, with a progressively increasing number
(WHT01, WHT02, etc.). The application of white noise signals is instrumental in dynamic
identification, as this type of excitation is more similar to that induced by real environmental
inputs. It is therefore more consistent with the identification performed by recording a
video with the shake table on but at rest, and allows identification of the system’s natural
frequencies independently from the dominant frequencies of the input signal that could
possibly lead to incorrect identification.
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A high-resolution 3D motion capture system named 3DVision was used [24] to record
the displacements at predetermined locations, by means of retro-reflecting spherical mark-
ers distributed on an approximately 40 × 40 cm2 grid on both sides of the wall. Additional
markers were placed on the foundation, on the top beam, and on the steel structure, for a
total of 38 (on the front side) + 38 (on the rear side) markers. Acquisition was performed at
200 Hz frequency by nine near-infrared digital cameras placed around the shake table.

This was the only monitoring system adopted during the tests and is used in the
context of the study presented herein as the one providing benchmark frequency val-
ues, with respect to which the proposed procedure is validated, by calculating a rela-
tive error. The data obtained from 3DV acquisition, performed during either WHT and
strong motion tests, were post-processed calculating the fundamental frequencies of the
walls with a multi-input multi-output (MIMO) approach as follows. First, the accelera-
tions of the four markers on the foundation were calculated by double derivation of the
recorded displacements, and were considered as seismic inputs. The accelerations obtained
from 48 markers on the wall, comprising between z = 1.28 m (row n. 2) to z = 3.44 m
(row n. 7) and on both sides, were considered for the output (z being the height from the
top of the foundation beam). Accelerations were not filtered. Then, the transfer function
(Ω( f )) was calculated from each input marker to each output marker and, finally, all the
transfer functions were averaged. The numerous measurement points of 3DVision made it
possible to average many transfer functions and derive a global dynamic characterization of
the wall, minimizing the effect of possible local singularities of the response or of errors in
acquired data (e.g., caused by dust or by the fall of a marker). The fundamental frequency f
was determined as that corresponding to the main peak of (Ω( f )). Note that the frequencies
calculated with 3DVision under strong motion tests will not be considered in this study
for validation and comparison with those derived from videos, because these latter ones
were only recorded during WHT tests and between strong motion ones with the table at rest.

3.2. Application of the Computer-Vision-Based Method

Videos were recorded with a commercial reflex camera at 30 fps sampling rate. Given
the peculiar experimental setup conditions, all the videos were recorded from the same
viewpoint, conveniently chosen to capture the out-of-plane motions of the wall specimens
induced by the dynamic input at the base. Videos were taken both during WHT tests and
in between strong motion tests of the same series, when this was possible, i.e., with the
table at rest. In this latter case, videos aimed at capturing the invisible vibrations of the
structure, which were induced by the oil circulating in the pipe system (the engines of the
actuators were on, even when the table was at rest). Therefore, the excitation consisted
of environmental noise, closely representative of actual on-site conditions, when wind or
traffic cause vibrations. These videos were labeled as ENV, referring to the environmental
noise excitation, with a progressively increasing number (ENV01, ENV02, etc.). In ENV
videos, no visible displacements of the wall could be detected with the naked eye and,
thus, MM was considered as an essential preprocessing stage. As already mentioned, MM
within a selected frequency range acts as a further signal filter, so, for consistency, WHT
videos also underwent the same MM preprocessing, adopting the same frequency range
and amplification factor α. The parameters defining the MM preprocessing stage (Table 1)
were kept constant for all the analyzed cases, that is, the amplification factor α was set to
20, the frequency band comprised between 2 and 8 Hz, and the ROI was constituted by
200 pixels (10× 20 rectangle). It is worth highlighting that 3DVision was not able to provide
results under ENV conditions, because the amplitude of marker displacements was of
the same order of magnitude of the resolution of the measurement system. On the other
hand, relevant information could have been derived by high-resolution accelerometers.
Nevertheless, with respect to the CV-based method, this would have entailed higher cost
(for purchasing sensors and acquisition system) and time effort (for setup implementation)
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and would have provided data in a limited number of measurement points (the locations
of the accelerometers) to be established a priori.

Table 1. Adopted parameters for motion magnification.

α fmin– fmax ROI

20 2–8 Hz 20 × 10

All analyses, as mentioned, were performed on a 10 × 20 region of interest; thus,
200 time histories of the pixels’ intensity variation constituted the original sample for each
video. Following the flowchart reported in Figure 1, the frequency output was obtained in
terms of a spectrum, from which the peak was extracted and recognized as the detected
natural frequency of the wall. Figure 3 shows, as an example, the power spectra obtained
for two WHT tests for UR wall (WHT01 and WHT04).
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Figure 3. Normalized power spectra for (a) WHT01 and (b) WHT04.

4. Results and Comparisons

The frequencies of the three walls detected through the 3DVision (3DV) and the
computer-vision-based methodology (CV) are shown in Figure 4, in which the tests are
chronologically ordered on the x-axis. A direct comparison is possible only for white noise
signals, as the two monitoring systems acquired data simultaneously. On the contrary, for
strong motion inputs, data are available only from 3DVision, whereas for under environ-
mental excitation, data are available only from the CV-based method. The graph shows
an extremely good agreement in all cases. Both techniques detected an increase of the
fundamental frequency of the UR wall between the first and the second white noise signal,
which was due to a modification of the setup (the top steel beams were tightened prior to
WHT02). A slightly worse performance of the CV method is envisaged in the case of the
CR wall during the sixth white noise signal and for the CC wall in the case of the seventh
WHT test. These discrepancies can reasonably be considered as isolated cases, related to
unwanted additional vibrations induced on the camera or to an effect of the chosen ROI.
Noteworthy is that this latter consists of a numerous but limited number of pixels on a
predetermined portion of the wall, whereas 3DVision frequency estimates are based on an
average made on markers distributed on the entire surface of the wall. The overall trend is
clearly identified and, as will be more extensively discussed in the following, this will be
assumed as the reference for the calculation of a damage index and the discussion of its
evolution. It is noted that the trends of stiffness degradation (or, equivalently, of frequency
decay) of CC and CR walls stay smooth and with an almost constant slope between one set
of strong motions and the subsequent one, whereas for UR wall, the relative decrease of
frequency is markedly more evident passing from WHT03 to WHT04, meaning that the
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series with scale factor 0.6 caused a more significant increase of damage on UR than on CC
and CR, as can reasonably be expected.
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Figure 4. Detected frequencies with 3DVision and computer-vision-based technique.

The relative errors with respect to the 3DVision estimates of the fundamental fre-
quencies for the three walls were calculated for each WHT test and are summarized in
Table 2. Such error is never above 6.5%, indicating that the proposed procedure is accurate
in capturing the frequency of a wall subjected to white noise excitation. Nonetheless, the
advantage of using this technique as an alternative to expensive accelerometers is more
evident when analyzing the videos recorded between strong motion signals (ENV), when
imperceptible vibrations could not be detected otherwise, as it may happen in real field
conditions.

Table 2. Adopted parameters for motion magnification.

UR CR CC

1.15% 0.83% 0.26%
Scale factor 0.2

0.34% 0.08% 0.10%
Scale factor 0.4

4.00% 0.14% 0.29%
Scale factor 0.6

5.98% 0.25% 1.16%
Scale factor 0.8

0.72% 1.68%
Scale factor 1.0

5.96% 0.36%
Scale factor 1.2

0.99% 6.32%

In order to provide a further representation of damage evolution, a damage index was
calculated according to the following equation [25]:

DIi = 1−
(

fi
fWHT02

)2

(7)

where DIi is the damage index at the i-th test, fi is the detected frequency in the i-th test,
and fWHT02 is the frequency of the walls under WHT02. Conditions before WHT02 were
neglected both because no significant damage occurred during strong motion tests with
SF = 0.2 and because of the above-mentioned modification of the setup when the UR wall
was being tested, which would have made the results not consistent. DI represents damage
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in the 0 ÷ 1 range, such that DI = 0 corresponds to no damage and DI = 1 corresponds
to collapse.

Damage index was calculated from the frequencies provided by CV either for WHT
tests or for ENV video recordings. A marked nonlinear trend in plots reported in
Figure 5 can be noted. Observing data referred to the UR wall, an increase in damage is
first located between ENV01 and WHT03, that is, following AMT04. It is interesting to note
that, during the 0.6 scaled sequence of signals, the damage increased with almost the same
rate after NRC06 and CNE06, as testified by the DI value at ENV05 (immediately after
CNE06). Again, the AMT signal caused a relatively higher increase of damage, highlighted
by the value of DI detected for the WHT04 video, recorded during the white noise test after
AMT06. Experimentally, this is confirmed looking at Figure 6, showing the progressive leaf
separation measured by processing the displacements of the markers placed on the front
and on the back sides of the wall. During the 0.8 scaled sequence, no further measures of DI
are reported since the wall experienced the partial collapse on the monitored face (no more
videos were recorded for ENV excitation), attaining a global failure under CNE08 signal.

SF
 =

 0
.4

SF
 =

 0
.6

SF
 =

 0
.8

SF
 =

 1
.0

SF
 =

 1
.2

Figure 5. Damage index.

Damage index evolution shows a different trend for CR and CC walls, which experi-
enced less damage accumulation than UR up to the last measured point, that is, WHT07,
after the 1.2 scaled sequence of strong motion tests. The slope of the DI curves seems quite
constant during the experiments, whereas CC wall accumulated more damage with respect
to CR, as it can also be deduced looking at the contours of leaf separation in Figure 6. For
the same signal (AMT12), the last strong motion test after which videos under white noise
excitation were recorded, the relative displacement between the front and the back façades
shows a comparable value, but much more distributed on the whole structure in the case
of the CC wall. This is reflected in the higher values attained by the DI prior to collapse,
which in both cases took place during the 1.4 scaled series, resulting in the fall of stones
from the upper portion of the wall. The frequency decay and the damage accumulation
measured through the proposed technique result are consistent with the damage observed
on the walls during the experimental investigations, as described in [21,22]. In particular,
the unreinforced wall reached its ultimate limit state by exhibiting an out-of-plane bending
collapse mechanism of the two wall leaves. This was accompanied by an evident crum-
bling phenomenon, which first affected a lateral edge of the wall and then involved the
entire structure during collapse. On the other hand, in both the reinforced walls, a local
failure took place. The patterns of leaves separation (shown in Figure 6) and the analyses
on dynamic response and dissipated energy (reported below) highlight some differences
between CR and CC. More specifically, as for the mode of failure, the wall reinforced with
CRM and ultra-high-stainless-steel cord repointing (CR) showed localized failure at the top,
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with leaf separation and fall of stone units. The wall strengthened with CFRP connectors
(CC), instead, exhibited a spread distribution of leaf separation and a limited number of
stone units that fell down on the table from the portion immediately below the crowning
beam (Figure 6).

During an earthquake, structures accumulate damage while dissipating energy. This
can be estimated by adding up the area within all the hysteretic cycles that the system
develops during the ground motion. Evaluating the dissipated energy in hysteresis cycles
is recognized to be representative of the accumulation of damage in structures subjected to
dynamic excitations (e.g., [26–28]), to which damage can be related [29,30].

For the analyzed cases, hysteretic energy was calculated for each strong motion test
by multiplying the area included in the acceleration–displacement cycles of a marker by
the mass attributed to it, and then summing the contributions of all markers. Figure 7a–c
show, for the sake of an example, the acceleration versus displacement cycles of one marker
on the rear side of UR wall at about 2.5 m height, under three strong motion tests with
the same record applied at the base (CNE), amplified by increasing SF. Figure 7d reports
the cumulative hysteretic energy of the three walls under strong motion tests. On the one
hand, it can be noted that the energy dissipated by CR and CC walls is sensibly higher with
respect to UR, if the entire seismic sequence to which each wall was subjected is considered.
This is clearly due to the much higher intensity of earthquake base motion attained by the
strengthened walls with respect to the unstrengthened one. On the other hand, focusing
on the first series of signals (up to AMT06) reported in Figure 7e, it is evident how the
cumulative dissipated energy is markedly higher for UR than for CC and CR. This indicates
that, under the (nominally) same base inputs, UR wall experienced a heaver damage, which
is consistent with both the experimental evidences (crack pattern and progressive damage
evolution) and with the damage index trend reported above. Both the frequency decay
and the damage index exhibit an almost linear trend. On the other hand, the evolution of
cumulative dissipated energy is markedly nonlinear, due to the higher base accelerations
achieved at collapse. The higher dissipated energy estimated for CC wall with respect to
CR wall was attributed to the wider area interested by leaves separation.
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Figure 6. Experimental evidence in terms of residual leaves separation for the three walls and
appearance before collapse.
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Figure 7. Acceleration vs. displacement hysteretic cycles of the B51 marker under CNE signal with
0.2 (a), 0.4 (b), 0.6 (c) scale factor, and (d) dissipated energy trend during the performed tests for the
entire wall and detail of the first tests up to AMT06 and (e) detail of the dissipated energy during the
first tests.

5. Conclusions

A computer-vision-based structural health monitoring methodology was applied to
determine the natural frequency of three rubble stone masonry walls tested on the shake
table and to track the progressive damage accumulation correlated with the frequency decay
occurring along the experimental investigation. Videos were recorded with commercial
cameras at standard acquisition frequencies, both under white noise excitations produced
by the shake table and under environmental vibrations, with the table at rest, closely
representative of actual on-site conditions under the effect of wind or traffic. The small
amplitude of recorded oscillations in this latter case made it necessary to preprocess videos
with motion magnification algorithms.

Frequencies under white noise excitation were compared to those measured by a
high-resolution passive 3D motion capture system, named 3DVision, installed at the shake
table laboratory, revealing an extremely good agreement. The results of the CV-based
method under environmental vibrations, which could not be even obtained by 3DVision,
well captured the progressive frequency decay, consistently with the evolution of damage
observed experimentally and detected by 3DVision under strong motion earthquake inputs.

On the basis of the frequency decay, a damage index was calculated, whose evolution
was judged compatible with the trend of the hysteretic energy obtained from 3DVision
measurement and with phenomenological evidence surveyed in the laboratory during test
execution and by data related to leaf separation.

Despite that the validation of the CV-based structural health monitoring methodology
described in this paper was performed under controlled laboratory conditions, the out-
comes of this study clearly indicate the great potential of the method and set the stage for
more complex and real on-site applications on full-scale structures under environmental
actions. In this context, based on the experience gained in the laboratory, the combination of
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the proposed procedure with motion magnification algorithms will undoubtedly represent
an essential and unavoidable preprocessing step. Ongoing research on this topic is being
devoted to the analysis of case studies in real environments, to validate the procedure and
to highlight issues related to ambient conditions and real field excitations on large-scale
structures. Compared to other dynamic identification strategies, the relatively cheap equip-
ment and the limited computation time required by the proposed approach make it an
appealing alternative. Nevertheless, it still needs to be validated on a wider database of
case studies before it can be routinely adopted in the engineering practice.

Author Contributions: Conceptualization, M.S.; methodology, M.S. and V.A.; software, M.S. and
V.A.; validation, M.S. and V.A.; formal analysis, V.A., M.S. and S.D.S.; data curation, M.S. and V.A.;
writing—original draft preparation, M.S. and V.A.; writing—review and editing, M.S., S.D.S. and
G.d.F.; visualization, M.S., V.A. and S.D.S.; supervision, G.d.F.; funding acquisition, G.d.F. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was partly funded by the Regione Lazio Gruppi di Ricerca 2020 grant https://
ingegneria.uniroma3.it/ricerca/progetti-di-ricerca/progetti-di-ricerca-nazionali/stima-e-analisi-del-
danneggiamento-di-edifici-storici-indotto-da-opere-in-sotterraneo/ (accessed on 9 June 2022). Fund-
ing is also acknowledged from the Italian Ministry of Education, University and Research (MIUR),
in the frame of the Departments of Excellence Initiative 2018–2022, attributed to the Department of
Engineering of Roma Tre University.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: The authors wish to acknowledge the support of the Regione Lazio through
the grant Gruppi di Ricerca 2020 and to the Italian Ministry of Education, University and Research
(MIUR) through the Departments of Excellence Initiative 2018–2022.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Cawley, P.; Adams, R.D. The location of defects in structures from measurements of natural frequencies. J. Strain Anal. Eng.

Design 1979, 14, 49–57. [CrossRef]
2. Farrar, C.R.; Doebling, S.W.; Nix, D.A. Vibration–based structural damage identification. Phil. Trans. R. Soc. Lond. Ser. A Math.

Phys. Eng. Sci. 2001, 359, 131–149. [CrossRef]
3. Morassi, A.; Vestroni, F. Dynamic Methods for Damage Detection in Structures; Springer Science & Business Media: Berlin/Heidelberg,

Germany, 2008.
4. Farrar, C.R.; Worden, K. Structural Health Monitoring: A Machine Learning Perspective; John Wiley & Sons: Hoboken, NJ, USA, 2012.
5. Lofrano, E.; Pingaro, M.; Trovalusci, P.; Paolone, A. Optimal Sensors Placement in Dynamic Damage Detection of Beams Using a

Statistical Approach. J. Optim. Theory Appl. 2020, 187, 758–775. [CrossRef]
6. Lofrano, E.; Paolone, A.; Ruta, G. Dynamic damage identification using complex mode shapes. Struct. Control Health Monit. 2020,

27, e2632. [CrossRef]
7. Feng, D.; Feng, M.Q. Identification of structural stiffness and excitation forces in time domain using noncontact vision-based

displacement measurement. J. Sound Vib. 2017, 406, 15–28. [CrossRef]
8. Dong, C.; Ye, X.; Jin, T. Identification of structural dynamic characteristics based on machine vision technology. Measurement

2018, 126, 405–416. [CrossRef]
9. Feng, D.; Feng, M.Q. Computer vision for SHM of civil infrastructure: From dynamic response measurement to damage

detection—A review. Eng. Struct. 2018, 156, 105–117. [CrossRef]
10. Bhowmick, S.; Nagarajaiah, S.; Lai, Z. Measurement of full-field displacement time history of a vibrating continuous edge from

video. Mech. Syst. Signal Process. 2020, 144, 106847. [CrossRef]
11. Silva, M.F.; Green, A.; Morales, J.; Meyerhofer, P.; Yang, Y.; Figueiredo, E.; Costa, J.C.; Mascareñas, D. 3D structural vibration

identification from dynamic point clouds. Mech. Syst. Signal Process. 2022, 166, 108352. [CrossRef]
12. Feng, D.; Feng, M.Q. Experimental validation of cost-effective vision-based structural health monitoring. Mech. Syst. Signal

Process. 2017, 88, 199–211. [CrossRef]
13. Wadhwa, N.; Rubinstein, M.; Durand, F.; Freeman, W.T. Phase-based video motion processing. ACM Trans. Graph. (TOG) 2013,

32, 1–10. [CrossRef]
14. Fioriti, V.; Roselli, I.; Tatì, A.; Romano, R.; De Canio, G. Motion Magnification Analysis for structural monitoring of ancient

constructions. Measurement 2018, 129, 375–380. [CrossRef]

https://ingegneria.uniroma3.it/ricerca/progetti-di-ricerca/progetti-di-ricerca-nazionali/stima-e-analisi-del-danneggiamento-di-edifici-storici-indotto-da-opere-in-sotterraneo/
https://ingegneria.uniroma3.it/ricerca/progetti-di-ricerca/progetti-di-ricerca-nazionali/stima-e-analisi-del-danneggiamento-di-edifici-storici-indotto-da-opere-in-sotterraneo/
https://ingegneria.uniroma3.it/ricerca/progetti-di-ricerca/progetti-di-ricerca-nazionali/stima-e-analisi-del-danneggiamento-di-edifici-storici-indotto-da-opere-in-sotterraneo/
http://doi.org/10.1243/03093247V142049
http://dx.doi.org/10.1098/rsta.2000.0717
http://dx.doi.org/10.1007/s10957-020-01761-3
http://dx.doi.org/10.1002/stc.2632
http://dx.doi.org/10.1016/j.jsv.2017.06.008
http://dx.doi.org/10.1016/j.measurement.2017.09.043
http://dx.doi.org/10.1016/j.engstruct.2017.11.018
http://dx.doi.org/10.1016/j.ymssp.2020.106847
http://dx.doi.org/10.1016/j.ymssp.2021.108352
http://dx.doi.org/10.1016/j.ymssp.2016.11.021
http://dx.doi.org/10.1145/2461912.2461966
http://dx.doi.org/10.1016/j.measurement.2018.07.055


Buildings 2022, 12, 831 15 of 15

15. Yang, Y.; Dorn, C.; Mancini, T.; Talken, Z.; Kenyon, G.; Farrar, C.; Mascareñas, D. Blind identification of full-field vibration modes
from video measurements with phase-based video motion magnification. Mech. Syst. Signal Process. 2017, 85, 567–590. [CrossRef]

16. Masciotta, M.G.; Ramos, L.F.; Lourenço, P.B. The importance of structural monitoring as a diagnosis and control tool in the
restoration process of heritage structures: A case study in Portugal. J. Cult. Heritage 2017, 27, 36–47. [CrossRef]

17. Milani, G.; Clementi, F. Advanced seismic assessment of four masonry bell towers in Italy after operational modal analysis
(OMA) identification. Int. J. Arch. Heritage 2021, 15, 157–186. [CrossRef]

18. Olivieri, C.; Fortunato, A.; DeJong, M. A new membrane equilibrium solution for masonry railway bridges: the case study of
Marsh Lane Bridge. Int. J. Masonry Res. Innov. 2021, 6, 446–471. [CrossRef]

19. Giordano, E.; Mendes, N.; Masciotta, M.G.; Clementi, F.; Sadeghi, N.H.; Silva, R.A.; Oliveira, D.V. Expeditious damage index for
arched structures based on dynamic identification testing. Constr. Build. Mater. 2020, 265, 120236. [CrossRef]

20. Sangirardi, M.; Altomare, V.; de Felice, G. Analysis of the dynamic response of a masonry wall through computer vision and
image processing techniques. In Proceedings of the 10th International Conference on Structural Health Monitoring of Intelligent
Infrastructure (SHMII-10), Porto, Portugal, 30 June–2 July 2021 .

21. de Felice, G.; Liberatore, D.; De Santis, S.; Gobbin, F.; Roselli, I.; Sangirardi, M.; AlShawa, O.; Sorrentino, L. Seismic behavior of
rubble masonry: shake table test and numerical modelling. Earthq. Eng. Struct. Dyn. 2022, 51, 1245–1266. [CrossRef]

22. De Santis, S.; AlShawa, O.; de Felice, G.; Gobbin, F.; Roselli, I.; Sangirardi, M.; Sorrentino, L.; Liberatore, D. Low-impact techniques
for seismic strengthening fair faced masonry walls. Construct. Build. Mater. 2021, 307, 124962. [CrossRef]

23. De Santis, S.; De Canio, G.; de Felice, G.; Meriggi, P.; Roselli, I. Out-of-plane seismic retrofitting of masonry walls with Textile
Reinforced Mortar composites. Bull. Earthq. Eng. 2019, 17, 6265–6300. [CrossRef]

24. De Canio, G.; de Felice, G.; De Santis, S.; Giocoli, A.; Mongelli, M.; Paolacci, F.; Roselli, I. Passive 3D motion optical data in
shaking table tests of a SRG-reinforced masonry wall. Earthq. Struct. 2016, 40, 53–71. [CrossRef]

25. De Santis, S.; de Felice, G. Shake table tests on a tuff masonry structure strengthened with composite reinforced mortar. Compos.
Struct. 2021, 275, 114508. [CrossRef]

26. Benavent-Climent, A.; Escolano-Margarit, D.; Morillas, L. Shake-table tests of a reinforced concrete frame designed following
modern codes: seismic performance and damage evaluation. Earthq. Eng. Struct. Dyn. 2014, 43, 791–810. [CrossRef]

27. Vieux-Champagne, F.; Sieffert, Y.; Grange, S.; Nko’ol, C.B.; Bertrand, E.; Duccini, J.; Faye, C.; Daudeville, L. Experimental analysis
of a shake table test of timber-framed structures with stone and earth infill. Earthq. Spectra 2017, 33, 1075–1100. [CrossRef]

28. Vaculik, J.; Griffith, M.C. Out-of-plane shaketable testing of unreinforced masonry walls in two-way bending. Bull. Earthq. Eng.
2018, 16, 2839–2876. [CrossRef]

29. Liberatore, D.; Addessi, D.; Sangirardi, M. An enriched Bouc-Wen model with damage. Eur. J. Mech.-A/Solids 2019, 77, 103771.
[CrossRef]

30. Sangirardi, M.; Liberatore, D.; Addessi, D. Equivalent frame modelling of masonry walls based on plasticity and damage. Int. J.
Arch. Heritage 2019, 13, 1098–1109. [CrossRef]

http://dx.doi.org/10.1016/j.ymssp.2016.08.041
http://dx.doi.org/10.1016/j.culher.2017.04.003
http://dx.doi.org/10.1080/15583058.2019.1697768
http://dx.doi.org/10.1504/IJMRI.2021.118831
http://dx.doi.org/10.1016/j.conbuildmat.2020.120236
http://dx.doi.org/10.1002/eqe.3613
http://dx.doi.org/10.1016/j.conbuildmat.2021.124962
http://dx.doi.org/10.1007/s10518-019-00701-5
http://dx.doi.org/10.12989/eas.2016.10.1.053
http://dx.doi.org/10.1016/j.compstruct.2021.114508
http://dx.doi.org/10.1002/eqe.2372
http://dx.doi.org/10.1193/010516eqs002m
http://dx.doi.org/10.1007/s10518-017-0282-8
http://dx.doi.org/10.1016/j.euromechsol.2019.04.006
http://dx.doi.org/10.1080/15583058.2019.1645240

	Introduction
	Methodology
	Case Study
	Shake Table Test Setup and Instrumentation
	Application of the Computer-Vision-Based Method

	Results and Comparisons
	Conclusions
	References

