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Abstract
Emotion detection can considerably enhance our
understanding of users’ emotional states. Under-
standing users’ emotions especially in a real-time
setting can be pivotal in improving user interactions
and understanding their preferences. In this paper,
we propose a constraint optimization framework to
discover emotions from social media content of the
users. Our framework employs several novel con-
straints such as emotion bindings, topic correla-
tions, along with specialized features proposed by
prior work and well-established emotion lexicons.
We propose an efficient inference algorithm and re-
port promising empirical results on three diverse
datasets.

1 Introduction
Social media enables its users to share their views, opinions,
events and other personal information online – taking over the
role of personal diaries due to their widespread dissemina-
tion, ease of use and ubiquitous nature. Such reportage from
the daily lives of individuals can enhance our understanding
of users’ emotional states, which can be useful in several sce-
narios, such as for detecting emotional crisis in users’ life,
doctor-patient interactions, customer-care interactions where
a real-time feedback (and subsequent adjustments) can lead
to a satisfactory experience [Sadilek et al., 2013]. Emotion
models can be employed to understand how users feel about
a given entity such as a movie, or a live event. Consequently,
there is significant value to be derived from analyzing and
predicting human emotions.

Researchers have focused on identifying key features that
could serve as signals for emotion detection, such as words
indicative of different emotions, smiles. These features have
been used effectively as side information for building more
complex models. However, for different datasets, different
models perform better [Kim et al., 2010]. Moreover, there is
no standard framework that can leverage the dictionaries and
features proposed by the prior research work and address all
the key challenges listed below.

Challenges: We highlight the challenges in emotion detec-
tion through the sentences: (S1) “Recent plane crashes makes
me sad and angry” and (S2) “Yet another plane crashed”.

– Multiple emotions: S1 exhibits emotions: sadness and
anger. There are scenarios where multiple emotions are
desired. However, majority of prior work that is based
on classification models can detect only one emotion and
hence they only provide incomplete information.

– Topic correlation: The two sentences S1 and S2 are top-
ically correlated. Most prior work would detect the emo-
tions in S1 correctly. However they would fail in detecting
any emotion in S2. Incorporating topical interdependen-
cies can be crucial for discovering the base emotion that a
topic evokes. There is some prior work recently that aims
to address the topical aspect [Bao et al., 2009].

– Emotion bindings: Co-existence of emotions differs based
on their type. For e.g., it is rare for joy and fear to co-exist
in a sentence. Moreover some emotions can co-occur with
a greater flexibility. For e.g. surprise can occur with joy as
well as with anger. Most prior work ignores this binding.

– Noisy labels: Typically the ground truth for emotions is
constructed through surveys. However, emotion percep-
tion is very personal and could vary from one person to
another. It can be hard for a model to reconcile this vari-
ance (or say noise) in the ground truth.

Contributions: To our knowledge, this paper is the first to
address all the challenges listed above through a general con-
straint optimization framework which can leverage new fea-
tures and refined emotion lexicons learnt by prior researchers.
– We use the vector representation of emotions, which al-

lows ranking and thresholding of emotions in the text.
Hence our model can be crafted to get a single emotion
or multiple emotions. This is an extremely desirable fea-
ture depending on the use-case.

– We propose several novel constraints such as topical,
emotional, bias factors, which directly address the above-
mentioned challenges and leads to a much-improved per-
formance of our model.

– We propose an efficient inference algorithm based on mul-
tiplicative update rule and prove its convergence. We also
demonstrate a generic approach to tune model parameters
automatically from the training dataset.

– Finally, we evaluate our model through three diverse real
world datasets, and show that it outperforms existing
state-of-art methods for emotion detection. We also rig-
orously test each component of our model and show its
robustness to noisy ground truth labels.
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2 Related Work
We review several key areas that are closely related to the
problem of emotion detection.

Sentiment Analysis. Sentiment analysis aims at discover-
ing the contextual polarity of the documents [Pang and Lee,
2008]. [Li et al., 2009] proposed a Non-negative Matrix Fac-
torization (NMF) approach which leverages lexical knowl-
edge for sentiment classification. Recent work [Bollen et
al., 2011; Golder and Macy, 2011] has focused on mining
temporal and seasonal trends of sentiment. Sentiment analy-
sis is a closely related problem, however emotions are much
more expressive than sentiments. Moreover, emotions need
not contain a sentiment and vice-versa [Liu, 2012].

Emotion Detection. Emotion models are primarily of two
types [Ekkekakis, 2013]: (i) dimensional, and (ii) categori-
cal. Dimensional models represent emotions on three dimen-
sions: valence, arousal and dominance. [De Choudhury et
al., 2012a] extended it to circumplex model and studied vari-
ous aspects of the relationship between mood expression and
human behavior in social media. Categorical models repre-
sent emotions into finite categories. Ekman’s basic emotion
set (anger, disgust, fear, happiness, sadness, and surprise) is
arguably the most popular emotion taxonomy [Ekman, 1992].

There is a large body of prior work on emotion classi-
fication. [Mishne, 2005; Mishne and De Rijke, 2006] used
LiveJournal data to build models which predict levels of
various moods and understand their seasonal cycles. [Strap-
parava and Mihalcea, 2008] proposed several knowledge-
based and corpus based methods. [Kozareva et al., 2007]
presented a method based on the co-occurrence distribution
over content and emotion words. Machine learning tech-
niques such as Support Vector Machines are widely ap-
plied [Yang et al., 2007; Aman and Szpakowicz, 2008;
Lin et al., 2007]. [Agrawal and An, 2012] proposed an unsu-
pervised model based on semantic relatedness between words
and the emotion concepts. However, these approaches do
not consider the topical relationship across words. [Bao et
al., 2009] overcame this limitation and proposed an emotion-
topic model by augmenting Latent Dirichlet Allocation with
an intermediate emotion layer.

There has been concerted effort on building dictionaries
of words with their corresponding emotion categories, such
as LIWC [Pennebaker et al., 2007], WordNet-Affect [Strap-
parava and Valitutti, 2004], ANEW [Bradley and Lang,
1999], EmoSenticNet [Poria et al., 2014], NRC [Moham-
mad and Turney, 2013]. There are some approaches based
on emotion lexicons. [Alm et al., 2005; Aman and Szpakow-
icz, 2007] incorporated emotional words as features. [Chau-
martin, 2007] combined lexicons with linguistic and rule-
based approach. [Mihalcea and Liu, 2006] predicted semantic
trends of happiness. [Alm, 2008] used a hierarchical sequen-
tial model along with SentiWordNet [Esuli and Sebastiani,
2006]. [De Choudhury et al., 2012b] developed an affect clas-
sifier utilizing ANEW and NRC.

Our work differs from prior work in several important
ways. First, we propose a model, which improves dictionary-
based approaches to classifying text into emotion categories.
Second, we endow the model with several novel constraints,

Symbol Description
n number of documents
k number of emotion categories
m number of features
l ≤ m number of words in the emotion lexicon
X ∈ Rm×n

+ feature document matrix
D ∈ Rl×k

+ word-emotion lexicon
S ∈ Rn×k

+ document-emotion ground truth
Q ∈ Rk×k

+ emotion binding probability
W ∈ Rn×n

+ topic similarity between all pairs of documents

Table 1: Notations.

such as topic, emotion, and bias factors. Third, we propose an
efficient algorithm that is guaranteed to converge to local op-
timal solution and learns the model parameters automatically.
Our framework is quite flexible in the sense that it can incor-
porate any emotion lexicon and features from prior work and
can be used to discover the existence of multiple emotions in
input text.

3 Approach
Table 1 lists notations used in this paper. X indicates the sen-
tence features: ngrams, smiles, #exclamation mark, question
mark, curse words, greeting words, sentiment polarity. The
grams are normalized using tf-idf scheme. D represents the
NRC word-emotion lexicon [Mohammad and Turney, 2013].

Multiple Emotions: Let D ∈ Rm×k
+ be the latent word-

emotion matrix and S ∈ Rn×k+ be the latent document-
emotion matrix. These two matrices contain scores for each
word/document per emotion category. NMF based prior
work [Kim et al., 2010; Li et al., 2009] considers the for-
mulation ||X −DST ||2F , which penalizes a document unless
it contains all the words pertaining to the document’s emo-
tion - casting an unreasonable expectation on the model. This
could lead to a skew in scores towards emotions with smaller
lexicon. A more reasonable way to derive a document’s emo-
tion is to get each feature’s emotion and average over them
according to the frequency of their appearance. This doesn’t
enforce an unrealistic expectation of mentioning all emotion-
ally related words. Hence we consider that S is drawn from
the product ofX T andD with a random i.i.d. Gaussian noise,
leading to the following formulation.

min
D�0,S�0

‖S −X TD‖2F (1)

where ||M ||F is the Frobenius norm of matrix M . Next, we
describe several novel constraints for our problem.

Topic Constraint: We hypothesize that documents that be-
long to same topics must exhibit similar emotions. So for two
similar documents, their emotion distribution S(i·) and S(j·)
must be similar, i.e. Wij ∼ (SST )ij . This constraint is only
applicable to topically related documents. To operationalize
it, we consider a binary indicator matrix L, s.t., Lij = 1
for Wij ≥ τ , otherwise 0. Here τ is the similarity thresh-
old. The topic constraint is captured through the constraint:
‖L◦(W−SST )‖2F , whereX ◦Y is the Hadamard product or
the component wise product of X and Y . There are instances
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where one topic might have views of opposing polarity, so for
these instances Lij can be set to 0.

Emotion Bindings: Based on our observations, we hy-
pothesize that emotions can be highly correlated (negatively
and positively). For e.g., it is highly unlikely that a document
exhibiting joy would exhibit sadness or anger. Let Q indi-
cate the emotion co-existence probability matrix which can
be learnt via the word emotion lexicon D or through domain
knowledge. The emotion constraint is then specified by the
term: ‖Q −DTD‖2F .

Emotion Lexicon and Ordering: The mapping of emo-
tions to the columns of the latent emotion matrices D and
S is unknown. To fix this mapping, we use the word emo-
tion lexicon D for which the mapping of its columns to emo-
tions is known. Additional benefit of the emotion lexicon is
that it allows our model to encode prior knowledge about the
word-emotion categories. The following emotional constraint
is added to the model: ‖D − D(l)‖2F , where D(l) indicates
the first l rows ofD. We order rows of X to first represent the
l emotion lexicon words and then other features. Typically,
emotion lexicons are collected through manual surveys over
a limited set of documents from a single domain or a sub-
set of topic. Hence they can be very context specific and our
experience suggests that a model based just on them doesn’t
perform well. However they can be quite effective in guiding
our model. Similarly, we encode ground truth emotion of the
documents (S) through the constraint ‖S − S‖2F .

Bias Factors: There can be several bias factors that lead
to the inclusion of a feature in a document. For e.g., popular
words have higher probability of being mentioned than rare
words. To handle this, we consider multivariate half-normally
distributed random variables u ∼ |N (ū, σ2

uI)| ∈ Rm+ and
v ∼ |N (v̄, σ2

vI)| ∈ Rn+. Adding the bias factors leads to the
following formulation.

min
(D,S,u,v)�0

‖S-(X T -vuT )D‖2F +λu‖ū-u‖22+λv‖v̄-v‖22 (2)

where λu = (2σ2
u)−1 and λv = (2σ2

v)−1. The bias factors
extract the baseline characteristics of the text and helps in
addressing the noise by mitigating the effect of rare words.

Based on the above discussion, our model can be described
by the following constraint optimization problem.

min
D�0,S�0,u�0,v�0

{
Φ(X ,S,D,W,Q, ū, v̄; Λ)

}
(3)

where,

Φ = ‖S − (X T − vuT )D‖2F + λu‖ū− u‖22 + λv‖v̄ − v‖22
+ λd‖D −D(l)‖2F + λs‖S − S‖2F
+ λw‖L ◦ (W − SST )‖2F + λq‖Q −DTD‖2F

We note that Λ = {λu, λv, λd, λs, λw, λq} are the regulariza-
tion parameters, that control emphasis on the different con-
straints. For notational simplicity, we omit the parameters of
Φ, unless necessary.

3.1 Convex Sub-Problem
The objective function Φ is non-convex in D and S. We de-
rive a convex sub-problem in each variable through a variable

substitution technique.

Ψ = Φ− λw‖L ◦ (W − SST )‖2F − λq‖Q −DDT ‖2F
+ λw‖L ◦ (W − SAT )‖2F + λq‖Q −DBT ‖2F
+ λa‖S −A‖2F + λb‖D −B‖2F (4)

Ψ is second-order convex function in all its variables though
not convex collectively. Note that Φ = Ψ(A = S,B = D).
Lemma 1. The problem Ψ? = min{Ψ} provides a lower
bound to the problem Φ? = min{Φ}.

Proof. Let D?, S? be the solution to Φ?. As a solution to the
minimization problem, we have

Ψ? ≤ min{Ψ(D=D?, S=S?)}
≤ min{Ψ(D=D?, S=S?, A=S?, B=D?)} = Φ?

Solving Ψ ensures a parsimonious fit to Φ.

3.2 Inference Algorithm
We propose the multiplicative update rule, which provides a
good compromise between speed and ease of implementa-
tion1. The update rule is constructed by placing the negative
part of the derivative (OΨ) in the numerator and the positive
part in the denominator. For e.g., update rule for S is as fol-
lows.

S ← S ◦ X TD + λwL ◦WA+ λaA+ λsS + ε

vuTD + λwL ◦ (SAT )A+ (λa+λs+1)S+ε
(5)

Note that here division is also component wise. As suggested
by prior work [Pauca et al., 2006], we add a small positive
constant ε = 10−5 to prevent division by zero. Since all vari-
ables are updated in this multiplication form, non-negativity
is always satisfied. Algorithm 1 presents our inference algo-
rithm to obtain a locally optimal solution.

Algorithm 1 MINIMIZE Ψ

1: Initialize S(0), D(0), u(0), v(0), A(0), B(0) randomly
2: t = 0
3: repeat
4: t = t+ 1
5: Compute S(t) using multiplicative rule (Eq 5).
6: Similarly compute D(t), u(t), v(t), A(t), B(t).
7: until Ψ(t−1) −Ψ(t) ≤ ε or t ≥ maxIteration
8: return S(t), D(t), u(t), v(t), A(t), B(t)

Theorem 1. Algorithm 1 is guaranteed to converge to a
locally-optimal solution.

We first define an auxiliary function which is similar to that
used in the EM algorithm [Dempster et al., 1977].
Definition 1. G(x, y) is an auxiliary function for F (x) if the
following conditions are satisfied.

G(x, y) ≥ F (x), G(x, x) = F (x)

1The original algorithm from [Lee and Seung, 2001] is specific
to NMF without constraints. Our alogorithm improves over NMF
through the constraints.
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Lemma 2. If G is an auxiliary function, then F is non-
increasing under the update

xt+1 = arg min
x
G(x, xt) (6)

Proof. F (xt+1) ≤ G(xt+1, xt) ≤ G(xt, xt) = F (xt).

Clearly, if the update rule confirms to Eq. 6 then F would
converge to a local minima. Since all the variables are se-
quentially updated, it is sufficient to show that update rule for
S confirms to Eq. 6 for an appropriate auxiliary function.

Lemma 3. Let s = Sij > 0. The function G(x, s) is an
auxiliary function for F (s)=Ψ(Sij=s).

G(x, s) = F (s) +
∂F (s)

∂s
(x− s)+

(vuTD + λwL ◦ SATA+ (λa + λs + 1)S + ε)ij
s

(x− s)2

Proof. Clearly, G(s, s) = F (s). Taylor expansion of F is:

F (x) = F (s) +
∂F (s)

∂s
(x− s) +

1

2

∂2F (s)

∂s2
(x− s)2

Note that the higher order terms in the Taylor expansion van-
ishes because F is a second order polynomial in s. In order
for G to be an auxiliary function, G(x, s) ≥ F (x). Alter-
nately, we need to show that

(vuTD + λwL ◦ SATA+ (λa+λs + 1)S + ε)ij
s

≥ 1

2

∂2F

∂s2

It is easy to see above using the following inequalities.

(SMTM)ij
s

=
1

s

∑
k

Sik(MTM)kj ≥ (MTM)jj

(uvTD)ij + (λa + λs + 1)Sij + ε

s
≥ λa + λs + 1

This establishes that G is an auxiliary function for F .

Proof of Theorem 1. To show that Algorithm 1 converges, we
need to show that update rule for S follows Eq. 6. Solving
dG(x, s(t))/dx = 0 for x, we get the next update as men-
tioned in Eq. 5. Since G is the auxiliary function for F , so
F is non-increasing under this update rule. Thus Algorithm 1
converges to a locally optimal solution.

Parameter Learning: We consider EM style approach to
estimate the parameters of our model. For e.g., λ is estimated
through the minimization: minλ{minΨ−logPr(λ)}, where
Pr(λ) ∼ Beta(αλ, βλ) is the prior. We alternate between
Algorithm 1 and parameter learning until convergence, which
is typically 3-4 iterations.

Computational Complexity: The document feature ma-
trix X is typically very sparse with p� mn non-zero entries
and k < 10. Using sparse matrix multiplications, the updates
can be very efficiently and easily implemented. Specifically,
the cost of one iteration is O(k2(m+ n) + kp). Empirically,
the number of iterations required for convergence is (∼ 100).
Hence our approach scales linearly to dataset size.

Prediction. For predicting the emotion categories of a test
document, we can use the locally-optimal D,S, u, v to solve
the following minimization.

min
Z�0

{
‖Z − (X Ttest − v0uT )D‖22 + λw‖Wtest − SZT ‖22

}
where v0 is the mean of v andWtest ∈ Rn+ is the topic sim-
ilarity of the test document with the similar training docu-
ments. Only documents with similarity of τ or greater with
the test documents are retained inWtest. One clear advantage
of our setup is that predictions can be computed extremely
fast – making our approach desirable in an online setting.

4 Dataset
We consider 3 diverse datasets to evaluate our approach.

SemEval2: This dataset consists of 1250 news headlines
annotated by human coders on six emotions: anger, disgust,
fear, joy, sadness and surprise [Strapparava and Mihalcea,
2007]. The news headlines are typically short and written
to evoke emotions and attract readers’ attention. The dataset
contains score of each emotion for each headline on a 100-
point scale. We tag each headline with emotions that have a
score greater than the average emotion score of that headline.

ISEAR3: This dataset consists of 7666 sentences anno-
tated by 1096 participants with different cultural backgrounds
[Scherer and Wallbott, 1994]. They completed questionnaires
about experiences and reactions for seven emotions: anger,
disgust, fear, joy, sadness, shame and guilt. In contrast to
SemEval, each experience is tagged with a single emotion.

Twitter Dataset: We collected a sample of 1800 tweets us-
ing the Twitter API. In order to ensure that the tweets express
some emotion, we first randomly sampled 30 words per emo-
tion category from NRC lexicon and then randomly picked 10
tweets that mentioned the selected emotion words in a hash-
tag format (e.g. #sad). The tweets were coded on 6 emotion
categories (same as SemEval) and 1 no-emotion category by
3 mechanical turkers. The inter-rater agreement is 0.62, in-
dicating a moderate agreement. We took the majority vote to
pick the emotion categories of tweets.

5 Results and Evaluation
We use 10-fold cross validation to run our experiments and
report precision (P), recall (R), and F-score (F). All signifi-
cance tests are done through one-sided test with 95% confi-
dence interval. To operationalize our model, we first filtered
the rare words (i.e. words that appeared in less than 5 sen-
tences). We use cosine similarity between the documents’
features to compute their topic similarity and set threshold
τ=0.8. We compare our model with several baselines as de-
scribed below.

b1: This model uses a non-Linear SVM over n-gram fea-
tures for classifying emotions.

b2: This is the best prior state-of-art model. For SemEval,
we report the results from [Kim et al., 2010]. For ISEAR, we
report the results from [Agrawal and An, 2012].

2http://web.eecs.umich.edu/∼mihalcea/downloads.html
3http://www.affective-sciences.org/researchmaterial
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SemEval ISEAR
Model P R F P R F

Anger
our 0.57 0.44 0.50 0.71 0.68 0.69
b1 0.21 0.20 0.20 0.46 0.58 0.51
b2 0.29 0.26 0.28 na na 0.63
b3 0.22 0.85 0.35 0.19 0.59 0.29
b4 0.50 0.52 0.51 0.58 0.64 0.61

Fear
our 0.59 0.66 0.62 0.78 0.78 0.78
b1 0.32 0.24 0.27 0.68 0.58 0.63
b2 0.53 0.75 0.62 na na 0.59
b3 0.37 0.95 0.54 0.22 0.09 0.12
b4 0.55 0.65 0.60 0.69 0.69 0.69

Joy
our 0.58 0.71 0.64 0.71 0.81 0.76
b1 0.30 0.18 0.23 0.61 0.63 0.62
b2 0.77 0.56 0.65 na na 0.56
b3 0.51 0.94 0.64 0.20 0.21 0.20
b4 0.56 0.62 0.59 0.66 0.70 0.68

Sad
our 0.57 0.80 0.65 0.77 0.67 0.72
b1 0.24 0.14 0.16 0.64 0.51 0.57
b2 0.50 0.45 0.47 na na 0.41
b3 0.45 0.80 0.57 0.20 0.06 0.09
b4 0.56 0.54 0.55 0.71 0.54 0.65

Avg.
our 0.61 0.65 0.63 0.74 0.73 0.74
b1 0.26 0.19 0.22 0.60 0.57 0.58
b2 0.52 0.50 0.51 na na 0.54
b3 0.39 0.90 0.53 0.20 0.21 0.20
b4 0.57 0.59 0.58 0.69 0.64 0.66

Table 2: Performance of models over SemEval and ISEAR.

b3: This is the lexicon based model. It tags each document
with the weighted average of lexicon words’ emotions.

b4: This is the NMF based model [Kim et al., 2010; Li et
al., 2009]. We append this model with all the constraints of
our model in order to make it at par with our approach.

Table 2 shows the performance of the different models. We
observe that the average performance of our model is statisti-
cally significantly better than the best reported accuracy (b2)
across the two datasets, using one-sided ttest with p ∼ 0. We
note that the bag-of-word (b1) model performs poorly for the
SemEval dataset although it has good performance on ISEAR.
The improved performance of our model across these differ-
ent datasets highlights its superiority and its general applica-
bility for emotion classification.

Model Analysis. We investigate the sensitivity of our
model with regard to all various constraints it employs. We
turn the constraint off and measure the performance of the
model (see Table 3). The result shows that all the constraints
are significantly important in improving the model perfor-
mance. Among the constraints, topic constraint provides the
largest boost to the performance.

SemEval ISEAR
P R F P R F

w/o u, v 0.57 0.62 0.59 0.72 0.72 0.72
λq = 0 0.56 0.57 0.57 0.70 0.69 0.70
λd = 0 0.56 0.61 0.58 0.71 0.71 0.71
λw = 0 0.51 0.54 0.53 0.65 0.66 0.66

Table 3: Model performance without constraints.
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Figure 1: Model performance with different noise levels.

5.1 Noisy Ground Truth
The emotion ground truth is typically gathered by asking the
human coders. Since emotion classification can be tricky,
we see large disagreements between the coders. As a re-
sult ground truth can be noisy (high false positives and false
negatives). In order to emulate the noisy setting, we add
noise to the training dataset. For SemEval, we set Sij =
min {1,max {0,Sij + Y }}, where Y ∼ N (p, 0.1) is a Gaus-
sian random variable. S is a binary for ISEAR, so we flip its
cells with probability p. Noise is not added to the test data.

Figure 1 shows that our model performs well even when
there is 40% noise in the training data – indicating that our
model is robust to large levels of noise. One intuitive reason
for such high tolerance is that the model is not solely depen-
dent on the training labels. It has several other constraints that
ensure that model doesn’t over fit.

5.2 Evaluation on Microblog Dataset
We perform a qualitative evaluation of our model on the Twit-
ter dataset. This evaluation serves multiple purposes. It
shows how our model performs over short snippets of user-
generated content that is often mired with sarcasm, and con-
flicting emotions. Additionally, It enables us to closely exam-
ine the scenarios where our model misclassified and scenarios
where the ground truth appeared to be incorrect.

Model Performance. Table 4 shows the performance of
our model in comparison to the baselines. We note that our
model is statistically significantly better. It improves recall
substantially by 42% over the NMF based prior state-of-art
and precision by 5%.

our b1 b3 b4
P R P R P R P R

0.43 0.67 0.16 0.14 0.33 0.27 0.40 0.47

Table 4: Performance of models over Twitter dataset.

Qualitative Analysis. We present several interesting ex-
amples where our model surprisingly fared well and some of
those instances in which we intuitively see that the ground
truth appears to be either incorrect or non-specific.
Sentence 1. Update AmberAlert #Abduction of 2yo Edwin-
Vargas LosAngeles CA: Car found abt 1.5hrs ago in East L.A.

The ground truth label for the above sentence is no emo-
tion. However, our model labeled it as fear and sad. This
happened because the model associated the words amberalert

1000



Anger bitch, assault, choke, crazy, bomb, chal-
lenge, bear, contempt, broken, banish

Disgust coward, bitch, bereavement, blight, abor-
tion, alien, banish, contempt, beach, abduc-
tion

Fear concerned, abduction, alien, alarm, birth,
abortion, challenge, crazy, bear, assault

Joy abundance, art, calf, birth, cheer, adore,
choir, award, good, challenge

Sad broken, bereavement, crash, choke, con-
cerned, banish, blight, abortion, crazy, bitch

Surprise shock, alarm, crash, alien, bomb, climax,
abduction, good, cheer, award

Table 5: Top 10 words per emotion category sorted in de-
creasing order of their importance.

and abduction with the emotion fear and sad. The sentence
clearly reflects that human coders made a mistake.
Sentence 2. I want to believe! UFO Spotted Next To Plane
In Australia #UFO #Alien #space #Computer.
Sentence 3. SHOCKING Statements from The #Tyrant of the
USA! #obama Declares Absolute Authority of the #NewWorl-
dOrder Over Us.

The ground truth and the model agreed on the above two
sentences. For sentence 2, labels were surprise and joy and
for sentence 3 they were surprise and anger. Clearly model
could infer that the emotion surprise could co-occur with the
two contradicting emotions: joy and anger.
Sentence 4. We ran amazing #bereavement training yester-
day for our #caregivers. This is another way we support our
amazing team!

Our model labeled this sentence as joy and surprise, which
is the same as ground truth. Although the word bereavement
(which has negative connotations in our dictionary) is in the
sentence, the model could automatically place an emphasis
on the positive word amazing and make correct prediction.
Sentence 5. Give me and @AAA more Jim Beam you bitch
#iloveyou #bemine #bitch.

Our model labeled this sentence as anger, while the ground
truth label is joy. A possible explanation for the incorrect
labeling by the model is that it associated the word bitch with
anger (see Table 5). Moreover, bitch occurs twice in the tweet
while love is mentioned only once.

Frequently Occurring Words. Table 5 shows the top
words that the model associates with each emotion category.
Intuitively, we see that the top words are quite indicative of
their emotion category. We also observe that some emotion
categories share words. For instance, contempt appears both
in anger and disgust. Similarly bitch appears both in anger,
disgust and sadness. Moreover, we note that surprise appears
to exhibit positive as well as negative sentiment polarity. It
contains positive polarity words like climax and award and
negative polarity words like bomb and abduction.

We also note that a word can be used to indicate conflict-
ing emotions. For example, the word challenge is utilized to
express both fear and joy. We list some tweets that highlight
the conflicting situations in which words can be used.

Anger deadbeat, asshole, mean, salvage, authority,
mandate, charge, old, hammer, snowden

Disgust trouble, narcissism, bill, leprosy, snowden,
pouring, stop, referee, blogger, unreal

Fear raven, dwindle, hacking, strange, parent,
capitalism, salvage, diet, misinterpret, des-
perate

Joy congratulation, bestie, christmas, haha,
support, spa, new, weekend, dream,
gangam style

Sad hospice, sleepy, drop, extreme, miss, un-
real, stumble, chill, dose, old

Surprise ufo, magic, rocket, planet, nasa, computer,
discount, tarot, higher, believe

Table 6: Top 10 non-emotion dictionary words per emotion
category sorted in decreasing order of their importance.

Sentence 6 (FEAR). So afraid of the finals, a huge #chal-
lenge for me.
Sentence 7 (JOY). LoL, I #challenge you to do a striptease
on GangnamStyle !!

In summary, the effective meaning of a word is not simply
propagated from the lexicon, but is inferred through its struc-
tural bindings. The above two sentences demonstrate that our
model can capture this high level information.

Lexicon Expansion. One of the salient features of our
model is that it can automatically learn the emotion score of
the words not in the emotion lexicon. These words embed
emotion information that can be utilized to expand the lexi-
con further. For our collection of tweets, only a small portion
of words is in the emotional lexicon. Table 6 shows the top
non-dictionary words that model associated with each emo-
tion category.

For anger, we discover the word Snowden, which is the
last name of Edward Snowden. Since he leaked numerous
confidential documents to the press, the tweets regarding him
exhibits anger. For emotion joy, the word bestie can not be
found in any dictionary, but it is a popular slang used to refer
to one’s best friend. Another term Gangnam Style refers to a
popular music video which has funny dance steps.

6 Conclusion
In this paper, we proposed a constraint optimization frame-
work for detecting emotion from text. There is a likely sweet
spot between the different constraints and our model can au-
tomatically find it through an efficient parameter-tuning al-
gorithm. Our model is linear in the input size and hence
quite suitable for large datasets. One key aspect of our frame-
work is that it can be easily configured to add new features as
well as incorporate refined emotion lexicons. There has been
plenty of prior work that could guide the model in improving
its performance further. Another distinguishing feature of our
model is that it solves multi-label classification problem and
allows a document to have multiple emotions. It can also be
used to pick one single most dominant emotion category for
a document. In conjunction with assigning categories to doc-
uments, it also assigns categories to the words. Hence can be
used for expansion of the emotion lexicon.
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