
We developed Name-

It, a system that

associates faces and

names in news

videos. It processes

information from the

videos and can infer

possible name

candidates for a

given face or locate a

face in news videos

by name. To

accomplish this task,

the system takes a

multimodal video

analysis approach:

face sequence

extraction and

similarity evaluation

from videos, name

extraction from

transcripts, and

video-caption

recognition.

T
h e Nam e-It system 1,2 associates n am es

an d faces in  n ews videos. Assum e th at

we’re watch in g a TV n ews p rogram .

Wh en  person s we don ’t  kn ow appear

in  th e n ews video, we can  even tu ally iden t ify

m ost of th em  by watch in g on ly th e video. To do

th is, we detect  faces from  a n ews video, locate

n am es in  th e soun d track, an d th en  associate each

face to  th e correct  n am e. For face-n am e associa-

t ion , we u se as m an y h in ts as possible based  on

st ru ctu re, con text , an d  m ean in g of th e n ews

video. We don ’t  n eed  an y addit ion al kn owledge

such  as n ewspapers con tain in g description s of th e

person s or biograph ical diction aries with  pictures.

Sim ilarly, Nam e-It  can  associate faces in  n ews

videos with  th eir righ t n am es with out usin g an  a

priori face-n am e associat ion  set . In  oth er words,

Nam e-It extracts face-n am e correspon den ces on ly

from  n ews videos.

Nam e-It  takes a m u lt im odal app roach  to

accom plish  th is task. For exam ple, it  uses several

in form ation  sources available from  n ews videos—

im age sequen ces, tran scrip ts, an d video caption s.

Nam e-It  detects face sequ en ces from  im age

sequ en ces an d  ext racts n am e can d idates from

tran scripts. It’s possible to obtain  tran scripts from

audio tracks by usin g th e proper speech  recogn i-

t ion  tech n ique with  an  allowan ce for recogn ition

errors. However, m ost  n ews broadcasts in  th e US

already h ave closed caption s. (In  th e n ear fu ture,

th e worldwide tren d will be for broadcasts to fea-

ture closed caption s.) Th us we use closed-caption

texts as t ran scrip ts for n ews videos. In  add it ion ,

we em ploy video-caption  detection  an d recogn i-

t ion . We used  “CNN Headlin e News” as ou r p ri-

m ary source of n ews for our experim en ts.

Given  im age sequen ces, tran scrip ts, an d video

caption s as in form ation  sources, Nam e-It  associ-

ates ext racted  faces with  ext racted  n am e can d i-

dates u sin g th e correlat ion  of th eir t im in g

in form at ion  an d  face sim ilarity in form at ion .

Video caption s are also taken  in to accoun t as sup-

p lem en tary in form at ion . To associate faces an d

n am es, Nam e-It in tegrates several advan ced im age

processin g an d n atural-lan guage processin g tech -

n iques—face sequen ce extract ion  an d  sim ilarity

evalu at ion  from  videos, n am e ext ract ion  from

tran scrip ts, an d  video-cap t ion  recogn it ion .

Alth ough  th ese tech n ologies aren ’t  always h igh ly

accu rate, in tegrat in g th ese resu lt s will h elp  th e

system  ach ieve m ore accurate ou tput.

W ith  respect  to  face-n am e associat ion , th e

Pict ion  system 3 works sim ilarly to  Nam e-It .

Pict ion  iden t ifies faces with in  a given  cap t ion ed

n ewspaper ph otograph  by extract in g faces from

th e ph otograph  an d  an alyzin g th e cap t ion  to

obtain  geom etric con st rain ts am on g faces. Th e

system  th en  labels each  face with  a n am e. A draw-

back of Piction  is th at face location  in form ation  is

assum ed  to  be described  in  cap t ion s—for exam -

ple, “top row, from  left, are Mich ael, Brian  ….” On

th e o th er h an d , Nam e-It  doesn ’t  assu m e su ch  a

descrip tion . In stead, wh ile Piction  deals with  on e

ph otograph  an d  cap t ion  at  a t im e, Nam e-It

p rocesses m an y videos—in clu d in g m an y n ews

top ics—to collect  a fract ion  of a h in t  from  each

video fragm en t to in fer face-n am e association . In

doin g th is, Nam e-It  u ses face sim ilarity wh ile

Piction  doesn ’t .

To realize Nam e-It , fu rth er an alysis of video

sem an tic con ten t  p roves n ecessary. State-of-th e-

art  video an alysis tech n ologies au tom at ically

extract  video st ructu re in form ation .4,5 Typically,

on ce a video is given  as a target , it ’s decom posed

in to segm en ts or sh ots. Th ese sh ots are th en  clas-

sified based on  th e video’s structure. Th is process

em ploys several tech n iques, such  as cut detection ,

color h istogram  calculation  an d com parison , cam -

era m otion  an alysis, m otion  segm en tation , an d so

on . Am on g th em , cu t  detect ion  an d  color h is-
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togram  calcu lat ion  an d com parison  are in corpo-

rated in to Nam e-It to provide h in ts for video con -

ten t  an alysis.

Sin ce Nam e-It  prim arily h an dles face in form a-

tion , face detection  an d face sim ilarity evaluation

p lay essen t ial ro les. Mu ch  research  h as targeted

face detection  an d m atch in g (for an  exten sive sur-

vey, see Ch ellappa, W ilson , an d  Siroh ey6). It ’s

n oteworth y to  con t rast  face iden t ificat ion  an d

Nam e-It . In  face iden t ificat ion , a face (category)

set  for com parison  with  given  faces is given  a pri-

ori. Alth ough  Nam e-It  p rim arily associates faces

an d n am es in  videos, it  au tom atically gen erates a

face-n am e associat ion  set  from  given  videos th at

m ay even  be used for face iden tification .

By p rovid in g face-n am e associat ion , Nam e-It

perform s “in dividual detection ” rath er th an  m ere

“face detect ion ,” becau se associated  faces an d

n am es correspon d to certain  in dividuals wh o are

of in terest in  n ews video topics. As a result, Nam e-

It en ables several poten tial application s (see Figure

1), in cludin g

❚ a n ews video viewer th at in teractively provides

a person al descrip tion  of th e disp layed face,

❚ a n ews text  browser th at  gives facial in form a-

tion  in  respon se to n am es, an d

❚ an  au tom ated  video an n otat ion  gen erator for

faces.

Overview of Name-It

Typical n ews video con sists of several top ics,

each  h avin g a correspon din g person  or person s of

in terest . Figure 2 sh ows th e typical structure of a

n ews top ic in  wh ich  US Presiden t  Bill Clin ton  is

th e person  of in terest .

We set th e prim ary goal of Nam e-It as associat -

in g faces an d n am es of person s of in terest in  n ews

video topics. To ach ieve th is goal, we em ploy th e

p rocess sh own  in  Figu re 3, n ext  page. Nam e-It

m u st  ext ract  faces from  im age sequ en ces an d

n am es from  t ran scrip ts—both  th e faces an d

n am es correspon d  to  person s of in terest .

However, th ese tasks are h ard to accom plish . Faces

of person s of in terest  ten d to appear un der sever-

al con dition s such  as fron tal views or close-ups, or

th ey’re on  screen  for a lon g du rat ion . Bu t  faces
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Figure 1. Pot ent ia l

applica t ions of Nam e-It .

Figure 2. Typica l

com posit ion of a  new s

t opic.



th at  m eet  th ese con d it ion s don ’t  always corre-

spon d  to  person s of in terest . Th at  is, th ere’s n o

perfect m eth od to extract faces of person s of in ter-

est by im age-sequen ce an alysis alon e. Mean wh ile,

extractin g n am es of person s of in terest requires an

in -dep th  sem an t ic an alysis of th e t ran scrip t .

Several stu d ies reported  at  th e Message

Un derstan d in g Con feren ce7 ach ieved  su fficien t

accu racy in  select in g all n am es from  text .

However, selectin g n am es of on ly person s of in ter-

est  proved a m uch  h arder problem . Th erefore, we

ext ract  faces an d  n am es likely to  correspon d  to

person s of in terest . Th e system  em ploys face

detect ion  an d  t rackin g to  extract  face sequen ces

an d n atural-lan guage processin g tech n iques usin g

a diction ary, th esaurus, an d parser to locate n am es

in  tran scrip ts.

Given  ext racted  faces an d  n am es, Nam e-It

associates th ose th at  correspon d to on e an oth er.

Sin ce t ran scrip ts don ’t  n ecessarily give exp lan a-

t ion s of videos, n o straigh tforward m eth od exists

for associatin g faces in  videos an d n am es in  tran -

scrip ts. However, by observin g th e typ ical n ews

video com posit ion  given  in  Figu re 2, we can

assu m e th at  a correspon d in g face an d  n am e are

likely to coin cide an d m ay be an  associated  face-

n am e pair. However, poten tial d ifficulties exist  in

associatin g faces an d n am es: th e lack of n ecessary

faces or n am es an d  possible m ult ip le correspon -

den ces of faces an d  n am es. For exam ple, even  if

th e system  successfu lly extracts a person  of in ter-

est’s face in  a top ic, it  m igh t  n ot  fin d th e correct

n am e th at  coin cides with  th at  face.

As an  exam ple of m u lt ip le correspon den ce,
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Figure 3. The Nam e-It

process. First , Nam e-It

ext ract s faces from

video and  nam es from

t ranscript s. Then it

associa t es t he nam es

and  faces.



assum e th at  top ic A is about  Clin ton  an d form er

US Sen ator Robert  Dole, an d  top ic B is abou t

Clin ton  an d  form er Hou se Speaker Newt

Gin grich . Th e system  can ’t  decide wh eth er

Clin ton ’s face sh own  in  top ic A correspon ds to

n am e “Clin ton ” or “Dole” or wh eth er Clin ton ’s

face sh own  in  top ic B correspon ds to  n am e

“Clin ton ” or “Gin grich .” To com pen sate for th is

drawback, Nam e-It  gives p riority to  a face-n am e

pair th at  coin cides m ore frequen t ly an d  ou tpu ts

th e pair as an  associated  face-n am e pair.

Obviously, face sim ilarity is requ ired  to evaluate

face-n am e association  (for exam ple, to m atch  th e

faces in  top ic A an d  top ic B). Th u s th e system

regards th ese faces as iden tical an d can  in fer th at

th e face coin cides in  m ore top ics with  th e n am e

“Clin ton ” th an  with  o th ers (“Dole” or

“Gin grich ”). Evaluat in g face sim ilarity m ay also

resolve th e p roblem  of lack of faces or n am es.

Even  if a face doesn ’t  co in cide with  th e correct

n am e, we expect oth er faces iden tical to th is face

in  oth er topics to coin cide with  th e correct n am e.

Th e system  also em ploys video-caption  recog-

n ition  to obtain  face-n am e association . Video cap-

t ion s are superim posed  text  on  video fram es,

th erefore represen tin g literal in form ation . Th e cap-

tion s are directly attach ed to im age sequen ces an d

give an  explan ation  of th e video. In  m an y cases, a

video caption  is attach ed to a face an d usually rep-

resen ts a person ’s n am e. Th us, video-caption  recog-

n it ion  provides rich  in form ation  for face-n am e

association . However, because video caption s don ’t

n ecessarily appear for all faces of person s of in ter-

est , Nam e-It  uses th e video cap tion s as supple-

m en ts to th e tran scripts. For exam ple, som e faces

appear like person s of in terest in  a n ews program ,

bu t  aren ’t  m en tion ed  in  th e t ran scrip ts. In stead ,

th eir n am es often  sh ow up in  th e video caption s.

To ach ieve video-caption  recogn ition , we use text

detect ion  an d  ch aracter-recogn it ion  tech n iques

(see Figure 3).

Fin ally, resu lt s obtain ed  by th ese tech n iqu es

sh ould be in tegrated to provide face-n am e associ-

ation . As a un ified m easurem en t in tegratin g m ul-

t im odal an alysis, we u se a co-occu rren ce factor,

wh ich  rep resen ts a likelih ood  factor th at  a face

an d a n am e correspon d to each  oth er. Th is in te-

grat ion  sh ou ld  give bet ter face-n am e associat ion

resu lt s, even  th ou gh  th e resu lt s of an alyses are

im perfect . As sh own  in  Figu re 3, to  com pen sate

for th e problem s of th e lack of faces or n am es an d

m ultip le correspon den ce of faces an d n am es, th e

system  em ploys face sim ilarity to evaluate th e co-

occurren ce factor. Sin ce ch aracter recogn ition  for

video caption s can ’t be perfect because of th e poor

quality of video im ages, it ’s com pen sated  for by

an  in exact  st rin g m atch  m eth od . As a resu lt ,

alth ough  each  an alysis m ay n ot discrim in ate faces

or n am es of person s of in terest  in  topics, associa-

t ion  resu lt s m ay even tu ally correspon d  to  face-

n am e pairs of person s of in terest  in  topics.

Face informat ion extract ion

Here we describe extraction  of th ose faces th at

m igh t correspon d to person s of in terest  in  topics.

W e first  em ploy face detect ion  an d  t rackin g to

detect  face sequ en ces in  videos. Th en , u sin g an

eigen face-based m eth od, we evaluate face sim ilar-

ity. To en h an ce th e face sim ilarity evaluation , we

select  th e m ost  fron tal view of a detected  face

sequen ce an d use th e selected  face for th e eigen -

face m eth od . Fin ally, given  videos as in pu t , th e

system  ou tpu ts a two-tup le list : t im in g in form a-

t ion  (start∼en d  fram e) an d  face iden t ificat ion

in form ation .

Face tracking

Face t rackin g con sists of th ree com pon en ts—

face detect ion , skin -color m odel extract ion , an d

skin -color region  t rackin g (see Figu re 4). W e

describe th e face trackin g com pon en ts in  th e fol-

lowin g subsection s.
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Figure 4. The face-

t racking process, w hich

involves face det ect ion,

skin-color m odel

ext ract ion, and  skin-

color region t racking.



Face detectio n . First , Nam e-It  app lies face

detection  to every fram e with in  a certain  in terval

of fram es. Th is in terval sh ould be sm all en ough  so

th at  th e detector doesn ’t  m iss im portan t  face

sequen ces, yet  large en ough  to en sure reason able

p rocessin g t im e. Op t im ally, we app ly th e face

detector at  in tervals of 10 fram es. Th e n eural n et-

work-based  face detector8 em ploys a n eu ral n et -

work arbitration  m eth od an d bootstrap algorith m

to detect  m ostly fron tal faces of various sizes an d

at  variou s locat ion s. Th e system  ou tpu ts th e

detected face as a rectan gular region  th at in cludes

m ost  of th e skin , bu t  exclu des th e h air an d  th e

backgrou n d . Th e face detector can  also  detect

eyes. To en sure th at th e faces are fron tal an d close

up , we use on ly faces in  wh ich  eyes are detected

su ccessfu lly. A detected  face is t racked  bid irec-

t ion ally in  t im e to obtain  a face sequen ce.

Skin -co lo r m o del ex tractio n  an d trackin g.

On ce th e system  detects a face, it extracts th e skin -

color m odel. In  several cases, research ers h ave

used th e Gaussian  m odel in  (r, g) space (r = R/ (R +

G + B), g = G/ (R + G + B)) as a gen eral skin -color

m odel for face t rackin g.9,10 However, for ou r

research  we used th e Gaussian  m odel in  (R, G, B)

space because th is m odel is m ore sen sit ive to th e

skin  color’s brigh tn ess, an d th us m uch  m ore su it -

able for th e m odel tailored for each  face sequen ce.

Let F be th e detected face region  an d I(x, y) be

color in ten sit ies [R G B]t at  (x , y). A skin -color

m odel con sists of a covarian ce m atrix C, a m ean

M, an d a d istan ce d:

(1)

(2)

wh ere N is th e n um ber of p ixels in  F. We used  a

con stan t  for d. Th e system  extracts a m odel for

each  detected face an d uses it  to extract skin  can -

didate pixels in  th e subsequen t fram es. (A pixel I(x,

y) is a skin  can didate pixel if (I(x, y) − M)t C−1(I(x, y)

− M) < d2.) Th en  th e system  com poses a bin ary

im age of th e skin  can didate pixels. It  applies n oise

reduction  with  region  en largin g or sh rin kin g an d

con tour tracin g of region s to obtain  skin  can didate

region s. Th e overlap between  each  of th ese region s

an d each  of th e face region s of th e previous fram e

is evaluated to decide wh eth er on e of th e skin  can -

d idate region s is th e succeedin g face region . In

addit ion , th e system  applies th e scen e-ch an ge

detection  m eth od based on  th e subregion  color h is-

togram  m atch in g.11 Face-region  trackin g con tin ues

un til th e system  en coun ters a scen e ch an ge or un til

it  can ’t fin d a succeedin g face region .

Face similarity evaluation

To evalu ate face sim ilarity, we em ploy a face

sim ilarity m easu rem en t  based  on  th e eigen face

m eth od. Sin ce th is m eth od is very sen sitive to face

orien tation , we prefer usin g fron tal faces for eval-

u at ion . However, faces detected  by th e m eth od

described above aren ’t n ecessarily fron tal en ough .

On  th e oth er h an d, sin ce we h ave face sequen ces,

we can  ch oose an y face from  th e sequ en ce.

Th erefore, we first  select  th e best  fron tal view of a

face—th at is, th e m ost fron tal face from  each  face

sequen ce. Th en  we apply th e eigen face m eth od to

th e selected faces for sim ilarity evaluation  of face

sequen ces.

The m ost frontal face selection . To ch oose th e

m ost fron tal face from  all detected faces, th e system

first  applies a face-skin  region  clusterin g m eth od.

For each  detected face, ch eek region s—wh ich  we

presum e h ave skin  color—are located by usin g th e

eye location s th e face detector obtain ed. Usin g th e

ch eek region s as in itial sam ples, th e system  em ploys

th e region  growin g m eth od in  th e (R, G, B, x , y)

space to obtain  th e face-skin  region . We assum e a

Gaussian  m odel in  (R, G, B, x, y) space; (R, G, B) con -

tributes by m akin g th e region  h ave skin  color, an d

(x, y) con tributes by keepin g th e region  alm ost cir-

cu lar. Th en , th e system  calcu lates th e face-skin

region ’s cen ter of gravity (x f, yf). Let th e location s 

of th e righ t  an d  left  eyes of th e face be 

(xr, yr), (x l, yl), respectively. We assum e th at th e m ost

fron tal face h as th e sm allest differen ce between  x f

an d (x l + xr)/2 an d th e sm allest differen ce between

yl an d yr. To evaluate th ese con dition s, we calculate

th e fron tal factor Fr for every detected face

(3)

(4)

wh ere w f is th e n orm alized  face-region  size. Th is

size is determ in ed so th at a square w f × w f overlaps

with  th e eyes, n ose, an d m outh , bu t  barely over-

laps with  th e backgroun d in  m ost  cases. Th e fac-

tor for an  ideal fron tal face is 1.5. Th e first term  of
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Equation  4 becom es 1 iff x f equals (x l + x r)/2, less

th an  1 oth erwise. Th e secon d term  of Equation  4

becom es 1/ 2 iff y l equ als yr, less th an  1/ 2 o th er-

wise. Th e system  ch ooses th e face h avin g th e

largest  Fr as th e m ost  fron tal face of th e face

sequen ce. Figure 5 sh ows exam ple faces, extract -

ed face skin  region s, an d fron tal factors.

Eigen face-based face sim ilarity evaluation .

To evaluate face sim ilarity, we em ploy th e eigen -

face-based  m eth od .12 Alth ough  it  doesn ’t  n eces-

sarily ach ieve th e best perform an ce, we ch ose th is

m eth od  because it ’s less rest rict ive to  in pu t  face

im ages (th at  is, it  doesn ’t  requ ire face featu res

detection , such  as eyes, n ose, m outh  corn ers, an d

so on ). Plu s, it ’s com pat ible with  face-sim ilarity

values. Each  of th e m ost  fron tal faces is n orm al-

ized in to a 64 × 64 im age usin g th e eye posit ion s,

th en  con verted  to a poin t  in  th e 16-dim en sion al

eigen face space. As we’ll describe later, we

processed five h ours of n ews videos, an d th e sys-

tem  extracted 556 face sequen ces. To train  eigen -

faces, we used all 556 faces (th at is, th e train in g set

equ als th e evalu at ion  set ). Sin ce we fixed  th e

video corpus to five-h our n ews videos, we can  still

take th is app roach . However, to  in crem en tally

process n ews videos, for exam ple, we n eed to fix

th e train in g face set  in  advan ce an d apply train ed

eigen faces to  faces o th er th an  th e t rain in g set .

Face sim ilarity can  be evalu ated  as th e face d is-

tan ce—th e Euclidean  d istan ce between  two cor-

respon d in g poin ts in  th e eigen face space. Let  

df(Fi, Fj) be th e face distan ce of faces Fi an d Fj. We

defin e th e sim ilarity Sf(Fi, Fj) as

(5)

wh ere σf is a stan dard deviation  of th e Gaussian  fil-

ter in  th e eigen face space. Th e ran ge of sim ilarity is

from  0 to 1, wh ere sim ilarity of th e sam e face is 1.

Evaluation

Figu re 6 (n ext  page) sh ows th e start  an d  en d

fram es of face sequen ces an d th e selected  fron tal

face fram es usin g th e face extract ion  m eth od. In

Figu re 6a, alth ou gh  th e faces appearin g in  th e

start an d en d fram es aren ’t fron tal, th e system  suc-

cessfully selected th e fron tal face. Figure 6b sh ows

th at th e system  can  h an dle face sequen ces h avin g

scen e ch an ges by u sin g special effects (su ch  as

wipin g) in  th e sequen ce’s start  an d en d fram es. A

30-m in ute video takes rough ly 30 h ours to process

on  a Silicon  Graph ics 200-MHz R4400 worksta-
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t ion . Most of th e t im e goes to face detection .

To evaluate face-sequen ce detect ion , we ex-

am in ed th e face-sequen ce extract ion  resu lts of a

h alf-h our n ews video. Th e system  extracted 65 face

sequen ces an d m issed four sequen ces due to face-

detection  failure (two cases h ad specular reflection

on  eye glasses an d  two

cases h ad  sh ade on

faces). Th e system  ou t-

pu t  on e n on face

sequen ce due to a face-

detection  error an d two

sequen ces com posed of

two face sequen ces

m erged in to on e se-

quen ce. In  on e case, th e

system  failed  to detect

th e scen e ch an ge be-

cause th e scen e d is-

solved  between  two

face sequen ces. In

an oth er case, th e sys-

tem  failed  to t rack th e

face because th e video

segm en t was m on o-

ch rom e. Th is video was

on e of th e m ost difficult

for face-sequen ce ex-

traction , yet th e system

extracted m ore th an  90

percen t  of actual face

sequen ces with  on ly

on e false extraction .

To exam in e face-

sim ilarity evalu at ion

resu lt s, we m an u ally

n am ed  each  face se-

qu en ce. Am on g 556

face sequ en ces taken

from  five h ou rs of n ews videos, we m an u ally

n am ed  308 sequ en ces an d  left  248 u n kn own .

Th en  we exam in ed every pair of face sequen ces to

obtain  d istan ces df(Fi, Fj). We labeled pairs wh ose

distan ce fell below a certain  th resh old  

(df(Fi, Fj) < θ) as expected  iden tical pairs. On  th e

oth er h an d, we called pairs h avin g th e sam e n am e

real iden tical pairs. To evaluate th e appropriaten ess

of face d istan ce, we used  a precision -recall graph

com parin g expected an d real iden tical pairs wh ile

varyin g th resh old θ (see Figure 7). Alth ough  preci-

sion  is 99 percen t  an d  recall is 14 percen t  for θ =
1,000, if we in crease θ, p recision  decreases very

rapidly. To preserve precision  as h igh  as possible,

we used  1,000 for σf in  Equation  5. Th e graph

depicts th at  th e defin ed face d istan ce doesn ’t

ach ieve good separat ion  between  iden tical an d

n on iden tical face pairs. However, we will sh ow in

our experim en tal resu lts th at  th is face sim ilarity

evaluat ion  m eth od st ill works fairly well wh en

in tegrated in to th e Nam e-It system .
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Figure 6. Face ext ract ion result s. (a , c, and  d) Successful select ion of a  front a l face. (b) Even w it h scene

changes using specia l effect s, t he syst em  can handle face sequences.
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Name informat ion extract ion

Here we describe th e extraction  of

n am es th at m igh t correspon d to per-

son s of in terest in  topics. Th e system

uses advan ced n atural-lan guage pro-

cessin g to  extract  n am e can didates

from  tran scrip ts. We’ll also describe

h ow th e n am e can didate extraction

uses lexical an d gram m atical an alysis

an d kn owledge of a topic’s structure

in  n ews videos. Th e system  outputs a

th ree-tup le list : a n am e can didate,

tim in g in form ation , an d a score rep-

resen tin g th e likelih ood of th at n am e

belon gin g to a person  of in terest.

Typical structure of news videos

Th e h igh est  com pon en t in  n ews

video is an  in dividual topic. Each

topic con tain s on e or m ore para-

graph s, wh ich  rough ly correspon d to

scen es. In  closed-caption  texts of

“CNN Headlin e News,” th e com po-

n en ts can  be easily d ist in guish ed—a topic is pre-

ceded by >>> an d a paragraph  by >> (see Figure 8).

We use th is literal in form ation  to d iscrim in ate

between  an  an ch or paragraph  an d a live or file

video sh ot from  videos. For oth er n ews program s,

we could use n ews video parsin g tech n iques.4,5

An  an ch or paragraph  typ ically appears at  th e

begin n in g of th e topic, in  wh ich  an  an ch or person

gives an  overview of th e top ic. Live or file video

paragraph s—actual videos related  to th e top ic or

speech es by a person  of in terest—typically appear

after an  an ch or paragraph . A live or file video para-

graph , especially on e con tain in g close-up scen es of

a person  of in terest, proves quite useful for Nam e-

It . In  som e cases, such  a paragraph  in cludes th e

n arrator’s explan ation s of th e person  in  th e close-

up. Sin ce th e face coin cides with  its n am e in  corre-

spon din g tran scripts, Nam e-It sim ply evaluates th e

coin ciden ce of extracted n am e can didates with  face

sequen ces in  order to obtain  face-n am e association .

However, in  oth er cases, th e live or file video para-

graph  con sists of th e speech  of th e person  in  th e

close-up . Sin ce th e person  rarely m en tion s h is or

h er own  n am e in  th e speech , correspon din g tran -

scripts m ay n ot con tain  th e desired n am e. Th is sit-

uation  requires extra care. In  such  cases, th e system

offsets tim e lags in  n am e in form ation . (We provide

detailed  descrip t ion s in  th e followin g sect ion s.)

Fin ally, each  n am e can didate is ou tpu t  with  th e

score th at represen ts th e likelih ood th at th e n am e

correspon ds to a person  of in terest.

Conditions of name candidates

Each  n am e can d idate sh ou ld  sat isfy som e of

th e followin g con dit ion s:

1. Th e can d idate sh ou ld  be a n ou n  th at  rep re-

sen ts a person ’s n am e or th at  describes a per-

son  (presiden t, firem an , an d so on ).

2. Th e can d idate sh ou ld  p referably be an  agen t

of an  act—especially an  act  of speech , at ten -

dan ce at  a m eet in g, or a visit . For exam ple, a

speaker is usually cen tered in  th e speech  scen e,

wh ile o th er peop le aren ’t  always sh own  in

videos even  if th ey’re m en tion ed.

3. Th e can d idate ten ds to  be m en t ion ed  earlier

th an  o th ers in  th e top ic in  t ran scrip ts. (In  a

n ews video, im portan t in form ation  th at m igh t

h ave correspon d in g im ages is u su ally m en -

tion ed earlier rath er th an  later.)

4. Th e can d idate ten ds to  be m en t ion ed  ju st

before a live video is sh own . Th e person

appearin g in  a live video rarely m en tion s h is

or h er own  n am e. In stead, just  before th e live

video, an  an ch or person  ten ds to  in t rodu ce

th e can didate (see Figure 8).

Th e system  evaluates th ese con dition s for each

word in  th e tran scrip ts by usin g a d iction ary (th e

Oxford Advanced Learner’s Dictionary of Current

29

Ja
n

u
a

ry
–
M

a
rc

h
 1

9
9

9

Figure 8. An anchor

person shot  w it h

accom panying anchor

paragraph and  a  live

video feed  w it h it s

corresponding

paragraph. Posit ional

scores for t he live video

are show n on t he right -

hand  side.



English 13), a th esau rus (WordNet 14), an d  a parser

(Lin k Parser15). Th en  th e system  outputs th e th ree-

tuple list: a word, tim in g in form ation  (fram e), an d

a n orm alized  score reflect in g th e above

con dit ion s.

Score calculation

Referrin g to  th e d ict ion aries an d  parsin g

resu lt s, th e system  calcu lates th e score for each

word in  th e tran scripts. Th e score is n orm alized so

th at  a score close to 1 correspon ds to a word th at

m ost likely correspon ds to a person  of in terest. We

defin e th e score calcu lation  as follows:

❚ Gram m atical score: After con sult in g th e dictio-

n ary, th e system  gives 1 to  p roper n oun s, 0.8

to  com m on  n ou n s, an d  0 to  o th er words. By

con sultin g th e parsin g results, th e system  gives

1 to  n oun s an d  0.5 to  oth er words. If th e sys-

tem  fails to parse, it  gives 0.5 to all words. Th e

n et  gram m at ical score equ als th e p rodu ct  of

th e two scores.

❚ Lexical score: After con sultin g th e th esaurus, th e

system  gives 1 to person s, 0.8 to social groups,

an d 0.3 to oth er words.

❚ Situational score: Th e act  correspon din g to th e

word is represen ted by th e verb in  th e sen ten ce

th at  in clu des th e word . After con su lt in g th e

th esaurus, th e system  gives 1 to speech , 0.8 to

atten dan ce at  m eetin gs, an d 0.3 oth erwise.

❚ Positional score: Th e system  gives 1 to  words

th at  appear in  th e first  sen ten ce of a topic, 0.5

to  words th at  appear in  th e last  sen ten ce of a

paragraph , an d a lin early in terpolated score to

oth er words accord in g to  th e posit ion  of th e

sen ten ce in  wh ich  th e word appears. For live or

file video paragraph s, th e system  also ou tpu ts

th e sam e tuples as th ose of th e paragraph  th at

appears before th e live or file video paragraph s

(possibly th e an ch or paragraph ), replacin g th e

tim in g in form ation  with  th at  of th e live or file

video (see Figu re 8). In  add it ion , th e system

rep laces th e posit ion al score accord in g to  th e

posit ion  of th e sen ten ce in  th e an ch or para-

graph : 1 for th e sen ten ce ju st  before th e live

video, 0.5 for th e first  sen ten ce of th e top ic,

an d a lin early in terpolated score oth erwise.

Fin ally, th e system  calcu lates th e n et  score as

th e product of all four scores. Th e execution  t im e

for a 30-m in ute n ews video is approxim ately 1.5

h ou rs on  an  SGI 200-MHz R4400 workstat ion .

Most of th at t im e goes to parsin g. We determ in ed

several param eters u sed  in  score calcu lat ion

em pirically. Alth ough  we h ad an  im pression  th at

th ese param eters wou ldn ’t  be very sen sit ive to

face-n am e association  results, th ere’s still room  for

an  in -dep th  study in  score calcu lat ion  for n am e

can didates.

Evaluation

We exam in ed on e 30-m in u te n ews video an d

m an ually extracted 105 n am e words from  a tran -

scrip t  con tain in g 3,462 words. Wh ile th e system

au tom atically extracted  752 words as n am e can -

didates, on ly 94 of th em  were correct  (it  m issed 9

an d  658 were false alarm s, th at  is, p recision  was

13 percen t  an d  recall 91 percen t). Th is excessive

n am e-can didate extraction  resu lted  from  th e sys-

tem  extract in g words th at  were p roper n oun s or

n ou n s u sed  as agen ts, in  order n ot  to  m iss an y

“n am e.” But even  with  th is poor n am e-can didate

extraction , th e overall system  ach ieved good per-

form an ce in  face-n am e association , as we’ll sh ow

in  th e experim en tal resu lts section .

Video-capt ion recognit ion

Attach ed  d irect ly to  im age sequ en ces, video

caption s provide text in form ation . In  m an y cases,

th ey’re at tach ed  to  faces an d  usually represen t  a

person ’s n am e. Th us, video-cap t ion  recogn it ion

provides rich  in form ation  for face-n am e associa-

tion , alth ough  n ot n ecessarily attach ed to all faces

of person s of in terest . We briefly describe video-

cap t ion  recogn it ion  in  th is sect ion . (See Sato  et

al.16 for furth er in form ation .)

Figure 9 sh ows a typical fram e with  video cap-

tion s. Sin ce we use “CNN Headlin e News” for tar-

get  n ews videos, cap tion s appear in  brigh t  color,

su perim posed  d irect ly on to  th e backgrou n d

im ages. To ach ieve video-caption  recogn ition , th e

system  first detects text region s from  video fram es.

Several filters, in clu d in g d ifferen t ial filters an d

sm ooth in g filters, h elp  ach ieve th is task. Clusters

with  bou n d in g region s th at  sat isfy several size

con strain ts are selected as text region s. Th e detect-

ed text region s are preprocessed to en h an ce video-

cap t ion  im age qu ality. First , th e system  app lies

th e filter th at m in im izes in ten sities am on g fram es.

Th is filter su ppresses com plicated  an d  m ovin g

backgrou n ds, yet  en h an ces ch aracters becau se

th ey’re placed at th e exact position  for a sequen ce

of fram es. Next , th e system  app lies th e lin ear

in terpolat ion  filter to  qu adru p le th e resolu t ion .

Th en  it  applies tem plate-based ch aracter recogn i-
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t ion . Th e cu rren t  system  can  recogn ize on ly

uppercase letters, bu t it  h as ach ieved a 76 percen t

ch aracter-recogn it ion  rate.

Sin ce ch aracter recogn it ion  resu lts aren ’t  per-

fect , in exact  m atch in g between  th e resu lt s an d

ch aracter strin gs is essen tial for face-n am e associ-

ation . To cope with  th is problem , we exten ded th e

edit-distan ce m eth od.17 Assum e th at C is th e ch ar-

acter-recogn it ion  resu lt  an d  N is a word . Defin e

th e distan ce dc(C, N) to represen t h ow m uch  C dif-

fers from  N . Wh en  C an d N are th e sam e, th e dis-

tan ce is 0, wh ereas wh en  C an d N differ (th at is, C

an d N don ’t  sh are an y ch aracters), th e distan ce is

1. Th e system  calcu lates th e d istan ce by u sin g a

dyn am ic program m in g algorith m .

Face-name informat ion associat ion

Here we’ll describe th e algorith m  an d  co-

occurren ce factor th at  work togeth er to associate

face-n am e in form ation . Th e system  calculates th e

co-occurren ce factor takin g in to accoun t an alysis

results of face-sequen ce extraction , face m atch in g,

n am e-can d idate ext ract ion , an d  video-cap t ion

recogn it ion . In accu racy of each  tech n ology is

com pen sated in  th is process.

Algorithm

In  th is sect ion , we describe th e algorith m  for

ret rievin g face can d idates by a given  n am e. W e

use th e co-occurren ce factors th at  take advan tage

of face extraction  an d sim ilarity evaluation , n am e

extract ion , an d video-caption  recogn it ion . Let  N

an d F be a n am e an d a face, respectively. Th e co-

occurren ce factor C(N , F) m easures th e degree to

wh ich  face F m atch es n am e N . Th in k of th e

n am es N a, N b, …, an d th e faces Fp, Fq, …, wh ere N a

correspon ds to Fp. Th en  C(N a, Fp) sh ould  h ave th e

largest  value am on g co-occurren ce factors of an y

com bin at ion  of N a an d  th e o th er faces (su ch  as

C(N a, Fq) an d so on ) or of th e oth er n am es an d Fp

(such  as C(N b, Fp) an d so on ). To retrieve face can -

didates by a given  n am e or n am e can didates by a

given  face, we use th e co-occurren ce factor:

1. Calcu late th e co-occurren ces of com bin ation s

of all face can d idates with  a given  n am e or

vice versa (n am e can didates with  a given  face).

2. Sort  th e co-occurren ces.

3. Output faces (or n am es) th at correspon d to th e

N largest  co-occurren ces.

Co-occurrence factor

Here we defin e th e co-occurren ce factor C(N , F)

of a face F an d a n am e N . Extracted face sequen ces

are obtain ed as a two-tuple list  (t im in g, face iden -

t ificat ion ): {(tFi
, Fi)}={(tF1, F1), (tF2, F2),…}, wh ere

tFi
=tFi

start~tFi

en d. We can  defin e th e durat ion  of a face

sequen ce by th e fun ction  dur(tFi
)=tFi

en d − tFi

start. Nam e

extract ion  resu lt s are given  as a th ree-tu p le list

(word, t im in g, score):

Note th at  a n am e N j m ay occur several t im es in  a

video, so each  occurren ce is in dexed by k.

Tim in g sim ilarity, St(tF, tN), between  th e t im in g

of a face F an d a n am e N is defin ed as follows:

(6)

Th is is basically a step  fun ction  h avin g 1 if tN falls

in  th e ran ge between  tF
start an d tF

en d, but its edges are

d ispersed  u sin g a Gau ssian  filter with  stan dard

deviation  σt. Th e Gaussian  filter sh ould  com pen -

sate for th e t im e delay between  th e video an d

tran scrip t .
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Th e caption  recogn ition  results are obtain ed as

a two-tuple list  (t im in g, recogn it ion  resu lt):

wh ere because each  caption  h as

a duration . First , th e system  ch ron ologically com -

pares th e cap t ion -recogn it ion  resu lt  with  a face.

We sim ply defin e th e t im in g sim ilarity, S′t (tC, tF),

of t im in g of caption  C an d face F, as follows:

(7)

Next , th e sim ilarity between  a cap t ion  recog-

n it ion  resu lt  C an d a n am e N is defin ed usin g th e

distan ce dc(C, N). To take in to accoun t on ly pairs

of a cap t ion  an d  n am e th at  m atch  well—th at  is,

pairs of a caption  an d n am e wh ose distan ce is very

sm all—we defin e th e sim ilarity Sc(C, N) of a cap-

tion  C an d a n am e N as

(8)

wh ere θc is th e th resh old  valu e for th e d istan ce

between  caption s an d n am es. We set  θc to 0.2 for

our experim en tal system .

Fin ally, we defin e th e co-occu rren ce factor 

C(N , F) of th e n am e N an d th e face F as

(9)

(10)

wh ere wc is th e weigh t for caption -recogn it ion

results. Rough ly speakin g, wh en  a n am e an d a cap-

tion  m atch  an d th e caption  an d a face m atch  at th e

sam e tim e, th e face equivalen tly coin cides with  wc

occurren ces of th at n am e. We use 1 for th e value of

wc. Figure 10 depicts th e calculation  process for th e

m ain  portion  of th e n um erator in  Equation  9.

In tuitively, th e n um erator represen ts th e n um ber

of occurren ces of th e n am e N th at  coin cide with

face F, takin g face sim ilarities an d n am e scores in to

accoun t. Th at n um ber is th en  n or-

m alized with  th e den om in ator to pre-

ven t th e “an ch or person  problem .”

An  an ch or person  coin cides with

alm ost an y n am e. A face or n am e th at

coin cides with  an y n am e or face

sh ould  correspon d to n o n am e or

face. Th e m ore n am es an  an ch or per-

son  coin cides with , th e larger th e

den om in ator becom es by sum m in g

for each  coin ciden t n am e. Th us th e

resu lt in g co-occurren ce factor be-

com es sm all for an ch or person s.

Experiments

W e im plem en ted  th e Nam e-It

system  on  an  SGI workstat ion . W e

processed 10 “CNN Headlin e News”

videos (30 m in u tes each ) for a total

of five h ou rs of video. Th e system

extracted  556 face sequ en ces from

th e videos.

Nam e-It  perform s n am e can d i-

date retrieval from  a given  face an d

face can didate retrieval from  a given

n am e. In  face-to-n am e retrieval, th e

system  is given  a face, th en  ou tpu ts

n am e can didates with  co-occurren ce
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Figure 10. Calcula t ing t he co-occurrence fact or. This figure depict s t he ca lcula t ion of co-

occurrence bet w een t he face of Clint on (t op) and  t he nam e “Clint on” (bot t om ). Edges from

Clint on’s face t o ot her faces represent  face sim ilarit y Sf(Fi, FClint on); edges from  faces t o nam es

represent  t im ing sim ilarit y St (t Fi
, t N

k); and  edges from  nam es t o “Clint on” represent  nam e
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k in t he num era t or of Equat ion 9.



factors in  descen din g order. Likewise, in  n am e-to-

face retrieval, th e system  outputs face can didates

of a given  n am e with  co-occu rren ce factors in

descen din g order.

Figure 11 sh ows th e

resu lts of face-to-n am e

retrieval. Each  resu lt

sh ows an  im age of a

given  face an d  ran ked

n am e can didates asso-

ciated  with  co-occu r-

ren ce factors. Correct

an swers are den oted by

th e circled  n um ber

ran kin gs. Figu re 12

sh ows th e resu lts of

n am e-to-face ret rieval.

Th e top four face can di-

dates are sh own  in

order from  left  to righ t

with  correspon din g co-

occu rren ce factors.

Alth ough  th e correct

an swers acquire h igh er

ran kin g, th e resu lts

m igh t be recogn ized as

im perfect  due to m an y

in correct  can d idates

with in  th e top  fou r

results. However, wh en

we recall th at  Nam e-It

extracts face an d n am e

in form at ion  an d  com -

bin es th ese un reliable

sets of in form at ion  to

obtain  face-n am e asso-

ciat ion , in evitably th e

resu lts con tain  un n ec-

essary can didates. Th us,

th e results dem on strate

good perform an ce in  face-to-n am e an d n am e-to-

face retrieval.

After th e experim en ts, we evaluated th e Nam e-

It  system  in  term s of accuracy. We used 308 m an -
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Figure 11. Face-t o-nam e

ret rieva l result s.

Figure 12. Nam e-t o-face

ret rieva l result s.



ually n am ed face sequen ces as th e correct an swer.

Figures 13 an d  14 dep ict  th e accuracy of face-to-

n am e an d n am e-to-face retrieval. In  th is accuracy

evaluat ion , if th e correct  an swer is ou tpu t  in  th e

top N can didates, we regard th is output as correct.

(Th e output is correct  with  N allowed can didates.

Note th at a n am e m ay correspon d to several iden -

tical faces, an d a face m ay correspon d to both  th e

given  n am e an d  th e fam ily n am e.) Th u s th ese

graph s represen t  relat ion sh ips between  accuracy

an d th e n um ber of allowed can didates. Th ey also

sh ow resu lts u sin g both  n am e scores an d  video-

caption  recogn it ion , resu lts with out n am e scores

(set  all scores to  1.0), resu lts with ou t  video-cap-

tion  recogn it ion  (set  wc to 0), an d resu lts with out

eith er n am e scores or video-caption  recogn it ion .

By com parin g th e resu lts u sin g both  n am e

scores an d  video cap t ion s to  th e resu lts with ou t

video cap t ion s for both  graph s, we can  say th at

video-cap t ion  recogn it ion  con tribu tes to  h igh er

accuracy. Actually, som e faces aren ’t m en tion ed in

th e t ran scrip ts, bu t  described  in  video cap t ion s.

Th ese faces can  be n am ed on ly by in corporat in g

video-caption  recogn ition  (such  as Figure 11d an d

Figure 12e). Figure 13 sh ows th at n am e score eval-

uation  proves effective for face-to-n am e retrieval.

However, accordin g to Figure 14, it  doesn ’t  cause

an y m ajor differen ce in  accuracy for n am e-to-face

ret rieval. Th is resu lt  in d icates th at  n am e scores

properly reflect wh eth er each  word correspon ds to

a person  of in terest  in  top ics (in  face-to-n am e

retrieval). By con trast , n am e scores can n ot repre-

sen t wh ich  occurren ce of a certain  word coin cides

with  a face sequen ce of th e person  of th e n am e in

n am e-to-face retrieval. In  oth er words, n am e scores

succeed in  in ferrin g wh ich  word is likely to corre-

spon d to a person  of in terest. However, th ey fail to

in fer wh ich  word actually coin cides with  th e face

sequen ce. Th e m ain  reason  for th is is th e fact th at

tran scripts don ’t explain  videos directly. To over-

com e th is problem , th e system  m ay n eed in -depth

tran scrip t  recogn it ion , as well as in -dep th  scen e

un derstan din g, an d a proper way to in tegrate th ese

an alysis resu lts. Th e graph s also d isclose th at

Nam e-It  ach ieves an  accu racy of 33 percen t  in

face-to-n am e ret rieval an d  46 percen t  in  n am e-

to-face retrieval with  five can didates allowed.

Conclusions

Nam e-It  associates faces an d  n am es in  n ews

videos by in tegrat in g face-sequ en ce ext ract ion

an d  sim ilarity evaluat ion , n am e extract ion , an d

video-cap t ion  recogn it ion  in to  a u n ified  factor:

co-occurren ce. Th e successful experim en tal results

dem on st rate th e effect iven ess of a m u lt im odal

approach  in  video con ten t  extract ion . Alth ough

th e perform an ce of each  in dividual tech n ology is

n ot  always h igh , ou r experim en ts dem on st rate

th at  Nam e-It  ach ieves good  face-n am e associa-

t ion . Fu rth er research  will aim  to  en h an ce each

tech n iqu e, as well as an alyze an d  im prove th e

in tegration  m eth od. MM
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