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Abstract

High-throughput genomic sequencing allows to disentangle the evolutionary forces acting in populations.
Among evolutionary forces, positive selection has received a lot of attention because it is related to the
adaptation of populations in their environments, both biotic and abiotic. Positive selection, also known as
Darwinian selection, occurs when an allele is favored by natural selection. The frequency of the favored
allele increases in the population and, due to genetic hitchhiking, neighboring linked variation diminishes,
creating so-called selective sweeps. Such a process leaves traces in genomes that can be detected in a future
time point. Detecting traces of positive selection in genomes is achieved by searching for signatures
introduced by selective sweeps, such as regions of reduced variation, a specific shift of the site frequency
spectrum, and particular linkage disequilibrium (LD) patterns in the region. A variety of approaches can be
used for detecting selective sweeps, ranging from simple implementations that compute summary statistics
to more advanced statistical approaches, e.g., Bayesian approaches, maximum-likelihood-based methods,
and machine learning methods. In this chapter, we discuss selective sweep detection methodologies on the
basis of their capacity to analyze whole genomes or just subgenomic regions, and on the specific polymor-
phism patterns they exploit as selective sweep signatures. We also summarize the results of comparisons
among five open-source software releases (SweeD, SweepFinder, SweepFinder2, OmegaPlus, and RAiSD)
regarding sensitivity, specificity, and execution times. Furthermore, we test and discuss machine learning
methods and present a thorough performance analysis. In equilibrium neutral models or mild bottlenecks,
most methods are able to detect selective sweeps accurately. Methods and tools that rely on linkage disequilib-
rium (LD) rather than single SNPs exhibit higher true positive rates than the site frequency spectrum (SES)-
based methods under the model of a single sweep or recurrent hitchhiking. However, their false positive rate is
elevated when a misspecified demographic model is used to build the distribution of the statistic under the
null hypothesis. Both LD and SFS-based approaches suffer from decreased accuracy on localizing the true
target of selection in bottleneck scenarios. Furthermore, we present an extensive analysis of the effects of gene
flow on selective sweep detection, a problem that has been understudied in selective sweep literature.
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1 The Selective Sweep Theory

When a strongly beneficial mutation occurs and spreads in a popu-
lation, the frequency of linked neutral (or weakly negatively
selected) variants will increase. In a seminal paper, Smith and
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Haigh [86] described this process, for which they coined the term
genetic hitchhiking. They showed that in large populations, where
random genetic drift is negligible, hitchhiking can drastically
reduce genetic variation near the site/locus favored by natural
selection. Due to the local reduction of genetic diversity, which is
swept by natural selection, the process is called “selective sweep.”

The selective sweep model predicts that in recombining chro-
mosomal regions diversity vanishes at the site of selection immedi-
ately after the fixation of the beneficial allele. Due to
recombination, genetic diversity is predicted to increase as a func-
tion of the distance to the selected site (scaled by the selection
coefficient and the recombination rate). As a result, the genetic
diversity is maintained due to recombination in genomic regions
that are in the proximity of a selective sweep: SNDPs are not gener-
ated by novel mutations, but they are old mutations that escaped
selection because of recombination. This result is also roughly
correct in finite populations [49, 90]. Further signatures of the
hitchhiking eftect include (1) shifts in the SES of polymorphisms
such as an excess of low- and high-frequency derived alleles
[22, 37], and (2) an elevated level of LD in the early phase of the
fixation process of a beneficial mutation [51, 91]. It is important to
note that the aforementioned signatures of a selective sweep are
predicted when (1) fixation of the beneficial mutation has just been
completed; (2) recombination rate is positive, i.e., the chromosome
is recombining; (3) the population size is approximately constant
over time; (4) the population is isolated; (5) no gene conversion has
occurred in the proximity of the beneficial mutation. Despite the
relatively strict assumptions of the selective sweep model, several
tests have been developed that exploit the properties of the hitch-
hiking effect to map recent, strong, positive directional selection
along recombining chromosomes of several species.

Searching for strong positive selection in the genomes of indi-
viduals of a natural population has been the focus of a multitude of
studies over the past years [3, 8,41,52,67,78,97,100, 102]. The
goals of these studies have been (1) to provide evidence of positive
selection, (2) estimate the strength of selection, and (3) localize the
targets of selection. Thus, these studies aim to provide insights into
the genetical mechanisms of adaptation either in wild populations
or during domestication. A long-term goal is that the genes that
experienced recent and strong positive selection could be identified
and the associated functions and phenotypes characterized.

Early studies of selective sweep localization followed a two-tier
approach: at first, levels of DNA polymorphism were measured for a
very large number of loci on a genome-wide scale within popula-
tions. The goal of this initial step was to identify loci with reduced
diversity compared to divergence with another species. The diver-
sity—divergence contrast highlights regions with reduced intra-
population diversity compared to what is expected from the
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divergence data. Thus, divergence is treated as a proxy for the
mutation rate. Some studies employed microsatellite markers to
measure polymorphism and searched for regions of depleted varia-
bility as an indicator of a selective sweep due to genetic hitchhiking
in the region. In the second step, a thorough sequencing of the
candidate regions was performed and a selective sweep detection
pipeline was executed. A statistical problem related to this proce-
dure springs from the fact that regions analyzed for the occurrence
of a selective sweep do not represent a random fraction of the
genome. Instead, they are outliers since they are characterized by
decreased amounts of diversity. A proper statistical testing for the
hypothesis of a selective sweep requires the null distribution of the
statistic to be built from neutral regions with the same properties
(e.g., outliers for diversity levels) [93]. With the advent of next
generation sequencing, the candidate gene approach is replaced by
full genome screenings for positive selection, thus the statistical
problem of testing outlier genes for positive selection is diminished
at least for the model organisms. For non-model organisms, where
a reference genome is still missing a candidate gene approach could
provide insights into their adaptation processes.

2 Methods to Detect Selective Sweeps in Genome-Wide Data

2.1 Detecting
Sweeps Based
on Diversity Reduction

The most striking and persistent effect of genetic hitchhiking is the
reduction of diversity. Smith and Haigh [86] predicted the reduc-
tion of heterozygosity immediately after the fixation of the benefi-
cial mutation. Especially in genomic regions with reduced
recombination rate per physical distance, the reduction of diversity
is expected to be evident. Subsequent studies [1, 2, 15,53, 62, 89,
90] confirmed this prediction for D. melanogaster, D. simulans, and
D. ananassae species. Charlesworth et al. [27], however, showed
that a similar prediction holds for background selection as well: if
neutral variants are linked to a strongly deleterious mutation, the
level of polymorphism diminishes while the deleterious mutation is
gradually removed from the population. The amount of polymor-
phism reduction depends on the selection coefficient of the delete-
rious mutation [35]. For example, for lethal mutations there is no
polymorphism reduction effect since it is being directly removed
from the population. Innan and Stephan [47 ] demonstrated that in
a hitchhiking model, the estimated level of diversity, 6, is negatively
correlated with 6 /p, where p is the recombination rate. In contrast,
in a background selection model, the estimated level of diversity is
positively correlated with the same quantity (see also ref. 88 for a
review).
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2.2 The SFS
Signature of a
Selective Sweep

2.3 The LD Signature
of a Selective Sweep

The studies by Braverman et al. [22] and Fay and Wu [37] showed
that a selective sweep shifts the SES toward high- and
low-frequency derived variants. Neutral variants that are initially
linked to the beneficial variant increase in frequency, whereas var-
iants that are initially not linked to the beneficial variant decrease in
frequency during the fixation of the beneficial mutation.

A breakthrough on detecting selective sweeps was proposed by
Kim and Stephan [52], known as the Kim and Stephan test. They
developed a composite-likelihood-ratio (CLR) test to compare the
probability of the observed polymorphism data under the standard
neutral model with the probability of observing the data under a
model of selective sweep. The Kim and Stephan test is a maximum-
likelihood-based test that reports the value of #=4 N5, where s is
the selection coefficient that maximizes the CLR. The Kim and
Stephan test was the first to implement a CLR test on sweep
detection. Due to its inefficient implementation, however, it has
been used to detect selection only in candidate loci [16, 80]. Fur-
thermore, it adopts several oversimplified assumptions. First, the
neutral model was derived by an equilibrium neutral population,
i.e., a population with constant population size. Second, the selec-
tion model was derived by Fay and Wu’s model [37], where only
the low- and the high-frequency derived classes are assumed.

The third signature of a selective sweep refers to a specific pattern of
LD that emerges in the neighborhood of the beneficial mutation.
Upon fixation of the beneficial mutation, elevated levels of LD
emerge on each side of the selected site, whereas a decreased LD
level is observed between polymorphisms found on different sides
of the selected site. The high LD levels on the different sides of the
selected locus are due to the fact that 2 single recombination event
allows multiple polymorphisms on the same side of the sweep to
escape the sweep. Between those SNPs the level of LD will be
high. On the other hand, polymorphisms that reside on different
sides of the selected locus need a minimum of two recombination
events, thus LD is decreased. Figure 1 shows an example of the LD
patterns emerging after a sweep.

The LD-based signature of a selective sweep was proposed and
thoroughly investigated by Kim and Nielsen [51]. In this study,
Kim and Nielsen introduced a simple statistic, named w-statistic,
that facilitates the detection of the specific LD patterns that emerge
after a sweep. For a window of W SNPs that is split into two
non-overlapping subregions L and R, with / and W—/ SNPs,
respectively, the w-statistic is computed as follows:
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2.4 Detecting
Sweeps Using
Machine Learning
Methods
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Fig. 1 The LD signature of a complete hard selective sweep. Assume a popula-
tion with neutral segregating variation (1). A beneficial mutation occurs (shown
as a black allele) in subfigure (2). Since the mutation is beneficial, its frequency
will increase in the population. Neutral variants that are linked to the beneficial
mutation will hitchhike with it (3). Due to recombination, mutations from a
neutral background will get linked with the beneficial mutation (4, 5). The
recombination events are depicted on the locations of the involved chromo-
somes by r1 and r2, respectively. Finally, the selective sweep completes (6). The
LD pattern that emerges from such a process is the elevated LD on each side of
the beneficial mutation and the decreased LD for SNPs that are on different sides
of the beneficial mutation. The figure is adapted from [69]

The process of detecting genomic regions that have been affected
by positive selection can be treated as a classification problem for
which each genomic region is classified as either neutral or selected.
If the parameters of the selective sweep and the demographic model
are known, then disentangling a selective sweep from demography
can be treated as a typical binary classification problem. In com-
puter science and mathematics, theoretical and algorithmic
advancements have been developed the last decades that perform
classification of datasets. These advancements can be grouped as
machine learning methods, because first they train computers to
understand patterns from the data, and then use this knowledge to
classify an unknown sample. Their application in population genet-
ics still remains limited, even though the last years a few methods
have been developed [57, 71, 82]. The first application of machine
learning in population genetics to our knowledge was developed by
Pavlidis et al. [71], who used a support vector machine approach to
perform the classification. Pavlidis et al. [71] used as features results
from the CLR test (SES-based) and the @ — statistic as well as the
difference between the locations that each of the aforementioned
tests pinpoint. Lin et al. [57] also developed a machine learning
approach based on the “boosting” algorithm, a statistical method
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that combines simple classification rules using summary statistics to
maximize their joint predictive performance. More recently, Schri-
der and Kern [82] proposed an extremely randomized trees classi-
fier to identify soft selective sweeps, hard selective sweeps, their
linked regions, and neutral regions. Their software is called “S/
HIC.” A new version of “S/HIC” (called diploS/HIC) was pro-
posed by [50] that can also use unphased genotypes in contrast to
“S/HIC.” The application of machine learning tools in population
genetics has been reviewed in [83].

Typically, in a supervised learning problem, the goal is to
accurately predict previously unseen data based on a set of already
seen data (training data). The problem can be formulated as train-
ing the computer to recognize the combinations of feature-values
that are associated with either of the classes. Here, the class of each
data point is encoded as “neutrality /selection.” In contrast to other
disciplines in which machine learning methods are applied, the
number of well-annotated examples that the algorithm requires
for its training is limited. In fact, all “known” targets of selection
do not represent any established truth but are predictions of algo-
rithms that are mostly based on simplistic models. Even though
there is a general agreement about the validity of positive selection
detection in loci such as the LCT [17], the historical truth, i.e.,
whether a locus was indeed selected by natural selection remains
unknown. Even if we did know the definite true targets of selection,
it would still be challenging to build an accurate predictor based on
them. The reason is that those training examples would be obtained
from heterogeneous populations that have experienced and would
incorporate a multitude of other evolutionary forces besides posi-
tive selection. A remedy for the aforementioned problems is to use
simulated results for the training of the machine learning algo-
rithms. On one hand, simulated data ensure the control of hetero-
geneity of the training samples as well as the correctness of the
assigned class. On the other hand, the simulation process does not
capture the whole set of stochastic processes that affect the data.
Thus, even though training and evaluation processes perform well
on simulated data, they might perform poorly on real data. In this
study, we present an extensive testing of machine learning meth-
odologies in Subheading 6.

3 The Problem of Demography

Demography poses severe challenges on the selection detection
process due to the fact that it may generate SNP patterns that
resemble the signatures of genetic hitchhiking. In recombining
chromosomes, selective sweep detection becomes feasible mainly
due to two factors: (1) the fixation of the beneficial mutation, and
(2) the fact that coalescent events occur at a higher rate in the
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presence of a sweep than they do in its absence. It is these two
factors, along with recombination events, that generate the specific
signatures of a selective sweep, enabling us to detect traces of
positive selection in genomes. However, additional factors can
also trigger a high rate of coalescent events, leading to the genera-
tion of similar (to a selective sweep) signatures in the genome, and
thus misleading current selective sweep detection approaches. For
instance, assume a bottleneck event that is characterized by three
phases: (1) a recent phase of large effective population size, (2) a
second phase, prior to the first one, of small population size (the
bottleneck phase), and (3) an ancestral period of large population
size. It is due to the decrease of the effective population size in the
bottleneck phase that a high rate of coalescent events occur in a
relatively short period of time. Furthermore, lineages can escape
the bottleneck, passing to the ancestral phase of large effective
population size, and therefore requiring more time to coalesce. In
a recombining chromosome, genomic regions that are character-
ized by short coalescent trees due to massive coalescent events may
alternate with genomic regions with lineages that have escaped the
bottleneck phase (see Fig. 2). Such alternations can generate SNP

Bottleneck
genealogies

Sweep
genealogies

Fig. 2 Bottleneck demographic scenarios (top panel) may result in similar
genealogies to a selective sweep (bottom panel). Both models may produce
very short coalescent trees. As we move from the selection site, selective
sweeps produce genealogies with long internal branches. Similarly, bottlenecks
may produce genealogies with very long internal branches if the ancestral
population size is large
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patterns that are highly similar to those generated by a selective
sweep, yielding the detection process very challenging, if not
infeasible [70].

Besides demographic bottlenecks, other demographic scenar-
ios may also generate SNP patterns that resemble those of a selec-
tive sweep. Recently, Alachiotis and Pavlidis [5] demonstrated that
gene flow (migration) between populations poses severe challenges
to existing sweep detection methods, suggesting that appropriate
sweep signatures for migration models are yet to be found (figure
2 in [5]). Similarly, De and Durrett [31] demonstrated that both
the LD and the SES are affected if a stepping stone spatial structure
characterizes the population; specifically, the LD decay becomes
slower and the SFES is shifted toward high-frequency derived var-
iants for migration rates that are intermediate (4 Nm =3, where
Nis the effective population size and m the probability of migration
per individual and per generation; figure 5 in [31]). Similar results
are obtained from island models.

It is generally believed that, unlike the localized effect of a
selective sweep, neutral demographic changes generate genome-
wide patterns. This idea of “local sweep effects” »s. “global demo-
graphic effects” in the genome has been extensively used to control
the demography-induced false positive rates [56, 65, 73]. In
SES-based sweep scans, this idea translates to a two-step computa-
tional approach that entails the initial estimation of an average,
genome-wide SES (background SES) followed by a detection
step, for those genomic regions that fit the selection model better
than the background SFS. An issue with such an approach, how-
ever, is that it does not take into account the fact that SES is
characterized by great variation along the genome. In bottlenecks,
or in models with gene flow, which generate great variance along a
recombining chromosome [13, 26, 70, 93], the usage of the aver-
age, genome-wide SEFS may be problematic. Therefore, under cer-
tain bottleneck demographic scenarios, there can be neutral-like
genomic regions, as well as sweep-resembling ones, regardless of
the actual existence of a selective sweep. Since both recombination
and the alternation of genealogies along a recombining chromo-
some are stochastic, it is highly challenging to determine which
genealogies are shaped by neutrality and which genealogies are
shaped by positive selection. Current approaches are not able to
completely overcome the confounding eftect of bottlenecks on
positive selection in recombining chromosomes, therefore users
should be careful when interpreting results of selective sweep
scans. It should be noted however, that several tools, such as
SweepFinder, SweepFinder2, SweeD, OmegaPlus, and RAiSD
and/or the deployment of the demographic model as the null
model, contribute to alleviating the problem generated by the
confounding effects of demography.
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Demography not only affects the false positive rate (FPR) of the
detection methods, but it also affects the true positive rate (TPR).
This derives from the fact that the SNP patterns that emerge from
the combined action of demography and selection are unknown. For
instance, the SES-based tools SweepFinder and SweeD (presented
in a following section) assume that if a lineage escapes the selective
sweep due to a recombination event, then, prior to the sweep, its
frequency is given by the neutral (or background) SES. This is valid
if the selective sweep has occurred in a constant-size population. If]
however, the population has experienced population size changes
(or other demographic events such as migrations), this assumption
does not necessarily hold.

Given the challenges that demographic changes pose to the
accurate detection of positive selection, it is unfortunate (even
though expected) that most natural populations have experienced
various demographic scenarios during their evolutionary history.
For example, the European population of D. melanggaster experi-
enced a severe bottleneck about 15,800 years ago, when the
European population diverged from the African population
[56]. The duration of the bottleneck was about 340 years and the
effective population size during the bottleneck was only 2200
individuals [56], thus the effective population size of the
European population was decreased by a factor of 500, approxi-
mately. Regarding the demography of human populations, the
proposed models suggest several bottleneck (founder) events and
migrations between subpopulations [36]. Domesticated animals
have also experienced a series of bottleneck events during the
domestication process. Using only mtDNA and the approximate
Bayesian computation methodology, Gerbault et al. [40] report
that goats have experienced severe bottleneck events during their
domestication. Approximate Bayesian computation was also used
to provide insights into the demographic history of silkworm
[99]. Using 17 loci in the domesticated silkworm, they reported
that the most plausible scenario explaining the demographic history
of silkworm comprises both bottleneck and gene flow events [99].

4 A Guideline on Selection Detection Tools

4.1 Summary
Statistics

Summary statistics are computationally inexpensive data calcula-
tions. On whole-genome data, typically they are applied following
a sliding window approach. Simpler statistics such as Tajima’s D or
the SNP count do not require phased data, but only SNP calling,
whereas LD-based ones require phased data. Several summary
statistics serve as neutrality tests because their distributions are
affected by the presence of positive selection (for example, Tajima’s

D obtains negative values in the proximity of a strongly beneficial
allele).
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Relying on Tajima’s D, Braverman et al. [22] were able to
detect genomic regions affected by recent and strong positive
selection in simulated datasets, as well as to demonstrate that in
regions of low genetic diversity and low recombination rate (e.g.,
around centromeres or at telomeres) a simple hitchhiking model is
not a sufficient explanation for the observed DNA polymorphisms.
Since then, Tajima’s D has been deployed in numerous studies as a
neutrality test to detect selection [12, 19, 20, 58, 67,79, 94]. This
summary statistic captures the difference between two estimates of
the diversity level § =4 N, u, where p is the mutation rate. The first
estimate, 7, is based on the number of pairwise differences between
sequences, while the second one, Watterson’s 8 (6yy), is based on
the number of polymorphic sites. Tajima’s D obtains negative
values in the proximity of a selective sweep, since 7 decreases with
both high- and low-frequency derived variants, while 6y, remains
unaffected.

In 2000, Fay and Wu [37] proposed a new statistic, H, which
obtains low values in regions where high-frequency derived variants
are overrepresented. To distinguish between high- and
low-frequency derived variants, Fay and Wu’s H relies on an out-
group sequence. Additionally, Fay and Wu [37] invented a new
unbiased estimator for 8, named 6, which assumes high values in
regions with overrepresented high-frequency derived variants. The
H statistic is defined as the difference between z and 6y, and as such
it becomes significantly negative in the proximity of a beneficial
mutation. Since a back-mutation will result in the incorrect infer-
ence of the derived polymorphic state, Fay and Wu’s H requires the
probability of mis-inference to be incorporated in the construction
of the null distribution of the statistic. In 2006, Zeng et al. [101]
improved the H statistic by adding the variance of the statistic in the
denominator, thus scaling H by the variance of the statistic.

Depaulis and Veuille [34] introduced two neutrality tests rely-
ing on haplotypes. The first summary statistic, K, is simply the
number of distinct haplotypes in the sample. In the presence of a
selective sweep K takes low values. The second test measures hap-
lotype diversity, denoted by H (or DVH, Depaulis and Veuille H,
to be distinguished from Fay and Wu’s H). DVH is calculated as
DVH=1 - Zfil 77, where p;is the frequency of the sth haplotype.
Both the DVH and the Ksummary statistics are conditioned on the
number of polymorphic sites, s, which yields the construction of the
null (neutral) distribution of the statistic rather problematic.
Depaulis and Veuille simulated data using a fixed number of poly-
morphic sites s, and without conditioning on the coalescent trees.
This approach is suboptimal because the number of polymorphic
sites is a random variable that follows a Poisson distribution, and it
is determined by the total length of the (local) coalescent tree and
the mutation rate. Thus, to construct the null distribution of the
statistic, a two-step approach is required: first, a coalescent tree is
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generated according to the demographic model and mutations are
placed randomly on its branches (this step can be achieved using
Hudson’s ms [45]), and second, a rejection process is applied in
order to condition on the number of polymorphic sites s, during
which only the simulations that produced s segregating sites are
kept while the rest are discarded. Thus, only a subset of coalescent
trees will be accepted: the trees that given the mutation rate result
in the specified number of segregating sites s.

Typically, summary statistics are applied on whole-genome data
following a sliding-window approach. This allows efficient compu-
tations on large datasets for those statistics used as neutrality tests,
introducing, however, two main problems. The fixed size of the
window length creates the first problem since small changes (even
by only a few bases) of the window length may shift the results from
statistically non-significant to significant [72], regardless of
whether the window size is measured in number of base pairs or
number of SNPs. The second problem, which is common for most
neutrality tests, is that they are not robust to demographic changes
of the population. For instance, Tajima’s D can assume negative
values in a population expansion scenario as well as locally in
genomic regions under a bottleneck scenario. It also becomes
negative in genomic regions that have experienced purifying selec-
tion and in regions affected by positive selection. Fay and Wu’s H
can become negative in demographic models that increase the
high-frequency derived variants. Such demographic models include
gene flow [31] or sampling from one deme that is part of a
metapopulation [87].

The advent of next generation sequencing (NGS) allowed the
analysis of whole genomes at different geographic locations and
environmental conditions, and revealed a need for more efficient
processing solutions in order to handle the increased computa-
tional and/or memory requirements generated by large-scale
NGS data. While typical summary statistics are generally suitable
tor NGS data, they are applied on fixed-size windows, and as a
result they do not provide any insight on the extent of a selective
sweep. More advanced methods that rely on the CLR test (e.g.,
SweepFinder [65], SweepFinder2 [33], and SweeD [73]) or on
patterns of LD (e.g., OmegaPlus [6, 7]) perform an optimization
on the size of the window and, therefore, they provide information
on the genomic region affected by a selective sweep at the cost of
increased execution times. The aforementioned methods have been
widely used to detect recent and strong positive selection in a
variety of eukaryotic or prokaryotic organisms, such as human
[18, 65, 75], D. melanogaster [11, 25, 95, 98], lizards [54], rice
[24], butterflies [59], and bacteria [63].
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4.2.1 SweepFinder

4.2.2 SweeD

4.2.3 SweepFinder2

In 2005, Nielsen et al. [65] released SweepFinder, an advanced
method to detect selective sweeps that relies on information
directly derived from the SES, either folded or unfolded. Sweep-
Finder implements a composite likelihood ratio (CLR) test. The
numerator of SweepFinder represents the likelihood of a sweep at a
given location in the genome, given its selection intensity a. The
denominator accounts for the neutral model. An important feature
of SweepFinder is that neutrality is modeled based on the empirical
SES of the entire dataset. All SNPs are considered independent,
therefore allowing the likelihood score per region for the sweep
model to be computed as the product of per-SNP likelihood scores
over all SNPs in a region. SweepFinder was among the first software
releases with the capacity to analyze whole genomes via a complete
and standalone implementation. SweepFinder can process small
and moderate sample sizes efficiently. However, the source code
does not handle floating-point exceptions that occur when a large
number of sequences are analyzed, yielding analyses with more than
1027 sequences impossible.

Pavlidis et al. [73] released SweeD (Sweep Detector), a stable,
parallel, and optimized implementation of the same CLR test as
SweepFinder. SweeD can parse various input file formats (e.g.,
Hudson’s ms, FASTA, and the Variant Call Format) and provides
the option to employ a user-specified demographic model for the
theoretical calculation of the expected neutral SES. Also, it allows
the user to provide her/his own points of interest where the CLR
will be assessed (via the gridfile option). Pavlidis et al. [73] showed
that sweep detection accuracy increases with an increasing sample
size, and altered the mathematical operations for the CLR test
implementation in SweeD to avoid numerical instability (floating-
point underflows), allowing the analysis of datasets with thousands
of sequences. The time-efficient analysis of large-scale datasets in
SweeD is mainly due to two factors: (a) parallel processing using
POSIX threads, and (b) temporary storage of frequently used
values in lookup tables. Additionally, SweeD relies on a third-
party library for checkpointing (Ansel et al. [ 10]) to allow resuming
long-running analyses that have been abruptly interrupted by exter-
nal factors, such as a power outage or a job queue timeout.

More recently, DeGiorgio et al. [33] released SweepFinder2.
SweepFinder2 uses the statistical framework of SweepFinder, and
additionally it takes into account local reductions in diversity caused
by the action of negative selection. Therefore, it provides the
opportunity to distinguish between background selection and the
eftect of selective sweeps. Thus, it exhibits increased sensitivity and
robustness to background selection and mutation rate variations.
Besides the ability to account for reductions in the diversity caused
by background selection, the implementation of SweepFinder2 is
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A B C
0.01 0.07 0.13 0.07 0.067 0.076 0.061 0.077 0.062 0.076 0.091 t:400,psr:0.25
0.02 0.09 0.19 0.13 0.105 0.129 0.08 0.13 0.08 t:400,psr:0.5
0.08 0.13 027 0.26 0.179 [0.265 | 0.103 [ 0.265 0.104 t:400,psr:0.75
0.08 0.07 0.18 031 0.134 0.156 0.049 0.155 0.05 t:400,psr:0.9
0.01 0.01 0.01 0.002 0.018 0.001 0.018 0.001 t:400,psr:0.99
0.02 0.06 0.15 0.09 0.053 0.067 0.056 0.068 0.056 t:1000,psr:0.25
0.03 0.09 0.18 0.13 0.121 0.126 0.099 0.126 0.099 t:1000,psr:0.5
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Fig. 3 False positive rates for the selective sweep detection process under various algorithms and demo-
graphic models. Demographic models consist of bottlenecks and are characterized by two parameters: tis the
time in generations since the recovery of the populations, and psr the relative population size reduction during
bottleneck. Prior to the bottleneck, the population size equals to the present-day population size. We show the
results from the study of Crisci et al. [30] (a), our analysis in the current study (b) and the difference between
a and b (c). Note that Crisci et al. studied SweepFinder (SF), SweeD (SWEED), SweeD with monomorphic
(SWEED-Mono), and OmegaPlus (OP). In the current work, we studied SweepFinder (SF), SweepFinder with
average SFS (SWEEDAV), SweeD (SWEED), SweeD with average SFS (SWEEDAV), SweepFinder2 (SF2),
SweepFinder2 with average SFS (SF2AV), and OmegaPlus. Thus, in (¢) we show only results from the common
tools (SF, SWEED, OP). In (a) and (b), the darker a cell, the lower the false positive rate. In (), yellow denotes
that Crisci et al. report higher false positive rate than [69] while blue denotes that the reported false positive
rate by Crisci et al. is lower. The figure is adapted from [69]

very similar to SweepFinder. However, there exist code modifica-
tions that increase the stability of SweepFinder2 on the calculation
of likelihood values. Using simulated data with constant mutation
rate and in the absence of negative selection, SweepFinder2 scores
are closer to those obtained by SweeD rather than the initial
SweepFinder implementation (see Fig. 3).

4.24 OmegaPlus In 2012, Alachiotis et al. [7] released a high-performance imple-
mentation of the w-statistic [51] for the detection of selective
sweeps by searching for a specific pattern of LD that emerges in
the neighborhood of a recently fixed beneficial mutation. The
w-statistic assumes a high value at a specific location in the genome,
which can be indicative of a potential selective sweep in the region,
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4.2.5 MFDM Test

4.3 BRAiSD

if extended contiguous genomic regions of high LD are detected
on both sides of the location under evaluation, while the level of LD
between the high LD regions remains relatively low. OmegaPlus
evaluates multiple locations along a dataset following an exhaustive
per-region evaluation algorithm, which was initially introduced by
Pavlidis et al. [71]. The algorithm by Pavlidis et al. [71] required
large memory space for the analysis of many-SNP regions and
exhibited increased complexity, yielding the analysis of regions
with thousands of SNPs computationally unfeasible. OmegaPlus
introduced a dynamic programming algorithm to reduce the
computational and memory requirements of the exhaustive evalua-
tion algorithm, enabling the efficient analysis of whole-genome
datasets with millions of SNPs. OmegaPlus exhibits a series of
four different parallelization alternatives [4, 6] for the distribution
of computations to multiple cores to overcome the load balancing
problem in selective sweep detection due to the difference in SNP
density between regions in genomes.

In 2011, Li et al. [55] presented a neutrality test that detects
selective sweep regions using the maximum frequency of derived
mutations (MFDM), which is a paramount signature of a selective
sweep. According to [55], the MFDM test is robust to processes
that occur in a single and isolated population. This is because there
is no demographic scenario in single and isolated populations that
generates a non-monotonic SES and increases the amount of high-
frequency derived variants. Thus, at least in theory, the test is robust
to demographic models, such as bottlenecks, when they occur in
isolated populations. However, four severe problems arise regard-
ing the robustness of the test, which broadly apply to other tests of
neutrality as well: (1) although bottlenecks generate monotonic
average SESs, certain genomic regions may locally exhibit increased
amounts of high-frequency derived variants, even in the absence of
positive selection, (2) high-frequency derived variants are a signa-
ture of selective sweeps in constant populations but it is not known
whether and how they will be affected by the combined action of
selection and demography, (3) in populations that exchange
migrants with other demes (non-isolated), the frequency of high-
frequency derived variants may increase (e.g., [31]), and (4) back-
mutations (in general, the violation of the infinite-site model) may
also increase the amount of high-frequency derived variants.

In 2018, Alachiotis and Pavlidis [5] introduced the yu statistic and
released RAISD (Raised Accuracy in Sweep Detection). The u
statistic is a composite evaluation test that scores genomic locations
by relying on the enumeration of SNP vector patterns (entire
alignment columns) to quantify changes in the SES, the levels of
LD, and the amount of genetic variation. RAiSD implements a
SNP-driven, sliding-window algorithm that reuses calculated data
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between overlapping windows to considerably reduce execution
times. It exhibits increased detection accuracy and sensitivity due
to the fact that consecutive SNP windows with variable size in terms
of base pairs are placed along a dataset with a step of 1 SNP. This
achieves increased granularity in SNP-dense regions and avoids
redundant operations in SNP-sparse ones, consequently improving
processing speed without deteriorating the quality of the results.
Furthermore, RAiSD couples the sliding window algorithm with an
out-of-core approach that allocates a negligible amount of memory
(typically few MBs) irrespectively of the dataset size, thus maintain-
ing overall low memory requirements. Details on RAiSD software,
its command line options, as well as working examples are available
on the github repository of RAiSD (https: //github.com /alachins/
raisd).

5 Evaluation

Table 1

The aforementioned software tools (SweepFinder, SweepFinder2,
SweeD, and OmegaPlus, and RAiSD see Table 1) have been inde-
pendently evaluated by three studies: Crisci et al. [30] studied the
effect of demographic model misspecification on selective sweep
detection, while Alachiotis and Pavlidis [4] conducted a perfor-
mance comparison in terms of execution time for various dataset
sizes and number of processing cores. Alachiotis and Pavlidis [5]
evaluated all tools in terms of detection accuracy, sensitivity, and
execution time, with the aim to assess RAiSD. We summarize these
results in the following subsections and partially reproduce the FPR
evaluation analysis by Crisci et al. [30], including SweepFinder2.

List of software tools for selective sweep detection

Method Implementation Availability (source code , web service)

SweepFinder SES
(2005)

OmegaPlus (2012) LD

Sequential http: //people.binf.ku.dk /rasmus /webpage /st.html , —

Parallel https: //github.com /alachins /omegaplus , http: //
pop-gen.eu

SweeD (2013) SES Parallel https: //github.com /alachins /sweed , http: //pop-
gen.cu
SweepFinder2 SES Sequential http: //www.personal.psu.edu/mxd60 /sf2.html , —
(2016)
RAISD (2018) Mixed Sequential https: //github.com /alachins /raisd , —

The table is adapted from [69]
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5.1 Detection
Accuracy

Cirisci et al. [30] calculate the FPR for the neutrality tests using the
following pipeline: (1) simulations from equilibrium models using
Hudson’s ms [45] and constant number of SNPs. This set of
simulations is used only for the determination of the thresholds
for the tools; (2) simulations using sfscode [44] (constant or bot-
tlenecked population). These data are called empirical datasets, and
are used for the estimation of the FPR; (3) execution of the neu-
trality tests on the empirical datasets. The FPR is estimated by
assigning each empirical dataset to a threshold value from an equi-
librium model with similar number of SNPs. Note that, such an
approach differs from the approach that has been followed by other
studies (e.g., [38, 60]), where the null model is specified by the
inferred neutral demographic model. Specitying the null model by
the inferred neutral demographic model controls efficiently for the
FPR. Thus, Crisci et al. effectively studied how demographic model
misspecification affects the FPR. Another major difference between
the approach followed by Crisci et al. and other studies is that, for
the SES-based methods (SweepFinder, SweeD), Crisci et al. calcu-
late the neutral (or prior-to-sweep) SES using the candidate region
itself (here 50 kb), instead of the average SES on a chromosome-
wide scale. Even though the first approach might have a lower FPR,
the later is more powerful to detect selective sweeps: when the
neutral SES is calculated by a small genetic region that potentially
includes a sweep, the affected (by the sweep) SES is assumed to
represent neutrality. Thus, the CLR test will assume lower values.
For neutral equilibrium models, i.e., constant population size, they
find that the FPR for SweepFinder ranges from 0.01 to 0.18,
depending on the mutation and recombination rate: the lower the
mutation and recombination rates, the higher the FPR of SweepFin-
der. The FPR for SweeD ranges between 0.04 and 0.07. For Ome-
gaPlus, the FPR ranges between 0.05 and 0.07. In general, the FPR
for all tools is low when the demographic model is at equilibrium.

When the assumption of an equilibrium population is violated
and the empirical datasets are derived from bottlenecked popula-
tions, the FPR increases. Such an increase of the FPR is more
striking when the average SES of the empirical dataset is used to
represent the SFS of the null model. The reason for such an increase
is that bottlenecked datasets show great variance of the SES from a
region to another. Thus, even though, on average, a bottlenecked
population will have a monotonically decreasing SES [104], there
might be regions that show an excess of high-frequency and
low-frequency derived variants, and thus they mimic the SES of a
selective sweep.

Interestingly, Crisci et al. report low FPR for SweepFinder and
SweeD. For OmegaPlus, they report high FPR for the very severe
bottleneck scenario, where the population size has been reduced by
99%. For SweepFinder and SweeD, the FPR ranges between 0 and
0.08, and 0 and 0.13, respectively. For OmegaPlus, they report
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FPR between 0.05 and 0.91. We repeated the analysis of Crisci et al.
for SweeD, SweepFinder, and OmegaPlus, including SweepFin-
der2. Furthermore, we have included execution results of Sweep-
Finder, SweeD, and SweepFinder2 using the average SES instead of
the regional SES. We used Hudson’s ms for a// simulations, whereas
Cirisci et al. had used sfs_code for the empirical simulated data. In
general our results are comparable to Crisci et al., but we report
higher FPR than Crisci et al. A notable exception is the case of
OmegaPlus in the severe bottleneck case, where our FPR is consid-
erably lower. Perhaps this is due to the simulation software, as we
used Hudson’s ms (coalescent) simulator, while Crisci et al. used
sts_code (forward). FPR results are shown in Fig. 3.

Since FPR is considerably increasing when a false model (e.g.,
equilibrium) is used to construct the null hypothesis, we repeated
the aforementioned analysis using a bottleneck demographic
model. Using a bottleneck demographic model for the construc-
tion of the null hypothesis reduces the FPR to very low values
(Fig. 4). Here, we have used the bottleneck model characterized

0.018 0.004 0.045 0.004 0.046 0.004 0.001 :400,psr:0.25
0.033 0.016 0.089 0.016 0.09 0.016 0.003  t:400,psr:0.5
0.11 0.068 0.142 0.066 0.141 0.067 0.027  t:400,psr:0.75
0.12 0.076 0.082 0.078 0.082 0.078 0.06 :400,psr:0.9
0.002 0.008 0.006 0.007 0.006 0.007 0.225  t:400,psr:0.99
0.01 0.003 0.047 0.003 0.046 0.003 0.001 t:1000,psr:0.25
0.036 0.013 0.108 0.013 0.109 0.013 0.008  t:1000,psr:0.5
0.098 0.044 0.158 0.043 0.158 0.044 0.026  t:1000,psr:0.75
0.122 0.08 0.113 0.081 0.112 0.081 0.08 t:1000,psr:0.9
0 0 0.005 0 0.005 0 0.215  t:1000,psr:0.99
0.02 0.002 0.054 0.002 0.053 0.002 0.002 t:2000,psr:0.25
0.027 0.008 0.078 0.008 0.078 0.008 0.003  t:2000,psr:0.5
0.061 0.023 0.117 0.021 0.117 0.021 0.021 1:2000,psr:0.75
0.076 0.06 0.098 0.057 0.095 0.057 0.025 t:2000,psr:0.9
0.001 0 0.007 0 0.007 0 0.061 :2000,psr:0.99
0.009 0 0.047 0 0.047 0 0 1:4000,psr:0.25
0.014 0.001 0.049 0.001 0.049 0.001 0.001 :4000,psr:0.5
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Fig. 4 False positive rates for the selective sweep detection process under
various algorithms and demographic models when the demographic model used
for the construction of the threshold value is a bottleneck model instead of an
equilibrium model. ¢ time since the population size recovery (generations). psr:
relative population size reduction during bottleneck. To compute all threshold
values, we have used the bottleneck model characterized by a population
recovery at time f=1000 generations, and bottleneck population size reduction
by 0.90. The duration of the bottleneck was 4000 generations. FPR values have been
reduced considerably compared to the case that the equilibrium model was used for
the calculation of the threshold values (Fig. 3). The figure is adapted from [69]
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5.2 Execution Time

Table 2

by a population size reduction of 0.99, a recovery time of 1000
generations, and bottleneck duration of 4000 generations, even
though empirical datasets were composed by additional models.
The ancestral population size was equal to the present-day popula-
tion size.

Regarding the true positive rate (TPR), Crisci et al. report that
under strong selection in an equilibrium population (2 N,s = 1000,
where s is the selection coefficient), TPR for SweepFinder and
SweeD is moderate and ranges between 0.32 and 0.34. For Ome-
gaPlus, TPR is higher and equals to 0.46. For weaker selection
(2N, =100), OmegaPlus is still the most powerful tool to detect
selective sweeps. For selective sweep models in bottlenecked popu-
lations, OmegaPlus outperforms SES-based methods and it is the
only test studied by Cirisci et al. able to detect selective sweeps.
Finally, regarding recurrent hitchhiking event (RHH), OmegaPlus
reports higher values of TPR.

The performance comparisons conducted by Alachiotis and Pavli-
dis [4] aimed at evaluating the eftect of the number of sequences
and SNPs on execution time, as well as the capacity of each code to
employ multiple cores effectively to achieve faster execution.
Table 2 shows execution times on a single processing core for
different dataset sizes, ranging from 100 sequences to 1000
sequences, and from 10,000 SNPs up to 100,000 SNPs. Addition-
ally, the table provides (in parentheses) how many times faster are
SweeD and OmegaPlus than SweepFinder.

The comparison between SweepFinder and SweeD is the most
meaningful one since both tools implement the same floating-
point-intensive CLR test based on the SES, thus requiring the
same type and amount of arithmetic operations. The significantly
faster execution of OmegaPlus on the other hand, which relies on
LD, is attributed to the fact that a limited number of computation-
ally intensive floating-point operations are required, with the
majority of operations being performed on integers, such as the
enumeration of ancestral and derived alleles.

The execution times in Table 2 refer to sequential execution.
Multiple cores can be employed by SweeD and OmegaPlus,

Comparison of execution times (in seconds) for different dataset sizes (format: D—number of
sequences—number of SNPs) on a single processing core [4]

D—10%—10* D—10%2—10° D—10°—10* D—10°—10*
SweepFinder 540 (1x) 4138 (1x) 132,938 (1x) 135,996 (1x)
SweeD 125 (4.3x) 1169 (3.5x%) 283 (469x) 1345 (101x)
OmegaPlus 6 (90x) 652 (6.4%) 7 (18,991 %) 753 (180x)
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achieving speedups that vary depending on the number of
sequences and SNPs. The parallel efficiency of SweeD decreases
with an increasing sample size, whereas the respective parallel effi-
ciency of OmegaPlus increases. As the number of SNPs increases,
both SweeD and OmegaPlus exhibit poorer parallel efficiency,
which is attributed to load balancing issues that arise with an
increasing variance in the SNP density along the datasets.

6 Machine Learning for Population Genetics

6.1 Machine
Learning Background

6.2 Categories
of Machine Learning

One of the main problems of model-based methods, such as SweeD
[73], SweepFinder [65], and OmegaPlus [7], is their inability to
provide accurate results when their assumptions are violated. Since,
however, in natural populations several of the assumptions of
model-based methods (e.g., constant population size) are violated,
there is a need for more flexible methodologies. Machine learning
was introduced in population genetics as an alternative methodol-
ogy to detect genomic regions that evolve under selection by
treating the problem of detecting selection as a classification
problem [83].

The inspiration behind the field of machine learning (ML) was
the concept of artificial intelligence (AI). In Al, the main goal was
to successfully recognize patterns previously unseen by the algo-
rithm. For this purpose, the process of learning began via observing
examples to search for patterns in data and attempt to improve
decisions in the future based on the provided examples. The aim
is for computers to learn, or rather be trained, by these examples
without human assistance, similarly to how humans, and many
other living organisms learn from experience. ML enables the
analysis of massive quantities of data. The data used in ML tasks
can be split into two categories: training data and test data. Training
data are used for learning, whereas test data are used to test/
evaluate performance, or, in other words, how well the algorithm
learned to work for the given task.

The field of ML can be split into three different categories in terms
of the learning approach. The first category is supervised learning,
which is concerned with predicting the value of a response variable
or label (either a categorical or continuous value) on the basis of the
input variables /features. Supervised learning accomplishes this feat
through the use of a training set of labeled data examples whose
true response values are known. The second category is unsuper-
vised machine learning, where, contrary to supervised learning,
these learning algorithms are used when the information in the
training set is neither classified nor labeled. Unsupervised learning
studies how systems can infer a function to describe a hidden
structure from unlabeled data. The system does not infer the classes
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6.3 Algorithms
in Machine Learning

of the data, but it explores the data and infers hidden structures.
The third category is reinforcement learning, a field strongly linked
to artificial intelligence and game theory. Reinforcement is a
learning method that interacts with its environment by producing
actions and discovering errors or rewards. Trial-and-error search
and delayed reward are the most relevant characteristics of rein-
forcement learning. This method allows machines and software
agents to automatically determine the ideal behavior within a spe-
cific context to maximize its performance. Simple reward feedback
is required for the agent to learn which action is the best. A further
categorization can be made between classification and regression
tasks. Classification deals with identifying a group membership
where the output variable takes class labels. Regression involves
predicting a response when the output variable takes continuous
values.

For an in-depth description of machine learning, Alpaydin’s
introduction to machine learning [66], Michel’s machine learning
[61], and Bishop’s pattern recognition and machine learning [64 ]
are highly recommended.

There are various approaches to train machines, ranging from basic
decision trees to multilayer artificial neural networks (which
evolved to deep learning), depending on what task should be
accomplished and the type and amount of available data. Here,
we investigate the performance of various well-known and widely
used ML algorithms in the classification problem of selection versus
neutrality. Our goal is to examine whether machine learning algo-
rithms, used in population genetics analyses, can accurately infer
selection. Classification algorithms can be either generative or dis-
criminative. A generative algorithm models how the data was gen-
erated in order to categorize them in different classes. Thus, its aim
is to find the category that is most likely to generate the observed
result. A discriminative algorithm does not care about how the data
was generated, it simply categorizes the given set of features. A
general concern of the ML-related problems is overfitting. Over-
fitting [43] is the phenomenon when results of training cannot
reliably capture previously unseen data due to being tailored on
just the given training data. In other words, if a model performs
significantly better on the training data than on unseen/test data,
then the model probably suffers from overfitting.

In this study, the ML classifiers that we will evaluate are logistic
regression (LR), random forests (RF), k-nearest neighbors (kNN),
and support vector machines (SVM). The ML framework was
implemented in Python using the sklearn [74] package.
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Naive Bayes A generative classifier that uses the Bayes rule to
describe the joint probability of data and classes is called naive
Bayes (NB). An important drawback of NB is that it assumes
conditional independence of features given the class label. How-
ever, in population genetics, conditional independence does not
hold for most of the features neither under neutrality nor under
selection. Thus, naive Bayes may not be appropriate for population
genetics data, and we do not evaluate it in this study.

Logistic Regression It is a classifier that assumes a parametric form
for the distribution P (Y [X) and directly estimates its parameters
from the training data. The central premise of LR is the assumption
that the input space can be separated into two regions, one for each
class, by a linear boundary. Unlike NB, LR does not assume that the
features arve conditionally independent.

k-Nearest Neighbor kNN is not strictly a learning classifier but
rather a memory-based classifier. It classifies each of the test data by
its position based on its k closest/nearest neighbors for which the class
is known. To the best of our knowledge, kNN has not been examined as
a selection/neutvality classification algorithm yet.

Random Forests RF is a classifier that works well for classification
problems as it is able to exploit both high- and low-“informative”
features and to deal with the problem of overfitting. The original
classification algorithm that inspired RF was the decision trees
method. Based on the values each of the features may take, “deci-
sion” nodes are created resulting in a tree structure. Upon reaching
a leaf of this tree, a decision is achieved for the label of the input
data. The features with lower entropy (most informative) appear
closer to the root of the tree. However, a single tree might be
heavily biased and as a result the algorithm may overfit. The solu-
tion to the overfitting problem is RF, a classifier that consists of
several different decision trees whose outcomes are combined,
usually by averaging the results, to predict the class of the input.

Support Vector Machines It is a machine learning algorithm
proposed by Cortes et al. [28]. SVMs attempt to split the dataset
into two classes via using a hyperplane that separates those classes.
The goal is to find the ideal hyperplane that best separates those
classes. It uses specific data points of each class to determine the
position of the hyperplane. These points are called the support
vectors. A distance between the hyperplane and the closest support
vector from each class is kept, namely the margin. SVMs attempt to
maximize this margin to maximize the probability of correctly
classifying new data. Due to the ability of SVMs to reach higher
dimensions, they do not suffer from the “curse of dimensionality,”
making them a suitable algorithm for classifying between selection
and neutrality.
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7 Methods

7.1 Data Generation

7.2 Computing
Summary Statistics

There exist various models that produce single nucleotide poly-
morphisms (SNP) from demographic models. To generate our
data, we used the ms tool, a Monte Carlo computer program
written in C, that generates samples drawn from a population
evolving according to a Wright—Fisher neutral model [42]. The
program assumes an infinite-sites model of mutation, and allows
recombination, gene conversion, symmetric migration among sub-
populations, and a variety of demographic histories. For each sam-
ple, the program generates a random genealogical history of a
segment of a chromosome. Conditional on the genealogy of a
sample, mutations are randomly placed on the genealogy according
to the usual assumption that the number of mutations on a branch
is Poisson distributed with mean given by the product of the
mutation rate and the branch length. The times between nodes in
the genealogy are approximated by continuous (exponential)
distributions.

We simulated neutral datasets and datasets with selection for
60 demographic models that include a variety of bottleneck scenar-
ios (from mild to severe). For the selection data, we used an
extension of ms, called mssel, kindly provided by R.R. Hudson.
Each bottleneck model is characterized by a reduction in popula-
tion size at some point in time and a recovery to the original
population size (backwards in time). For each demographic
model we generated 1000 datasets to incorporate the genealogical
uncertainty in the training process. The mutation parameter of the
model was set to 4 Nu=2000. In our simulations, we used a
constant value for 4 Nu. We could also sample this parameter from
a distribution (e.g., Gaussian). Even though, results of the neutral-
ity tests could be affected, at least partially, we expect that this effect
will be minor because there is no direct involvement of the number
of SNPs in the tests’ results.

The raw data, generated from ms, cannot be used directly for the
classification task. Thus, from each polymorphic dataset, we com-
pute a vector of summary statistics that will serve as data features.
We used the software CoMuStats [68] to calculate a multitude of
summary statistics from the ms simulations, such as Tajima’s D
[92], Wall’s B and Q statistics [96], FST values [46], the site
frequency spectrum [42 ], and others (Table 3).
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Description of a subset of the summary statistics generated by CoMuStats

Summary statistic

Definition

Ow

Tajima’s D

Band Q
Fyr

SES

Watterson’s estimator of 0 using the number of segregating sites and the sample
size

Computed as the difference between two measures of genetic diversity: the mean
number of pairwise differences and the number of segregating sites, each scaled
so that they are expected to be the same in a neutrally evolving population of
constant size

The number of pairs of adjacent segregating sites that are congruent

A measure of population differentiation due to genetic structure. It is frequently
estimated from genetic polymorphism data, such as single-nucleotide
polymorphisms (SNP) or microsatellites

The number of segregating sites where the derived allele occurs 7 times out of
n samples

7.3 Application
of Classification
Algorithms

7.4 Dataset
Manipulation

When we obtain a collection of datasets, each belonging to an a
priori known class, we follow the next steps for optimal and unbi-
ased results. First, (1) we split the data in two parts. A part of the
data is used for training, whereas the remaining is used as the test
set. We used 20% of the generated dataset as a test set leaving 80%
for training each model. Each classifier has parameters that need to
be set before training begins. Thus, an important step of classifica-
tion is to find the optimal parameter values. This process is called
tuning. Thus, in step (2) we tune the classifier. Finally, in step
(3) we evaluate the performance of the tuned classifier based solely
on the (unseen) test set.

The simplest form of tuning is to use a part of the data for
training and the remaining part for test. Tuning the parameters
takes place by repeatedly evaluating the performance of the algo-
rithm for different parameter values on the test set. This process,
however, leads to overfitting. Another part of the dataset, which is
named as validation set, is held in order to tackle the problem of
overfitting. Using this approach, training proceeds only on the
training set, while tuning the parameters of the classifier is per-
formed on the validation set. When tuning is complete, a final
evaluation can be done on the test set. This method is called cross
validation (CV), and it remedies overfitting by ensuring that the
parameters estimation of the classifier is not strictly associated with
the data we used to estimate them. However, this simple approach
results in tuning the classifier parameters based on a small part of
the data, thus results may be suboptimal. A better strategy is the
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7.5 Feature Selection

so-called %-fold CV, in which the training set is split into % folds. We
use all but one of the folds for training and the resulting model is
validated on the remaining part of the data. This is repeated % times
with a different validation set. The parameters of the classifier that
result in the greatest accuracy, on average, are stored. As a final step,
we train the classifier using the optimal parameters from the tuning
step in the whole training set (training and validation). The accu-
racy is measured solely using the test set.

By using a single test set, the evaluation of the classification
performance may be biased depending on the specific test set.
Thus, an approach called nested %-fold CV can be followed. Nested
k-fold CV eftectively uses a series of train /validation /test set splits.
In the inner loop (%-told CV), the accuracy is approximately max-
imized by fitting a model to each training set, and then inferring the
optimal parameter values using the validation set. In the outer loop
(nested), the generalization error is estimated by averaging test set
scores over several dataset splits.

Another popular method is the stratified nested k-fold cross
validation, which ensures that representation of classes in each fold
is according to their frequency in the original dataset. However,
since our data are simulated, both classes are balanced (equally
represented) by design and, therefore, there was no need to use
stratified CV [77].

To further increase the performance of our classifiers, we can use for
training only those features (variables) that mostly enable classifica-
tion between the two classes. In other words, by removing those
features that do not contribute enough to the classification, the
performance of the classifier will be increased. This method, which
is widely used in machine learning, is called feature selection [39].

There are two problems related to feature selection. The first is
how much does each feature contribute to solving the classification
problem. Here, we use the mutual information [29] of each feature
with respect to the others. The second problem is related to the
number of features that will be used. This is performed via the
SelectKBest package from python’s sklearn [74]. In detail, we rank
our features from the most informative one to the least informative
one. We use the top m features (2 <m<40) successively, and
evaluate their performance.

8 Results

8.1 Reducing
the Feature Space

We first perform the feature selection step. The number of features
we kept was decided solely on the SVM classifier as described in
Subheading 7.5. Each pair of datasets, one for selection and its
neutral counterpart, was studied separately. We calculated the
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Fig. 5 Average accuracy of the feature selection procedure among the 60 data-
sets used in the study. (a) Average across all 60 datasets. (b) Average across the
five datasets with the most severe bottleneck

average accuracy for each number of features across all 60 pairs. The
results showed that 36 features produced the optimal results
(94.865% average accuracy), as seen in Fig. 5.

The 60 datasets implement bottleneck demographic scenarios
of various severitiecs. Among them, some scenarios are mild,
whereas others are severe. In mild bottlenecks, selection detection
is a rather simple task. However, in severe bottlenecks disentangling
selection from neutrality is challenging and often the accuracy of
the algorithms is diminished [71]. To test the performance of the
feature selection process in challenging scenarios, we chose to
evaluate feature selection only on the five most severe bottleneck
models. As seen in Fig. 5, the number of best performing features
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8.2 Evaluation

8.2.1 Logistic Regression

was reduced to 26, achieving an average accuracy of 86.16%. Aver-
age accuracy is, as expected, lower overall since the best performing
pairs were excluded.

Since the dataset is created from simulated data, we chose to have
balanced classes by generating the same number of samples for both
selection and neutrality. Thus, the trivial (random) classifier would
achieve an average accuracy of 50%. All the classifiers were tested
using the 36 best features.

Logistic regression works by separating the two classes using a
linear boundary. It starts by setting the line according to the fea-
tures. Then LR modifies the initial guess by changes its position or
its slope to try and improve the accuracy of the classifier. A parame-
ter to tune is the maximum number of attempts to optimize the
accuracy. We set the parameter of maximum number of attempts to
the values 100, 150, 200, and 250. To prevent the model from
overfitting or underfitting, logistic regression uses a regularization
penalty. The goal of that penalty is to not allow extreme values to
influence the classifier. Two options for regularization are Ridge
(L2 regularization) [21] and Lasso (L1 regularization) [21]. Ridge
adds penalty equivalent to square of the magnitude of coefficients.
Lasso adds a penalty equivalent to the absolute value of the magni-
tude of the coefficients. Both were considered during tuning, each
with its own hyperparameters. Ridge uses sag [48] and Ibfgs
[9]. Lasso uses saga [32] and liblinear [74].

The highest accuracy (94.92%) was achieved by using Ridge
regression with saga for at most 150 attempts/iterations of the
algorithm attempting to converge, whereas the performance
dropped for more than 150 iterations (Fig. 6).
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Fig. 6 Accuracy of logistic regression classifier for Lasso(I1) and Ridge
(12) regularization, while increasing maximum iteration allowed in order to converge



8.2.2 Random Forests

8.2.3 K Nearest
Neighbors

8.2.4 Support Vector
Machines
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For the random forests classifier, the tuning parameters are the
maximum depth the tree was allowed to reach, the maximum
number of features to consider for each split, and the number of
decision trees generated. Forests consisting of 50, 100, 150, and
200 trees were examined. For these trees, a maximum depth of
10, 20, 30, and 36 splits was allowed. For each split, either the
square root (Fsory) or the logarithm (Fro¢) of the 36 features was
the maximum number considered. We also used bagging, a method
designed to improve the stability and accuracy of machine learning
algorithms. According to [23], bagging is defined as:

Given a standard training set D of size », bagging generates
m new training sets D{i} each of size #/, by sampling from D
uniformly and with replacement. By sampling with replacement,
some observations may be repeated in each D{i}. If n'=n, then for
large n the set D{i} is expected to have the fraction (1 - 1/¢)
(7~ 63.2%) of the unique examples of D, the rest being duplicates.
This kind of sample is known as a bootstrap sample. The m models
are fitted using the above m bootstrap samples and combined by
averaging the output (for regression) or voting (for classification).

As Fig. 7a, b shows, increasing the maximum depth of the
decision trees, RFs achieve better accuracy up to a depth of 30 fea-
tures. Further increasing the number of features results in a lower
accuracy. Also, setting the maximum features considered to Fsorr
in each split performed better than Frog. A forest consisting of
150 trees performed optimally for both Fsorrand Frog, and by
comparing the two we can deduce that Fsogrr is the better
performing method, as seen in Fig. 8.

The two parameters to be tuned for the kNN classifier are the
number of neighbors to consider and the distance metric used to
calculate the distance between two neighbors. The two distance
metrics under consideration are the Euclidean and the Chebyshev
distance.

Euclidean is a better distance metric than Chebyshev for all
neighbors considered (Fig. 9). By increasing the number of neigh-
bors, the accuracy was increasing, reaching a maximum perfor-
mance of 94.25% for 36 neighbors. For more than 36 neighbors,
the accuracy declines.

Support vector machines map the data to a predetermined high-
dimensional space via a kernel function that enables classification of
non-linearly separable data. The kernel function is used as a mea-
sure of similarity [81]. In particular, the kernel function k(x, -)
defines the distribution of similarities of points around a given
point x. k(x, y) denotes the similarity of point x with another
given point » The polynomial kernel [81 ] and the random Bayesian
forests (rbf) [81] are the kernels considered here. For the polyno-
mial kernel, the maximum degree/dimension of the kernel
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function assumes the values 1 (the equivalent of a linear kernel),
2, 3,4, and 5. For the rbf, the gamma hyperparameter ranged from
—8 to 4. In our setup, we use the Soft-Margin SVMs. Soft-Margin
SVMs permit some errors while trying to find the optimal classifi-
cation surface, thus the model is more robust to overfitting. Soft-
Margin SVMs require a cost parameter that determines the number
of errors we allow. The cost parameter ranges from 1 to 10 and its
optimal value is 1. Based on Fig. 10, we can deduce that polynomial
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is the best performing kernel. It reaches the highest accuracy,
0.9484%, with a degree equal to 1.

The classifier that achieved the best overall performance is the
support vector machines peaking at 0.9484%. Figure 11 compares
the tuned versions of each classifier on each pair of datasets.
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9 Discussion

We demonstrate the use of machine learning algorithms in disen-
tangling selection from neutrality. This task is treated as a super-
vised learning classification. We evaluated logistic regression, k-
nearest neighbors, random forests, and support vector machines.
All classifiers outperformed the trivial classifier and showed high
accuracy, which, however, depends on the bottleneck severity.
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Among the classifiers tested in this survey, the kNN classifier
had the worst performance among the examined algorithms, as
seen in Fig. 11. Logistic regression had the best performance in
the datasets with a mild bottleneck, implying that selection can be
separated from neutrality linearly in mild bottlenecks. On the con-
trary, it showed the second worst performance, only better that
kNN, in severe bottlenecks. Random forests classifier showed bet-
ter performance in severe bottleneck models compared to kNN and
LR. An additional advantage of RF is the ability to handle missing
data, which real-world scenarios will likely include. This makes
random forests a suitable classifier for selection inference. Finally,
support vector machines achieved the best average performance.
SVM was slightly outperformed by LR in mild bottlenecks, but
achieved the best accuracy in severe bottlenecks. As a result, we
suggest SVMs as the most robust classifier out of those examined in
this survey.

Choosing the parameters that maximize nested %-fold CV often
yields an optimistic accuracy [77]. In addition, since we use
simulated data, the accuracies calculated in this report may be
slightly optimistic. Still, results clearly highlight the potential of
machine learning in population genetics.

In this work, we focused on a small part of the genome.
Because of the advancements in sequencing technologies, whole-
genome data are constantly produced, allowing to infer selection
forces acting on genomes. Applying the algorithms on the genome
as a whole will presumably fail to detect selection. This is due to the
fact that recent selection has operated only on small parts of the
whole genome, leaving the rest of it effectively neutral. Thus, if a
classifier has to take a single decision for the whole genome, this will
favor neutrality. A better approach is to split the whole genome into
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smaller regions (sliding windows) and infer selection in each one
separately. The split of the dataset into regions is performed by a
sliding window algorithm that requires two parameters, the size of
each window (in base pairs) and an offset that defines the starting
position of the next window relative to the previous one. The
pseudocode shown in Algorithm 1 describes this process.

Algorithm 1: Whole-genome selection inference in sliding
windows:

Data: whole genome
Result: selection inference in sliding windows
read dataset;
offset = 0;
while start < size(dataset) - size (window) do
region = dataset(start:start+offset) # take an offset-sized
region from the genome
outcome = prediction(region) # infer selection
store(outcome) # store results
start = start + offset # move to the next region
end

Despite the success of machine learning, it still faces challenges.
First, machine learning algorithms are expensive in terms of both
time and computational resources. This is a problem that will be
mitigated as computer hardware and software technology advances.
A general issue of the machine learning field is the dependence on
quality training data. Even if an ideal algorithm would exist, it
would fail to produce valuable results if the quality of the training
dataset was poor. In complex problems, the need for appropriate
training data that, on one hand, are labeled accurately and, on the
other hand, represent correctly real scenarios is of utmost impor-
tance. Especially in population genetics, training examples are
obtained via simulations because it is not possible to obtain real
training example data with accurate class labeling. However,
simulated data only capture a part of the evolutionary processes
that may have shaped real data. Using simulated data guarantees the
data quality, but it comes with the drawback of obtaining optimistic
results during testing. A further approach to improve results is
feature selection, which improves the quality of our data by remov-
ing noisy features. In the matter of selection inference, feature
selection can improve results. If datasets contain missing or cor-
rupted parts, then preprocessing methods exist [14].

For a most thorough study of methods related to learning,
other approaches different than machine learning need to be exam-
ined as well, for example, artificial neural networks and deep
learning algorithms. Currently, there are only a few studies related
to deep learning in population genetics [76, 84, 103], but the
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potential of the field is already apparent. Recently, a breakthrough
algorithm was implemented that outcompeted both real and Al
players in the strategy game Go by just knowing the rules of the
game [85]. The idea of learning without human knowledge in the
field of population genetics is currently far from being formulated
as a proper scientific approach.
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