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ABSTRACT Diabetes is one of the most rapidly growing chronic diseases, which has affected millions of
people around the globe. Its diagnosis, prediction, proper cure, and management are crucial. Data mining
based forecasting techniques for data analysis of diabetes can help in the early detection and prediction
of the disease and the related critical events such as hypo/hyperglycemia. Numerous techniques have been
developed in this domain for diabetes detection, prediction, and classification. In this paper, we present
a comprehensive review of the state-of-the-art in the area of diabetes diagnosis and prediction using
data mining. The aim of this paper is twofold; firstly, we explore and investigate the data mining based
diagnosis and prediction solutions in the field of glycemic control for diabetes. Secondly, in the light of
this investigation, we provide a comprehensive classification and comparison of the techniques that have
been frequently used for diagnosis and prediction of diabetes based on important key metrics. Moreover, we
highlight the challenges and future research directions in this area that can be considered in order to develop

optimized solutions for diabetes detection and prediction.

INDEX TERMS Diabetes, data mining, big data, prediction, detection, e-Health, m-Health.

I. INTRODUCTION

Diabetes is a chronic and non-communicable disease that
destabilizes the normal control of blood glucose concentra-
tion in the body. The blood glucose concentration is usually
regulated by two hormones, namely insulin and glucagon,
which are secreted by beta (8) and alpha () cells of pancreas
respectively [1], [2]. The normal secretion of both hormones
sustains normal blood glucose concentrations in the body,
which are in the range of 70 — 180 mg/dl (4.0 — 7.8mmol/L).
Insulin decreases the level of glucose concentration, whereas
glucagon increases it. However, abnormal secretion of these
hormones leads to diabetes. There are a number of different
types of diabetes with different prevalence; however, the most
common types are type 1 diabetes, type 2 diabetes, and ges-

The associate editor coordinating the review of this manuscript and

approving it for publication was Gyorgy Eigner

VOLUME 9, 2021

tational diabetes mellitus (GDM). Type 1 diabetes commonly
develops in children; type 2 diabetes is more prevalent in
the middle-aged and elderly persons, while GDM appears
in women and is diagnosed during pregnancy. In type 1 dia-
betes, the secretion of insulin fails due to the destruction
of pancreatic beta cells, whereas in type 2, failures occur
in both insulin secretion and action. GDM is a condition
of glucose intolerance of any degree that is first recognized
during pregnancy; mainly, it occurs in the second half of
pregnancy. It can be mild, but it can also be associated with
considerable hyperglycemia and high insulin requirements
during pregnancy. All of these types result in unbalanced
blood glucose concentration in the human body, which leads
to severe health conditions in the body. Consequently, when
the blood glucose concentration increases and exceeds the
normal concentration range, then this condition is known as
hyperglycemia. On the other hand, when it decreases and
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becomes lower than the normal range, then such a condition
is known as hypoglycemia [3]-[5]. Both of these conditions
can lead to adverse consequences on an individual’s health,
for instance, hyperglycemia has long-term complications and
can cause nephropathy, retinopathy, cardiovascular and heart
diseases, and other tissue injuries, whereas hypoglycemia has
short-term effects that may result in life-threatening diabetic
coma [1], [3], [4].

Diabetes has become one of the major public health prob-
lems in today’s world due to its prevalence in children as
well as in the adult population. According to [6], [7], approx-
imately 8.8% of the adult population was diabetic worldwide
during 2015, which counts for around 415 million people, and
is expected to reach around 642 million by 2040. In addition,
the disease has affected more than half a million children
during this period and has caused about 5 million deaths.
On the other hand, in 2015, the estimated global economic
burden of diabetes was nearly USD 673 billion, which is
projected to be around USD 802 billion in 2040 [7].

Self-monitoring of blood glucose (SMBG) using finger-
stick blood samples is a common approach of diabetes ther-
apy that has been introduced three decades ago [8], [9].
In this approach, diabetics measure their blood glucose
levels three to four times a day in an invasive way by
pricking the skin of their finger using finger-stick glucose
meters. The notion here is to collect blood glucose con-
centration levels at different times, and accordingly, adjust
the insulin intake, diet, and exercise in order to maintain
normal glucose levels. Nevertheless, this method is not only
troublesome and painful but can also be misleading if the
approximation of inulin intake is made based on merely few
SMBG samples. Consequently, this could result in plasma
glycemic levels to exceed the normal range. To overcome this
problem, continuous glucose monitoring (CGM) has been
introduced that provides maximal information about varia-
tions in blood glucose concentration throughout the day and
enables optimal therapy decisions for diabetic patients. In this
approach, the blood glucose concentration is continuously
monitored through small wearable devices/systems, which
track the glucose concentration levels in the blood round-
the-clock. Such systems could be invasive, minimal-invasive,
or non-invasive. Moreover, the CGM systems can be clas-
sified into two types: retrospective systems and real-time
systems [10].

The introduction and availability of a variety of innovative
CGM devices/systems open new opportunities for diabetic
patients to manage glycemic control with ease. Most of the
modern CGM devices normally compute and record the cur-
rent glycemic state of a patient every minute through con-
tinuous measurement of interstitial fluid (ISF) by adopting
a minimally invasive mechanism. These systems/devices are
minimally invasive, since they compromise the skin barrier
but do not puncture any blood vessels. Besides, there are
non-invasive methods, for instance, measuring blood glu-
cose concentration by applying electromagnetic radiation
through the skin to the blood vessels in the body [11].
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Moreover, the emergence of e-Health in the form of
telemedicine not only enables the physicians to observe the
patients remotely and regularly, but also transmits the CGM
data to the remote database in the hospital, which could be
used to forecast critical events in the glycemic control such
as hypo/hyperglycemia.

One of the challenges in diabetes management is the
prevention of hypo/hyperglycemia events, which could be
overcome by accurately forecasting the blood glucose con-
centration from the CGM/SMBG and related (i.e., exercise,
food intake, insulin intake, etc.) data. Thus, the development
of tools for the processing and interpretation of CGM/SMBG
and diabetes related data for future glucose values is cru-
cial. To this end, data mining plays an important role in the
development of such tools for the diagnosis and prediction
of diabetes [12], [13]. Data mining is a process of extracting
valuable information from a large volume of data in order
to discover previously unknown trends, patterns, and rela-
tionships that could be used to build models for prediction
[14]. In the literature, different data mining based glucose
forecasting approaches and methods have been developed
based on various models. These techniques extract, analyze,
and interpret the available diabetes data in order to make
clinical decisions. A generic framework of such techniques
is shown in Figure 1.

In this paper, we present a state-of-the-art review in the
field of glycemic control concerning the diabetes diagnosis
and prediction using data mining. We classify the commonly
used data mining based solutions for diabetes diagnosis and
prediction based on the underlying model used. Moreover,
we compare them based on key parameters and metrics.
Finally, we point out the challenges that need to be addressed
and future research directions in the area.

The remainder of the paper is organized as follows:
Section I provides a thorough discussion on the related
work. The methodology of the survey is given in Section III.
Section IV presents the classification and comparison of data
mining based diabetes diagnosis and prediction techniques.
The challenging open issues and future directions are dis-
cussed in Section V. Lastly, Section VI concludes the paper.

Il. RELATED WORK

A diverse literature has contributed to the area of diabetes
diagnosis and prediction ranging from the development and
performance analysis of novel data mining based techniques
for diabetes detection, prediction, and classification, to the
survey and review studies, as can be seen in [15]-[25].
In [16], [24], [26], various data mining techniques for dia-
betes detection are reviewed and discussed. Similarly, in [17],
a systematic review of the application of data mining tech-
niques for diabetes, as well as the corresponding data sets,
methods, software, and technologies, is carried out. Based on
this review, it is concluded that data mining has a key role
and bright research future in the field of glycemic control.
Data mining is used to extract valuable information from
diabetes data, which ultimately helps diabetic patients in the
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FIGURE 1. A generic flow of diabetes detection and prediction techniques.

management of their glycemic control. Likewise, in [18],
asurvey is conducted on the application of different data min-
ing techniques, including artificial neural network (ANN),
for the prediction and classification of diabetes. The survey
shows that ANN outperforms the rest of the techniques with
89% of prediction accuracy.

On the other hand, in [19], the performance of four well-
known methods, namely J48 decision tree (DT) classifier,
KNN, random forests algorithm, and support vector machine
(SVM), is evaluated in terms of prediction of diabetes using
data samples with and without noise from the University
of California Irvine (UCI) machine learning data repository
[27]. From the comparative analysis of these techniques, it is
observed that J48 classifier performs better in the presence
of noise in the data with 73.82% accuracy. Whereas in case
of noise-free data, the KNN (k=1) and random forests out-
perform the rest of the two methods with an accuracy of
100%. Furthermore, in [21], with the help of data mining tools
such as WEKA, TANAGRA, and MATLAB, a comparative
study of nine different techniques is performed in the light
of diabetes prediction using pima Indian diabetes dataset
(PIDD) from UCI machine learning repository [27]. Accord-
ing to the performance analysis, the best classifiers in WEKA,
TANAGRA, and MATLAB are J48graft, NB and adaptive
neuro-fuzzy inference system (ANFIS) with the correspond-
ing accuracies of 81.33%, 100%, and 78.79%, respectively.
Likewise, in [20], [23], [28], the comparison and performance
evaluation of various data mining techniques are presented.

In [29], a study is conducted based on six diabetes interven-
tion models using SVM classification technique. The com-
parative analysis shows that smoking cessation is the best
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intervention with high accuracy. Moreover, in [30], a method
based on data driven model is proposed for the glucose pre-
diction using a multi-parametric set of free-living data such
as food, activity, and CGM data. In this method, the effect of
diet, physical activity, and medication on the glucose control
is investigated. The method incorporates the meal model,
exercise model, insulin model, and glucose prediction model
based on support vector regression (SVR). The evaluation on
data (CGM, activity insulin, etc.) from seven type 1 diabetic
patients shows promising results for 15 and 30 minutes of
predictions.

Furthermore, feature selection, extraction and classifica-
tion, and dimensionality reduction play an important role
in the prediction of risk events in glycemic control. In the
literature, abundant work has been presented on the feature
extraction and classification, as shown in [31]. In [32], a
hybrid prediction model is constructed. In order to improve
the prediction accuracy, the model is evaluated using two
types of data from the PIDD [27]: data without feature selec-
tion and data with feature selection. Based on a comparative
analysis from these two scenarios, it is observed that the
overall detection accuracy improves with feature selection.
Similarly, in [33], a method is proposed for the diagnosis of
diabetes based on bi-level dimensionality reduction and clas-
sification algorithms using PIDD [27]. The bi-level dimen-
sionality reduction includes feature selection for removing
irrelevant features and feature extraction. The diabetes data
analysis with bi-level dimensionality reduction using differ-
ent data mining techniques shows increased performance.

Based on our thorough literature review, we observe that
most of the existing research either discusses the evaluation
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Classification of Data Mining based Diabetes Diagnosis and
Prediction Techniques

FIGURE 2. Broad classification of diabetes diagnosis and prediction approaches.

of existing data mining based diabetes detection, prediction,
and classification techniques, or present brief surveys on
few of such techniques. However, to the best of our knowl-
edge, none of these covers a comprehensive classification and
comparison of the existing techniques and the correspond-
ing challenging issues in this domain. In order to provide
a comprehensive classification and comparison of existing
techniques using key parameters and to highlight the corre-
sponding challenges in the field of diabetes detection, predic-
tion, and classification based on data mining models, in this
work, we present a comprehensive state-of-the-art survey on
the development of overall systems for diabetes diagnosis
and prediction. Moreover, the corresponding challenges are
discussed and various open issues are highlighted for future
research in the field of glycemic control.

Ill. SURVEY METHODOLOGY
Aiming to conduct our survey using a systematic approach,
and in order to delimit the theme of the survey, it was nec-
essary to elaborate inclusion and exclusion factors to define
which aspects would be valued and which would not be
considered in the survey. This section describes the aspects
that formed the documentary basis of this article.

A systematic search of well-known bibliographic scien-
tific databases including Clarivate Web of Science (WoS),
PubMed, and Google Scholar was conducted by using related

key words such as ‘“Machine learning”, “Data mining”,
“Diabetes mellitus”, “type 1 diabetes”, “type 2 diabetes”,
“Gestational Diabetes Mellitus”, ‘““Prediction”, ‘‘Detec-

tion”’, etc. Then, the inclusion and exclusion factors were
elaborated so that we could obtain a significant amount of
studies to be analyzed. The abstracts of the searched papers
were studied and evaluated in detail to check the eligibility of
the research for inclusion. The original studies related to dia-
betes in which data mining techniques were used for diagno-
sis and prediction of the disease, were considered appropriate
for inclusion. After selecting the studies, full research articles
were downloaded. Secondary reports such as editorials, news
articles, brief communications, and non-peer-reviewed cor-
respondence/articles were not included. We reviewed a large
number of papers for diagnosis and prediction of diabetes
using data mining techniques, out of which 80 studies were
selected that belonged to a specific class. A total of six
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classes/categories were identified based on the underlying
data-mining model used. Publication years of selected works
range from 2006 to 2020. We included research works pub-
lished in peer-reviewed journals and in some highly cited and
well-known related conferences.

IV. CLASSIFICATION OF DATA MINING BASED
TECHNIQUES FOR DIABETES DIAGNOSIS AND
PREDICTION

The glucose concentration in diabetics is influenced by vari-
ous factors, such as meal intake, physical activity, drug intake,
insulin, emotions, stress, etc. As a result, the glucose con-
centration varies with time, which can lead to risky events,
such as hypo/hyperglycemia, if it is not properly managed.
Therefore, the prediction of future glucose concentrations
in diabetics is an important, interesting, and challenging
research area yet to be fully explored by the research commu-
nity. To this end, in order to predict diabetes and cope with
hypo/hyperglycemia, numerous predictive and prescriptive
mining approaches have been developed for the forecast-
ing of glucose concentrations and detection of such events.
In this section, we present our classification of such tech-
niques based on the underlying data mining models used,
as shown in Figure 2. Table 1 describes the symbols for
different parameters used in Tables 2-7. Under each category,
various recent techniques are compared using key metrics,
as presented in Tables 2-7, and are discussed in subsequent
sections accordingly. A brief description of each class along
with the corresponding schemes is given below.

A. CLASSIFICATION-BASED TECHNIQUES

Classification is a supervised learning process in which a
class of objects is classified in order to predict any classes of
future objects [34]. In the literature, numerous classification
based diabetes prediction techniques have been developed
[3], [35]-[56]. In [56], authors proposed a random forests
classifier with the genetic algorithm. The goal of the classifier
is to assist in medical diagnosis by extracting the required
information from the symptoms exhibited by a patient. A set
of experiments was done to compare the proposed approach
with other hybrid classifiers for diabetes mellitus and it was
found that the approach outperformed other algorithms in the
metrics used. It had an accuracy of 0.923, sensitivity of 0.901,
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TABLE 1. Symbols and descriptions.

Symbol Description Symbol Description Symbol Description
Alg/Mod Algorithm/Model KNN K-nearest Neighbor NB Naive Bayesian
Data Prep Data Preprocessing DT Decision Tree RMAR Eﬁlg:slar & Maximal Association
N/A Ngt Applicable/Not present/Not AA Apriority Algorithm AR Autoregressive
Discussed
Tmp Implementation SVR Support_Vector RPLS Recursive & Partial Least
Regression Squares
Pnp Plug-n-play BT Bayes Theory LS Least Squares
Sim Simulation SAR Survival Association Rule ~ HC Hierarchical Clustering
MDC Model-based Clustering PBC Partltloplng-based DBSCAN Density-Based Clustering
Clustering
PLWAP gzt—f(:)nrlder Linked Web Access MST Minimum Spanning Tree SVM Support Vector Machine
ANN Artificial Neural Network QDA 222?;::: Discriminant IBL Instance Based Learner Classifier
eXtraction of Phenotypes HCA Hierarchical Clustering Algorithm
RF Random Forest XPRESS  from Records using Silver
Standards model
GLM Generalized Linear Model PR Penalized Regression LDA Linear Discriminant Analysis
Semi-Quantitative Multiple SID- Sl.lbsgquent st'fible-Isotope BR Bootstrap Resampling
SQ-MRM . o Dilution Multiple
Reaction Monitoring MRM . .
Reaction Monitoring
. RE- Random-Effects Meta- FWA Filter and Wrapper Approaches
MAM Meta-Analytic Methods MAM Analysis Methods with P-value-based methods
CSS Chi-Square Statistic IG Information Gain GR Gain Ratio
. . Novel Hierarchical
SU Symmetrlcal Uncertainty NHC- Clustering based on RAM Regression Activation Maps
Criterion Compensates MV L .
Minimum Variance
CNN Convolutional Neural Network

specificity of 0.924, and Kappa Statistics of 0.879. In terms
of future work, the authors proposed research and devel-
opment towards blending the algorithm with hybrid genetic
algorithms, a step aimed at improving the performance of the
approach even further.

In [57], authors looked into developing a data anal-
ysis approach whereby gases and volatile organic com-
pounds (VOCs) were measured using non-invasive samples
with a field asymmetric ion mobility spectrometry (FAIMS)
approach. The work affirmed that processing with a 2D
wavelet transform is a preferred option than using a 1D
wavelet transform. The experiments were done in a 2-step
feature selection process with the first step filtering out low
variance features. This was then followed by a step where
the information features were selected using a filter method
known as the Wilcoxon rank-sum test. The first step was
found to have less impact in the process but the latter added
to the quality of the process by minimizing dimensionality of
the data and improving the AUC scores. The filter approach
used in the second step also reduced the computation time
and the prediction metrics of the classifier. The authors also
experimented with the idea of adding principal component
analysis (PCA) in the data analysis pipeline. The goal of
adding PCA was to filter out the effect of unrelated features
but it was found to have a negative effect on the AUC scores.
The authors concluded that using linear combinations of the
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features selected might have a negative effect on the signals
in which they were interested.

In [35], an online method is developed for the future
predictions of interstitial glucose concentration levels from
the CGM data, where an ANN model is used for the imple-
mentation of the predictor. The model takes the CGM sensor
values of the past 20 minutes as an input and provides the
prediction of the glucose concentration as an output at the
selected prediction horizon (PH) time. The presented scheme
showed better prediction accuracy for different PHs, i.e., 15,
30, and 45 minutes, with more accuracy, and no significant
deterioration in the prediction delay compared to that of an
AR model based scheme in [3]. Nevertheless, the proposed
scheme would not be able to detect sudden glucose variations
due to meal intake, insulin intake, and physical activity, etc.,
as it only depends on the CGM data. Besides, the scheme is
CGM systems dependent and is not a generic one.

In [38], an ANN model based glucose levels pre-
diction method is proposed for the prevention of the
hypo/hyperglycemia events in critically ill trauma patients
admitted to the hospitals. In this method, the aim is to develop
and optimize patient-specific and general ANN models that
could provide real-time prediction of glucose concentrations
in critically ill patients in 75 minutes of PH. The method is
evaluated with acceptable results in terms of prediction; yet,
the method is not implemented in real-time.
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TABLE 2. Comparison of diabetes diagnosis and prediction techniques based on classification class.

Scheme Alg/Mod Data Input Type Data Prep Evaluation Dataset Imp Pnp Application
Prediction of
future glucose

[35] ANN CGM data 1, N/A 15 type 1 diabetics data Sim No concentration
levels from CGM
data
Modeling

(371 ANN CGM dgta, food intake, 1 N/A 4 type 1 diabetics data Sim No glucose—}nsulm

insulin intake metabolism for
children with
type-1 diabetes

[54] CGM data, meal and . . . Prediction of

ANN ingested carbohydrates ! N/A 20 type 1 diabetics Sim No blood glucose
level
Short-time
(53] ANN CGM data, meal 1 N/A 9. real datasets and 20 Sim No prediction of
simulated datasets
glucose
concentration
[46] ANN CGM data 1 N/A Data from JDRF CGM Sim No Prediction of_
study group Hypoglycemia
Concentration
CGM data, medical records Data obtained from a 38- . Prediction of
[38] ANN (glucose test times, insulin) 1,2 N/A year old trauma patient Sim No blood glucose
level
CGM data, SMBG data,
insulin dosages,
s ke rediner
[39] [40] ANN yperglycem 1 N/A dependent patients and Sim No g
hypoglycemic symptoms, Data from 27 patients level
lifestyle (activities and P
events), and emotional
states
Prediction of

[41] ANN CGM data 1 Yes 9 Type 1 diabetics Sim No blood glucose

level
SMBG data, insulin, food, Data of continuous period . Prediction of
[(42] ANN stress, exercise 1.2 Yes of 77 days from 1 patient Sim No blood glucose
level
. 28 datasets (from a single e
[43] ANN Slmulateq gluc.os.e values, 1 N/A case scenario) from AIDA Sim No Prediction of
meal and insulin intake ) blood glucose
simulator
level
[55] ANN SMB.G d?ta’ cgrbohydrates, 1 N/A Data from 6 patients Sim No Prediction f)f th?
exercise, insulin amount of insulin
to inject
CGM data, food intake, Prediction of
[36, 49] SVR physical activity, insulin 1 N/A 3 Type 1 diabetics Sim No
I blood glucose
injection level
295 healthy and 279 . Prediction of

(>1] SVR Breath samples L Yes diabetes breath samples Sim No blood glucose

level
. . . . . Prediction of

[52] SVR CGM data, meal, insulin 1 Yes 5 type 1 diabetics Sim No
blood glucose
level
Prediction of

50] SVR CGM data, meal intake, 1 Yes Data from 4 diabetes Sim No blood glucose

insulin intake, exercise

support system (4DSS)

level and
decision support
for diabetes
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TABLE 2. (Continued.) Comparison of diabetes diagnosis and prediction techniques based on classification class.

Scheme Alg/Mod Data Input Type Data Prep Evaluation Dataset Imp Pnp Application
management
. . . Prediction of
[47] DT Plasma glucose, BMI, DPF, ) Yes Pima Indians Diabetes Sim No patients with
age, BP, pregnancy Data Set .
developing
diabetes
[48] DT CGM data 1 Yes Data from 10 patients Sim No Predicting ..
hypoglycemia in
diabetic patients
Predicting
[45] BT CGM data, meal, insulin 1 Yes 20. s'lmulated datasets and Sim No glucqse m
clinical dataset insulin-
dependent
diabetes
The Messidor database fJf 400 retinal images labeled .
eye fundus color numerical with respect to a d-orade Detection of
[59] SVM, DR images, Blood vessels, 1,2 N/A P | gl Sim No diabetic
. scale of nonproliferative .
Microaneurysms, Hard . . . retinopathy
diabetic retinopathy.
exudates
Pregnancy, Diastolic blood Diabetes
NB, SVM, pressure, Plasma glucose, 768 women patients’ data . prediction
(12] DT Skin fold thickness, ! N/A from PIDD dataset Sim No
Diabetes pedigree function,
Serum insulin, BMI, Age
5 heart disease datasets, 2
NB, QDA, diabetes datasets, 4 breast Diabetes
LR, IBL, . . cancer datasets, 2 liver . prediction
[60] SVM, Diverse set of attributes 1,2 Yes disease datasets, and 1 Sim No
ANN, RF hepatitis dataset taken from
public repositories.
Detection of
ANN, CGM annotated plot . excessive
[44] SVR, NB Annotated CGM plots data 1,2 Yes dataset of 218 plots Sim No alycemic

variability

Authors in [58] were interested in developing an algo-
rithm for predicting diabetes on the basis of data mining
approaches, such as clustering and classification, with the
objective being to diagnose the disease early; hence allowing
timely and appropriate treatment. The authors found classifi-
cation to be the better technique with J48 and Naive Bayesian
approaches as the most suitable. The authors then proposed
the model and presented an intelligent diagnostic system
that makes it easy for the practitioner to comprehend the
discovered rules. Experiments were done based on a dataset
collected from an online portal and a college medical hospital,
but clinical trials and other research work were still ongoing.

On the other hand, in [39], the predictive feasibility of NN
models in different predictive windows, i.e., from 50 — 180
minutes, for glucose concentrations in diabetes patients,
is presented. In this study, the ANN models are trained with
patients’ CGM data along with data related to drugs intake,
meal intake, SMBG values, hypo/hyperglycemic symptoms,
life events, and emotional states recorded in a PC-based
electronic diary by the patients. The model’s performance
is acceptable in terms of hyperglycemia and normal con-
centration prediction. Nevertheless, they overestimated the
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hypoglycemia, which according to the authors was due to
the less numbers of hypoglycemic events in the underlying
training data. This method involves manual data inputs in the
diary and manual integration of CGM values in electronic
diary that can incorporate errors in the modeling; and hence,
in the prediction. In another work [40], the authors imple-
mented and assessed the ANN model for real-time prediction
of glucose concentration for a PH of 75 minutes. In this
particular work, the design of ANN model is different from
the designs of the complex models used in [39]. In [39],
the ANN models are based on time-lagged feed-forward
neural network and the memory element to store the
inputs’ historical values for the quantification of trends and
patterns in the historical data. Whereas in [40], a relatively
simple feed-forward model design is adopted, which com-
paratively reduces the complexity of the architecture and the
required processing time for real-time training and predic-
tion. In addition, the model is evaluated on a relatively large
dataset and used RMSE and CEGA metrics along with MAD
for the performance analysis. Likewise, in [41], a glucose
prediction model is developed for type 1 diabetics using
CGM values in a feed forward neural network. The authors
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TABLE 3. Comparison of diabetes diagnosis and prediction techniques based on regression class.

Scheme Alg/Mod Data Input Type PD:(:; Evaluation Dataset Imp Pnp Application
Prediction of blood
[3] AR CGM data 1 Yes 28 Type 1 diabetics Sim No glucose level
Data from 34 subjects Prediction of blood
[64] AR CGM data 1,2 Yes with either type 1 or Sim No subcutaneous glucose
type 2 diabetes level
[65] AR CGM data 1 Yes 9 type 1 diabetics data Sim No Prediction of blood
collected over a 5-day subcutaneous glucose
period level
CGM data Yes 27 Type 1 diabetics . Prediction of blood
[67] AR 1.2 and 7 type 2 diabetics Sim No subcutaneous glucose
level
Real data of 17
[66] RPLS AR CGM Data 1 Yes subjects and simulated ~ Sim No Prediction of blood
data of 20 subjects glucose level
. Predicting Glucose
[68] GARCH (1, 1) CGM data ! N/A Real data of 6 patients Sim No Levels in Patients with
type-1 Diabetes
[69] ARX CGMI data, insulin intake, 1 N/A Dat.a from 4 type 1 Sim No Online prediction of
meal intake patients blood glucose profile
in type-1 diabetes
patients
AR CGM data Yes 25 type 2 diabetics
(70, 71] ARIMA (3,1), 1.2 CGM data and Sim No Estimation of future
ARIMA (2.1) simulated Type 1 glucose level
’ diabetes data
Online prediction of
(72, 73] AR, ARX, LV CQM Data, meal CHO ' | N/A 17 type 1 diabetics Sim No subcutanegus glucose
estimate and bolus insulin data concentration for type
1 diabetes
Data collected by The Predicting Type 2
Diagnosis data of patients Stanford clinical data . diabetes mellitus and
(771 XPRESS with T2DM and MI 2 Yes warehouse (SCDW) Sim No myocardial infarction
for 1.2 million patients
over 19 years
high-resolution genotypes 962 cases and 448 . Predicting type 1
(78] HCA, GLM, PR of HLA genes ! NA controls for training Sim No diabetes with class II
and validation HLA genes
Gender, Age, Alcoholic
cirrhosis, Other cirrhosis,
Alcoholic hepatitis, Viral .. Predicting liver cancer
ANN, LR, hepatitis, Other chronic 1 442 cases divided . for type II diabetes
[79] . . 2 Yes into training group Sim No .
SVM, hepatitis, Alcoholic fatty (70%) and a test grou patients
liver disease, Other fatty o group
liver disease,
Hyperlipidemia
No. of subjects with and
without type 2 diabetes,
No. of subjects with a HW Data collected by
phenotype, Age, TG, FPG,
X Korean Health and
Systolic blood pressure,
Diastolic blood pressure, Gepomf? . .
[80] Binary LR, NB Weight, Body mass index, 2 Yes Epidemiology Study Sim No Identification of type 2

Circumference of (Neck,
Chest, Rib, Waist, Hip,
NeCk-to-hip ratio, Rib-tO-
hip ratio, Waist-to-hip
ratio, Forehead-to-waist
ratio, Forehead-to-rib ratio,
Forehead-to-neck ratio,

database from 11,937
subjects (4,906 males
and 7,031 females)
over 7 years

diabetes risk factors
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TABLE 3. (Continued.) Comparison of diabetes diagnosis and prediction techniques based on regression class.

Scheme Alg/Mod Data Input Type Efet; Evaluation Dataset Imp Pnp Application
Waist-to-height ratio).
96 proteins were and Early stages detection
LDA, SQ-MRM, Plasma and protein selected from 601 . for diabetes
(81] SID-MRM samples attributes 2 Yes collected from 20 Sim No
diabetic patients.
Age, systolic blood
pressure, respiratory rate,
low sodium serum
concentration, serum urea Data collected from Validation of clinical
nitrogen, low serum 14.857 patients at 90 prediction models
[82] BR, MAM, hemoglobin, presence of N/A N/A 2/ pa Sim No
) hospitals in two
dementia, presence of S . .
. distinct time periods
cerebrovascular disease,
hepatic cirrhosis, chronic
obstructive pulmonary
disease, and cancer
RF, FWA, CSS,  Variables obtained from Data collg cteq from . Predicting of diabetes
[83] 2 Yes 803 prediabetic Sim No
1G, GR, The blood samples fernales
SU, ReliefF
hyperllplqemla (HLD) to Data collected from IQentlfymg ty‘pe 2
. hypertension (HTN), . diabetes mellitus
Phenotyping . . . 70k patients over 13 . . .
[84] . impaired fasting glucose 2 Yes Sim No trajectories
algorithms . years from Mayo
(IFG), and type 2 diabetes Clinic
mellitus (T2DM)
Demographics, socio-
economic, BGL, HbAlc, Data co} lected from Identifying type 2
840 patients over 10 . .
cholesterol profile, cars by Diabetes diabetes mellitus
[85] KNN, DT, NB inflammatory and 2 Yes ¥ Y . - Sim No trajectories
S . Health screening clinic
oxidative stress, medical (DiabHealth)
history, BMI, peripheral
vascular function, and
ECG
ARX Yes 30 type 1 diabetics Identifying glucose
[74, 75] LS ? CGM, insulin, meal 1 simulated data Sim No concentration
prediction

train three ANN models with 15, 30, and 45 minutes of
PH respectively. The analysis results show that the proposed
model can predict accurately compared to other such models
with no significant time delay in the predicted values and
the real glucose values in the PH of 30 minutes or less.
Moreover, according to the authors, the method is fully auto-
mated and does not require any inputs from the patient other
than the automated CGM values from CGM sensors on the
patient’s body [61]. It only considers CGM data, which might
not be sufficient for accurate forecasting if the effects of
drugs and other life events on the glucose concentrations are
considered.

In [25], authors performed a systematic review on the
use of machine learning and data mining technology in
research on various diabetes areas. These fields include
biomarker prediction and diagnosis, diabetic complications,
genetic background and environment, and healthcare man-
agement. The emphasis was much laid on the first field
and several machine learning algorithms were used. 85%
of those involved supervised learning approaches, while the
remaining 15% were characterized by unsupervised learning
approaches and association rules. From the analysis, the SVM
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emerged as the most successful and widely implemented
algorithm.

A computer-aided diagnosis model is proposed in [59] to
perform digital processing of retinal images so as to facilitate
the early detection of diabetic retinopathy. Authors were
interested in grading non-proliferative diabetic retinopathy
at a given retinal image. First, the blood vessels, micro-
aneurysms, and hard exudate are isolated to enable the extrac-
tion of necessary features for vector machine to grade each
retinal image. Then, this model is examined using 400 sam-
ples of retinal images labeled as per the 4-grade scale
of non-proliferative diabetic retinopathy. The experimental
results indicated that the proposed method gathered a max-
imum sensitivity of 95% and predictive capacity of 94%.

A predictive model is proposed in [12] to evaluate the
possibility of diabetes in patients with high accuracy levels.
A number of machine learning algorithms are used in the
experimental phase, i.e., Decision Tree, SVM, and Naive
Bayes. The PIDD dataset from the UCI machine learn-
ing repository is used. Three machine learning algorithms
are then evaluated on the basis of a number of measures.
Specifically, the measures of interests in the experiment
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TABLE 4. Comparison of diabetes diagnosis and prediction techniques based on association class.

Data

Scheme Alg/Mod  Data Input Type Prep Evaluation Dataset Imp Pnp Application
[88] AA Demographic characteristics, 2 Yes 6647 non diabetics’ Sim N/A Extracting risk pattern for type
anthropometric measures, people data 2 diabetes
biochemical measures, disease
history, medical history
[89] AA SNPs data 2 Yes Type 2 diabetes Sim No Analyzing genetic data of type
dataset of 92 SNPs 2 diabetes
[90] SAR Demographic, systolic blood 2 N/A Clinical data set of Sim No Risk assessment of type 2
pressure, diastolic blood 21,981 pre-diabetic diabetes
pressure, total cholesterol, patients
high-density lipoprotein, low-
density lipoprotein, BMI,
triglycerides, diagnoses,
medication
[91] AA Gender, age, occupation, 2 Yes Dataset of 3,964 Sim No Risk assessment of type 2
complications, medical patients with diabetes
treatment method of expense ophthalmic
complication
[92] AA Diagnosis data of patients with 2 Yes Dataset of 411,414 Sim No Finding association rules of
T2DM patients’ clinical diabetes mellitus with
record ophthalmic complication
[93] SAR Co-morbid diseases, laboratory 2 N/A Medical record of Sim No Analyzing comorbidity in

results, medications and
demographic information

patients with type 2 diabetes
mellitus (T2DM)

23,828 patients

are Precision, Accuracy, F-Measure, and Recall. The Naive
Bayes algorithm achieved better performance than the other
two algorithms, a fact that was confirmed by receiver operat-
ing characteristic (ROC) curves during the analysis.
Furthermore, a multi-layer framework for classification,
known as HM-BagMoov is proposed in [60]. Essentially,
this is an ensemble of 7 classifiers containing bagging and
optimized weighting targeted at overcoming the issues asso-
ciated with the conventional classifiers. Authors evaluated
the framework on 5 heart disease datasets, 4 breast can-
cer datasets, 2 diabetes datasets, 2 liver disease datasets,
and 1 hepatitis dataset, all from publicly available reposito-
ries. On experimenting with the framework, it was found that
the approach had high accuracy, sensitivity, and F-measure
compared to other common approaches. Consequently, the
authors went on to develop an app by the name IntelliHealth
on the basis of the proposed model, which can be used by
healthcare professionals to assist with diagnosis guidance.
Authors in [62] introduced a novel method that leveraged
data mining algorithms in the prediction of type 2 diabetes
mellitus (T2DM). The main objective of the work was to
aid in improving accuracy when it comes to the prediction
model, whilst also making it adaptable to different types of
datasets. The model has a number of preprocessing steps and
two main parts, which are the enhanced K-means algorithm
and the logistic regression algorithm. The PIDD dataset and
the Waikato Environment for Knowledge Analysis (WEKA)
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toolkit were used for the experimental setup, where the pro-
posed method was compared to others. The results showed
that the data mining approach had better accuracy com-
pared to methods proposed by other researchers. To affirm
its prediction ability, the authors also experimented on two
additional diabetes datasets. The experiments also showed
good performance levels, thus indicating that the prediction
algorithm could actually be proven useful in the health man-
agement of diabetes.

Moreover, in [42], a blood glucose level predicting sys-
tem is presented, which is based on the integration of PCA
and wavelet neural network (WNN) with different wavelet
families such as Morlet, Mexican Hat, and Gaussian wavelet
embedded in its hidden layer. The PCA extracts features
from the data, which are then used in the WNN models for
prediction in different intervals including morning, afternoon,
evening, and night. This method not only uses data from
one patient to train the models, but it also relies on the
data such as meal, etc., which is provided by the patient
manually. Systems developed under such conditions might
not produce concrete results. In contrast, in [43], a glu-
coregulatory model is formulated based on Elman recurrent
ANN using data generated from automated insulin dosage
advisor (AIDA) freeware simulator. The proposed method
shows good results for short-term and long-term prediction
during night times of the daily cycle. However, the method is
based on a single subject data, which might not be sufficient
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TABLE 5. Comparison of diabetes diagnosis and prediction techniques based on clustering class.

Scheme Alg/Mod  Data Input Type  Data Evaluation Dataset Imp Pnp Application
Prep
[97] HC Lifestyle, symptoms All N/A  Diabetes data collected from Sim No Diagnosis and prevention
different medical websites of diabetes
(webmed, Mayo clinic, etc.,)

[98] MDC Socioeconomic, 2 N/A  Data collected from the US Sim No Prediction of rates of
demographic, and states of Pennsylvania and obesity and diabetes
environmental characteristics New York

[99] HC Demographic, laboratory, 2 Yes 52,139 patients’ data from Sim No Identification of clinically
diagnosis, aspirin, Mayo Clinic relevant patient sub-
medications and the use of populations using type 2
tobacco information diabetes

[100] PBC Laboratory, diagnosis, age, 2 Yes 268 diabetic women data Sim No Predicting initial or
number of pregnancies from National Institute of advanced stage of diabetes
Diabetes, Digestive and
Kidney Diseases
[101] DBP Patients’ clinical examination All Yes 6,380 patients’ examination Sim No Identifying examination
history data Data from National Health pathways followed by
Center (NHC) of the Asti diabetic patients
province (Italy)

[102, HC Patient medical record such 2 N/A 27 days blood sugar records Lab No Analysis and Prediction of

103] as blood sugar, fat, of a single anonymous Test diabetes patients’
cholesterol, or potassium patient conditions

[104, HC Patient’s medical data such 2 N/A 2 patients’ examination data Sim No Identifying temporal

105] as BMI, BP, glucose level, of over 9 years progress of metabolic
cholesterol, waist syndrome patients' health
circumference, triglyceride status

[106] NHC- Gender, age, race, diagnostic 1,2 Yes  Data collected from 3041 Sim No Probability prediction of
MV information, blood test patients over 4 years. readmission in diabetic
results patients
[107] ANN General condition data, Heart 2 N/A  Collected information from Sim No Predicting the likelihood of
condition, cancer, brain 2,412 individuals (709 diabetes and other diseases
disease/ neurodegenerative children, 1,703 male and
disease, mental disorder, female)
substance abuse questions
[108] LR, SVM  pH and oxidation reduction 2 Yes  Data from 175 individuals in Sim No Detection of fasting blood
and ANN  potential (ORP) values, the age range of 18—69 years. glucose levels
conductivity and
concentration of the
electrolyte, FBGL
[109] RAM, Diabetic retinopathy for right 1,2 Yes 35126 high resolution labeled ~ Sim No Diabetic retinopathy
CNN and left eyes images of diabetic detection
retinopathy
[86] DT, LR, Fatty acids, amino acids, 2 No Data collected from 1,035 Sim No Predicting the transition
NB biocraters, ketone body, women with GDM from GDM to type 2

glucose, age, pre-pregnancy
BM], race/ ethnicity

pregnancy

diabetes

for accurate results. On the other hand, the data itself is
from a source that is already declared unreliable for dia-
betes therapy planning and contains many glitches; therefore,
results on such data might be uncertain. Furthermore, in [37],
the combination of compartmental models (CMs) and ANN
models are used for simulating glucose-insulin metabolism of

VOLUME 9, 2021

children for the purpose of short-term prediction of glucose
concentrations in type 1 diabetics. In this scheme, the CMs
estimate the influence of food intake on the blood glucose
and the effect of insulin intake on the insulin concentration
of plasma, which are then fed to the ANN model along
with previous glucose values for prediction. Moreover, for
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TABLE 6. Comparison of diabetes diagnosis and prediction techniques based on SPM class.

Scheme  Alg/Mod Data Input Type Data Evaluation Dataset Imp Pnp Application
Prep
[117, AA Insulin dosage, blood glucose 1 Yes Dataset of 102 children type Sim No Providing insulin
118] measurements 1 diabetics from Silesian therapy
Medical University in recommendations for
Katowice, Poland type-1 diabetes
[119] PLWAP Glucose measurements, 2 Yes Diabetes dataset from UCI Sim No .. . . .
o . - . Guiding diabetic patients
Tree insulin, meal, exercise, machine learning data .
. . . to manage their health
hypoglycemic symptoms repository, Washington
university
Drug class, generic drug
[120] CSPADE  name only, generic drug and 2 Yes 161,497 patients data from Sim No Predicting next
dose, or brand name and dose Blue Cross Blue Shield of medications to be
Texas for patients prescribed for diabetic
patients
TABLE 7. Comparison of diabetes diagnosis and prediction techniques based on hybrid class.
Scheme Alg/Mod Data Input Type Data Evaluation Dataset Imp Pnp Application
Prep
[121, SVM, Medical records of 768 patients 2 Yes  Pima Indian Diabetes Sim No  Prediction and early
122] RBF, CFP- Dataset at UC Irvine detection of type-2
Growth++ Machine Learning Lab diabetes
[123] HC, MST,  SNP (genotype data) 2 N/A 1999 case and 1999 Sim No Type-2 diabetes
KNN control individuals susceptibility prediction
genotype data on Type 2
diabetes from Wellcome
Trust Case Control
Consortium (WTCCC)
[124] SVM, RTP  Laboratory tests and the diagnosis 1,2 Yes 13558 record of adult Sim No Detection of adverse
codes (related diseases) diabetic patients medical conditions
associated with diabetes
[126, DT, ANN/  Plasma-glucose, BP, triceps skin GDM, 2 Yes  Dataset unspecified / 768  Sim No GDM prediction/
125] DT, PBC fold thickness, serum insulin, randomly selected female Prediction for type-2
BMI, age, frequency, status of patients from Pima Indians diabetes
diabetes (yes/no), diabetes diabetes dataset obtained
pedigree function from UCI machine
learning repository
[127] PBC, SVM  Pregnancy frequency, plasma— 2 Yes  Pima Indians diabetes Sim No Diagnosis of diabetes
glucose, diastolic BP, triceps dataset from UCI machine
skin fold thickness, serum insulin, learning repository
BMI, diabetes pedigree function,
age, class variable
[128] HC,SVM  Patient profiles, hospital profiles, 2 N/A  Healthcare Cost & Sim No Detection of type-2
diagnostic profiles and procedure Utilization Project diabetes
profiles (HCUP-3) database
[129] AR, SV, CGM data 1 N/A 10 type 1 diabetics from Sim No Blood glucose prediction
ELM JDRF CGM Study
Group
[130] cARX, CGM data, insulin pump data, 1 N/A 23 Type 1 diabetics Sim No Early warning of future
RNN hypo/hyper glycemic events hypoglycemic/hyperglyc

emic events for type-1
diabetes

comparison purposes, real-time recurrent learning algorithm
trained recurrent neural network (RNN) and feed-forward
neural network (FFNN) architectures are evaluated with
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better prediction performance achieved by the former. How-
ever, the proposed scheme can be further improved by incor-
porating physical activity data in the analysis. Additionally,
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the proposed scheme is evaluated on limited subjects, which
reduces the significance of the results. Conversely, according
to [44], excessive fluctuation of blood glucose concentration
levels could also lead to diabetic complications. Therefore,
in [44], the authors have developed an approach based on
multilayer perceptron (MP), NB and SVM classifiers for
automatic detection of excessive glycemic variability in pre-
processed CGM data. This method could be used as an
automated screen for the detection of glucose concentrations
variability in diabetics based on the physician annotated
CGM data graphs. Besides, in [45], an ensemble method,
merging different predictor models, is proposed for future
glucose prediction, which incorporates a Bayesian frame-
work. The method is named as sliding window Bayesian
model averaging (SW-BMA) predictor. Before the analysis,
this method performs feature extraction. The proposed tech-
nique is evaluated against three individual predictors both
on simulated and empirical datasets. The SW-BMA shows
improvement in performance compared to individual predic-
tors. Additionally, in [46], for the prediction of hypoglycemia,
extreme learning machine (ELM) and regularized ELM meth-
ods are used. These two methods are evaluated over a real
CGM data for PH of 10, 20 and 30 minutes with comparable
results. The methods lack the ability to detect sudden glucose
changes due to metabolism since it does not consider other
physiological data.

On the other hand, in [47], a decision tree model based
method is developed for the prediction and classification of
patients with developing type 2 diabetes. In this method, the
data from the underlying database is preprocessed before
the analysis by using attribute identification and selection,
numerical discretization, and handling of missing values.
For solid results, the proposed method needs to be further
investigated on diverse diabetes databases. Likewise, in [48],
a model is developed for the prediction of hypoglycemia in
PH of 30 minutes. In this method, the CGM data is pre-
processed and incorporates different decision tree algorithms
such as J4.8 and REPtree for classification and prediction.
The evaluation results show that J4.8 is better for prediction.
Nevertheless, the method is only based on CGM data and does
not consider other glucose factors such as insulin, physical
activity, etc. Additionally, in this work, only few subjects are
studied.

In [36], [49], an SVR based method for subcuta-
neous glucose concentration prediction in the patients with
type 1 diabetes is proposed. The proposed method incorpo-
rates CMs to estimate the insulin absorption, gut absorption,
and the influences of exercise on insulin dynamics and blood
glucose. These estimates along with previous CGM data are
then fed to the SVM model for future glucose prediction.
The method performs well for short prediction intervals,
i.e., 15 and 30 minutes. However, the predictive accuracy
decreases with an increase in prediction time. Moreover,
the method is evaluated based on only three patients’ data,
which might not be sufficient for concrete results. Besides,
the method does not consider the delay problem in measured
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value of interstitial glucose and that of plasma glucose. Sim-
ilarly, in [50], a method based on SVR is proposed for the
prediction of hypoglycemia. The method used life events
such as exercise, meal intake, and insulin intake along with
the CGM data for the glucose levels prediction in 30 and
60 minutes of PH. In this method, different features are
extracted from life events and CGM data before the predic-
tion. The evaluation of this method against a baseline method
shows improved results. On the other hand, systems for dia-
betes prediction based on noninvasive measurements are also
developed.

In [51], a breath analysis system is designed for the screen-
ing of diabetes and prediction of glucose concentrations.
The system is composed of chemical sensors, which detects
certain biomarkers such as acetone and other volatile organic
compounds in the breath and then uses the algorithm based on
SVM models to predict blood glucose levels. For screening,
it uses SVM with Gaussian kernel, while for prediction; it
uses SVR with linear kernel. In this system, the incorporated
sensors array is optimized. The system also predicts the
HbA Ic. In the analysis, the data is preprocessed and features
are extracted using PCA. The system is evaluated on real
breath samples from both healthy and diabetic subjects. The
analysis shows acceptable results. However, the system in the
current state is not suitable for practical use.

Furthermore, incorporating the physiological features
along with past blood glucose concentrations can lead to
better prediction of future glucose concentrations. To this end,
in [52], a method is developed for the prediction of future
glucose concentrations, which uses past CGM data, insulin
intake, and meal intake for prediction. The method incorpo-
rates physiological modeling of insulin intake and meal to
produce features that are fed to the SVR model for prediction
in 30 and 60 minutes of PH. In terms of prediction, the method
outperforms the baseline prediction models. However, the
method still needs to be evaluated on more robust data for
concrete results. Moreover, in [53], ANN and first-order
polynomial extrapolation algorithm based short-term glucose
prediction method is proposed that aims at better prediction
by exploring the meal intake along with the CGM data. The
method uses an already published physiological model for the
estimation of the effect of carbohydrates intake on the glucose
level, which is then used for prediction along with the CGM
data. The proposed method is evaluated on 20 simulated
and 9 real datasets compared to that of models in [35] and
[3], respectively, with improved prediction results. However,
in this method, the patient should announce the future meal
intake information in advance for the accurate prediction
of glucose level. This restriction of advance announcement
of meal is resolved in [54], where a jump neural network
based prediction scheme is proposed for online short time
prediction of future glucose concentrations with a prediction
horizon of 30 minutes for type 1 diabetics. In this method,
the meal intake information is entered at the time of meal
and not in advance. In addition, the inputs of ANN in this
method are also fed to the output layer. The proposed scheme
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uses past CGM values from the CGM sensors along with
the carbohydrates intake data concurrent with meal for the
prediction. The scheme is evaluated and compared to an ANN
based prediction scheme in [53] with satisfactory forecasting
results. However, the scheme lacks generality, since it is
trained and optimized for data from a particular CGM sensor
with a specific sampling time and not for data from diverse
sensors and sample times.

Besides, in [55], an ANN based glucose prediction solu-
tion for insulin-dependent diabetics is developed in the form
of a mobile software application. Diabetics can use this
application on their mobile device for the management of
normoglycemia. By using this solution, diabetics can adjust
their diet and insulin intake in the perspective of future
required insulin predicted by the underlying solution. The
future insulin requirement is predicted based on the inputs,
such as current glucose level, carbohydrates intake, exercise,
and time from the diabetics. The proposed solution also
provides the storage of the previous insulin intake, glucose
levels, carbohydrates, and exercise data, which could then be
sent to a remote endocrinologist for the review of glucose
concentration of a particular patient. The solution is evaluated
in a trial study in a local hospital with satisfactory feedback
from the patients under study. Although the proposed solution
is a positive initiative in the field of diabetes management
toward real implementation of ANN for prediction in real-
time, it is still dependent on user inputs and lacks automation.
Table 2 shows the comparison of diabetes diagnosis and
prediction techniques based on classification.

B. REGRESSION-BASED TECHNIQUES

Regression is a statistical phenomenon in which a predictive
model is built based on the relationship between variables on
a given data [63]. Similar to classification-based techniques,
various prediction techniques for diabetes have been devel-
oped in this domain [3], [64]-[75]. In [3], two algorithms
based on first order polynomial and first-order autoregres-
sive (AR) models are developed for the prediction of blood
glucose from time series of CGM data. These algorithms
are meant for the prediction of hypo/hyperglycemia ahead in
time with 30 minutes of PH. The algorithms perform well
but with a relatively high prediction delay. Moreover, this
work only considers the use of CGM data for forecasting.
Similarly, in [64], a data-driven algorithm is implemented
for real-time prediction of up-coming glucose variations in
10 and 20 minutes PH respectively. The proposed method is
based on an autoregressive model, which also incorporates
Kalman filter for filtering the raw CGM data in real-time. The
performance analysis of the method shows acceptable results
in 10 PH. Like the previous method in [64], this method also
considers only the CGM data.

In [76], the authors assess the shortcomings in common
statistical modeling approaches used in clinical prediction
models. Consequently, they tried to assess other alternatives
that could be leveraged instead. Clinical prediction models
perform poorly with a good example being a previous model
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that predicted the chances of getting a mutation in germline
DNA mismatch repair genes when colorectal cancer is diag-
nosed. The model relies on research where 38 mutations were
found among 870 participants, while the validation is based
on an independent cohort with 35 mutations. The modeling
approach used in this case entails selection of predictors out
of over 37 candidate predictors in a stepwise paradigm and
dichotomization of continuous predictors. On the downside,
prediction models tend to depict deficiencies when it is done
on the basis of a small number of events and when it is cre-
ated with common or rather suboptimal statistical techniques.
This calls for better modeling approaches that can leverage
predictive information available and there is also a need to do
research into ways to increase the sample sizes.

In order to reduce the prediction delay, in [65], the fea-
sibility of linear AR models is evaluated by developing
three different model scenarios: ordinary AR model without
smoothing the data, ordinary AR model with smoothing the
data, and regularized AR model with smoothing the data.
The study shows that the models with smoothed data and
regularized coefficients provide satisfactory results in terms
of prediction and prediction delay as compared to the rest
of the two scenarios. Moreover, the authors highlight that
smoothing of raw data in real-time where one does not have
the privilege to smooth the dataset at once is still a challenging
problem. Similarly, in [67], the authors attempt to develop
and assess universal models based on the data-driven AR
model, described in [65], for diabetes prediction in the PH
of 30 minutes. Such a model is developed based on the data
profile of one diabetic subject and could be used to predict
the glucose concentrations in any other subject with any type
of diabetes, i.e., type 1 or type 2, regardless of the subject on
which the model is originally developed. This is possible due
to the invariance property of AR models to the variations in
phase and amplitude of the signal (glucose signal) and their
only dependency on frequency of the signal. The analysis
of the presented study shows the feasibility of the universal
models in the area of diabetes management.

Authors in [86] create a metabolomics signature that
can predict the likelihood of transitioning from GDM to
type 2 diabetics. For this study, a group of 1035 women
with GDM pregnancy were placed on a 6-9 weeks’ post-
partum, then screened for type 2 diabetics yearly for 2 years.
It was found that of the 1010 who initially did not have
type 2 diabetes at the start of the study, 113 transitioned
within two years while another 17 developed type 2 dia-
betes in 2-4 years. Authors then conducted metabolomics
with baseline fasting plasma and recognized 21 metabolites
that expressively varied by incident type 2 diabetes status.
Using machine learning, authors predicted the development
of type 2 diabetes with a discriminative power of 83.0%
in the training set and 76.9% in an independent testing set.
This is far more effective than using fasting plasma glucose
alone. The most recommended procedure after GDM is the
type 2 diabetes screening early postpartum via oral glucose
tolerance test (OGTT) but tends to be time consuming and
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inconvenient unlike the metabolomics signature, which is
able to predict type 2 diabetes incidence from a single fasting
sample. In this regard, the metabolomics signature can aid in
earlier intervention.

Moreover, in [66], an algorithm, namely recursive autore-
gressive partial least squares (RARPLS), is developed and
evaluated for hypoglycemia alarm systems. The algorithm is
meant for real systems; thus, it raises an alarm if the current
glucose concentration from the CGM system is less than
the hypoglycemia threshold, otherwise, it forecasts the future
concentration. The prediction performance of the algorithm
provides good results compared to the other algorithms in
the PH of 30 minutes. However, similar to other techniques,
this technique is also developed based on only CGM data.
Additionally, since the glucose profile of individuals with
diabetes is unstable due to various factors, different simple
data-driven AR models could not be able to grasp the trends
and volatility in the glucose concentration, and hence fail to
provide reliable predictions.

To this end, in [68], generalized autoregressive conditional
heteroscedasticity (GARCH) models are explored. Based on
the comparative analysis with other higher and lower order
AR and state-space models, the authors present that GARCH
models are better in grasping the variation in the glucose
concentrations and the short time prediction of future glucose
levels. Furthermore, in [69], a method for glucose levels
prediction based on autoregressive model with exogenous
input (ARX) and physiologically inspired adaptive gain is
developed. This method incorporates the meal intake by
modeling the carbohydrate intake and insulin injection by
modeling aspart and detemir plasma insulin for individuals’
profiles into the scheme for the forecasting of future glucose
concentrations in the 45 minutes of PH. The proposed method
shows satisfactory results in the given PH.

On the other hand, in [70], individual subject-specific mod-
els are developed for the prediction of future glucose con-
centration based on diabetics’ CGM data, which incorporates
linear recursive models such as AR model and autoregressive
moving average (ARMA) model. In this work, the models
are accompanied with recursive identification and change
detection method that enable the models to dynamically adapt
to the conditions of intra/inter subject glucose variations and
disturbances respectively. The results and analysis show that
such inclusions increase the perdition accuracy. This algo-
rithm is also evaluated in [71] in terms of an automated
closed-loop insulin system for type 1 diabetes.

Furthermore, in order to develop a global/universal pre-
diction model that could be able to accurately predict the
glucose concentrations in inter-subjects without the cus-
tomization of the model, different modeling attempts are
made based on AR linear models in different studies, for
example [67], [72]-[74]. In [72], [73], AR models with
exogenous inputs, latent variable and glucose dynamics fre-
quency bands are investigated for the online prediction of
glucose concentration in type 1 diabetics in order to cope
with hypo/hyperglycemia. In the light of this investigation,
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the objective is to study the development of global AR model
for the online prediction of glucose levels and its applicability
and feasibility in inter-subjects that show variability in the
glucose dynamics. Such a model is developed based on a sin-
gle subject and then could be applied to other subjects without
parameters adjustment. The authors report that the frequency
separation based global AR model is feasible. In addition, the
authors present that AR and latent variable (LV) with exoge-
nous inputs such as insulin and meal (ARX/LVX) models
and with standard subject-dependent model (SD) are more
accurate than global ARX/LVX models. However, the global
ARX/LVX models are not suitable for the direct use in glu-
cose control. Such a problem of exogenous inputs on glucose
variability in inter-subject needs to be further investigated for
the development of global model. Similarly, in order to obtain
a generalized framework for the modeling of glucose concen-
trations in any new type 1 diabetics by using a base model,
in [74], [75], a method for rapid identification of model for
the short-term prediction of online glucose concentrations is
presented. In this method, the concept of model migration is
used, in which first a base model is empirically developed
based on a priori knowledge. Then, models for new subjects
are obtained by adjusting the input parameters based on small
amount of data from the new subjects in order to capture the
inter-subject differences. The method employs ARX for mod-
eling. In addition, the method is evaluated on 30 simulated
subjects obtained through UVA/Padova metabolic simulator.
The performance evaluation of the proposed method provides
comparable results to those of the standard subject-dependent
modeling method. However, since the method is evaluated
on in-silico subjects, it needs to be further investigated on
clinical subjects for concrete results.

Additionally, the work in [77] explored the possibility
of using semi-automatically labeled training sets to create
phenotype models on the basis of machine learning. The
proposed approach uses a patient’s medical condition and a
list of keywords specific to phenotype to create noisy labeled
data. From this, authors then trained L1 penalized logistic
regression models that can help detect chronic and acute
diseases. Authors then compared the performance of this
approach to other state-of-the-art models. For Type 2 diabetes
mellitus and myocardial infarction, the proposed approach
attained precision and accuracy of 0.90, 0.89, and 0.86, 0.89,
respectively.

Similarly, the study in [85] evaluated the possibility of
using data mining to establish the desired threshold for
glycated hemoglobin (HbAlc) and to assess the possibility
of using extra biomarkers coupled with HbAlc to enhance
the accuracy of type 2 diabetes mellitus (T2DM) diagnosis.
It was found that the accuracy improved when 8-hydroxy-2-
deoxyguanosine (8-OhdG) (an oxidative stress marker) and
interleukin-6 (IL-6) were included. It was, however, opposite
when HbAlc range was between 5.73% and 6.22%. This
demonstrates that data analytics approaches together with
large clinical datasets can be used to find proper cut off values
and the markers then can improve diagnosis of T2DM.
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Recent studies on genome association have indicated that
the human leukocyte antigen (HLA) genes portray stronger
association with a number of autoimmune diseases like
type 1 diabetes (T1D). In this regard, authors in [78] built
an HLA-based disease predictive model to help reduce
this genetic association. The shortcomings of conventional
model-building techniques are that they become less optimal
especially with highly polymorphic predictors. To overcome
this problem, authors put forward an alternative method,
which involves taking complex genotypes of HLA genes
as objects or exemplars, and then one will concentrate on
any association of disease phenotype with the exemplars
using similarity measurements. To build a predictive model,
authors incorporated both the Kernel representative theorem
and the machine learning techniques in a penalized likelihood
method used to choose the exemplars associated with the
disease. A total of eight HLA genes were taken in build-
ing a predictive model for the T1D study. These sampled
genes include HLA-DRB1, HLA-DRB3, HLA-DRB4, HLA-
DRBS5, HLA-DQA1, HLA-DQB1, HLA-DPAI1, and HLA-
DPBI1. From this predictive model, the values for the area
under the curves for the training and validating set were 0.92
and 0.89 respectively.

In [79], data mining techniques were used to create a model
for predicting the chances of patients developing liver cancer
within 6 years of being diagnosed with type 2 diabetes. The
data used in the work was retrieved from the National Health
Insurance Research Database (NHIRD) of Taiwan, which has
records of over 22M people. From the dataset, the authors
were specifically interested in the patients diagnosed with
type 2 diabetes between 2000 and 2003, but only those who
had not been diagnosed with cancer previously. Authors then
did training and testing before creating an ANN and logis-
tic regression (LR) prediction models. Comparing the two
models, ANN outperformed LR in a number of performance
metrics, namely sensitivity (0.757), specificity (0.755), and
the area under the receiver operating characteristic curve
(0.873).

Correlation between hypertriglyceridemia waist (HW)
phenotype and type 2 diabetes in Korean adults were inves-
tigated in [80]. Authors assessed the predictive capabilities
of various phenotypes having a blend of individual anthro-
pometric measurements and triglyceride (TG) levels. First,
the authors did a measurement of fasting plasma glucose
and TG levels. Then, they did anthropometric measurements
before using binary LR to find out the statistical difference
between subjects with type 2 diabetes and normal ones. The
predictive power of the phenotypes was evaluated using two
machine learning algorithms, i.e., naive Bayes (NB) and LR.
The experiments were done using a 10-fold cross validation
approach and it was established that the presence of HW is
closely linked with type 2 diabetes. Moreover, the predictive
capability of the phenotypes was much more accurate in
women than in men.

The work in [81] conducted a series of experiments to
determine specific biomarkers that are key to detecting the
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early stages of diabetic retinopathy (DR), which tends to be
quite a common microvascular disorder among diabetes mel-
litus patients. The first process involved the identification of
those biomarker candidates found within the human vitreous.
A total of 96 proteins both from the previously published
works on DR and their own experimental data were selected.
The second step entailed the confirmation and validation of
the selected biomarker candidates. Authors extracted plasma
from two groups of diabetic patients; those without DR (No
DR) and those with mild or moderate non-proliferative dia-
betic retinopathy (Mi or Mo NPDR). The two samples were
first subjected to two reaction processes, namely the semi-
quantitative multiple reaction monitoring (SQ-MRM) and
stable-isotope dilution multiple reaction monitoring (SID-
MRM). In the final validation process, authors conducted
a multiplex assay on 15 biomarker candidates identified in
the SID-MRM analysis. The results were then compiled and
presented in merged AUC values. The No DR versus Mo
NPDR scored 0.99, while the No DR versus Mi and Mo
NPDR combination yielded 0.93. Authors noted that more
samples are needed for accurate results. The comparison of
regression-based techniques for diabetes diagnosis and pre-
diction is shown in Table 3.

C. ASSOCIATION-BASED TECHNIQUES

Association rule mining (ARM) is a process of extracting
frequent patterns, correlations, and associations between sets
of data items in the databases or data repositories [87]. Sev-
eral association rule based diabetes diagnosis and prediction
techniques are presented in the literature [88]-[96]. In [88],
ARM is used for the extraction of predictive risk patterns
for type 2 diabetes using data from the Tehran lipid and
glucose study (TLGS). In order to identify the risk patterns
in the data, the study uses 21 different input variables from
demographic characteristics, anthropometric measures, and
biomedical and disease history of the people in the data,
which includes both male and female. This study shows
that ARM could be used to determine the occurrence of
predictors or variables in people who will develop diabetes
in the future. However, the study lacks the inclusion of other
factors such as nutritional and sociological factors for the
extraction of predictive rules. Similarly, in [92], a tool is
developed based on ARM that is used to find association
between diabetes (type 2) and its related comorbidities. This
system incorporates apriori algorithm for association analysis
of clinical diagnosis data. The analysis results of this study
show that essential hypertension is the key in the association
between type 2 diabetes and its comorbidities. The study uses
a single data source and is limited to the association analysis
of comorbidities.

On the other hand, in [89], ARM is used on the genetic
information of individuals to extract the interaction infor-
mation of susceptible genes that could provide clue of sus-
ceptibility of people to type 2 diabetes. The authors use
apriori-gen algorithm to extract the association between the
variants of DNA (single nucleotide polymorphisms (SNP))
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and type 2 diabetes. Although the study shows fair results,
it needs further validation and improvement. Similarly,
in [90], a survival association rule mining based method
is proposed for the risk assessment of diabetes that incor-
porates the dosage effects as well as compensates for the
confounders, such as age and gender. The performance eval-
uation of this method provides comparative results to that
of other survival models and significant improvement is
observed compared to renowned Framingham score. On the
contrary, in [91], ARM is used for the discovery of association
in diabetes data with ophthalmic complication. The authors
use age, gender, and payment method of treatment expense
for classification and incorporate apriori algorithm. The pur-
pose of this study is only to explain the association among
fundamental parameters in diabetes dataset with complica-
tions that could lead to the betterment of healthcare.

Furthermore, in medical records, extensively large risk fac-
tors exist, which also produce large sets of association rules
that make it difficult to interpret. To this end, different studies
are conducted, for example [93], to develop and evaluate rules
summarization techniques in order to make more compact
and easily interpretable rules. In [93], for the prediction of the
risk of diabetes in subpopulations through electronic medical
records, four rules summarization techniques (Top-K, APRX-
Collection, RPGlobal, and bottom up summarization (BUS))
are analyzed and compared in terms of their applicability,
strength, and weaknesses. From the analysis, it is observed
that all the techniques provide reasonable results; however,
the most accurate technique is the bottom up summarization
technique for the risk estimation to subpopulations. Addition-
ally, these techniques are extended by incorporating the infor-
mation related to continuous outcome variables using survival
analysis modeling and distributional association rules.

Table 4 shows the comparison of association-based tech-
niques for diabetes diagnosis and prediction.

D. CLUSTERING-BASED TECHNIQUES

Clustering is an unsupervised learning process in which sim-
ilar objects are grouped into a cluster, without having any
predefined classes as compared to classification [34]. There
are abundant clustering techniques for diabetes prediction in
the literature, such as [97], [98], [101]-[105], [110]-[115].
In [100], clustering is used to identify the characteristics
that could determine the stage and presence of diabetes in a
number of women based on the diabetic and normal classi-
fied data. After comparing the results of different clustering
algorithms, partitioning around medoids (PAM) algorithm is
found with best results; hence, incorporated in the study.

It is observed that women with diabetes have unique char-
acteristics than others, which can help in predicting the dia-
betes stage (initial or advance) and determining the maximum
number of women suffering from this disease. The study is
generic and employs existing algorithms. Likewise, in [97],
a system for diabetes diagnosis and prevention based on hier-
archical and conceptual clustering is presented. The system
incorporates hierarchy of attributes (life style that leads to
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the disease, i.e., symptoms) and concepts (type of disease,
e.g., type 1, type 2, etc.), and the relationship (disease type
and symptoms, disease type and precautions) between the
two. Although such kind of system can be useful in diabetes
diagnosis and prevention, it needs automation in terms of
table generation for the system. Moreover, the system needs
attributes, concepts and relational tables, which are not gen-
erated automatically. Besides, for large data, the complexity
will come into play.

In [106], anovel approach for diagnosing the disease on the
basis of a predictive machine learning approach is proposed.
The proposed framework is a clustering-based feature extrac-
tion framework that uses disease diagnostic datasets. The
information is reduced by first establishing disease clusters,
a process that makes use of co-occurrence statistics. The
clusters are then reduced further in an optimization process,
after which the remaining ones are used in a training set.
The approach is used to predict the severity of a disease
and the chances of readmission. The clustering and fea-
ture extraction algorithm was trained on the 2012 National
Inpatient Sample (NIS) of Healthcare Cost and Utilization
Project (HCUP) dataset that has seven million hospital dis-
charge records and ICD-9-CM codes. In the experimental
setup, the algorithm was evaluated on Ronald Reagan UCLA
Medical Center Electronic Health Records (EHR) from 3041
Congestive Heart Failure (CHF) patients and the UCI 130-US
diabetes dataset. For performance analysis, the algorithm was
compared to other popular comorbidity frameworks like the
Charlson’s index, Elixhauser’s comorbidities, and their vari-
ations. The results of the evaluation showed that the proposed
method had significant gains of 10.7-22.1% in predictive
accuracy levels for CHF severity of condition prediction,
while it had 4.65-5.75% in diabetes readmission prediction.

In [98], clustering is used to predict the obesity and dia-
betes rates in a county-level population using demographic,
socioeconomic, and environmental variables. This method is
suitable for application in a large geographical area for the
prediction of diet-related chronic disease such as diabetes in
different subpopulations of the area. Similarly, in [99], a divi-
sive hierarchical clustering based algorithm is presented for
diabetes identification and prevention. The algorithm clusters
patients with similar risk factors that lead to diabetes in order
to identify their subpopulation. The performance of the algo-
rithm is evaluated over a large cohort of patients’ data with
satisfactory results, which outclasses the well-known Fram-
ingham score. The results show that the method successfully
clusters patients with lower and high risk of diabetes com-
pared to the general population. However, as a prediction tool,
the method can be susceptible to the problem of overfitting
if not properly handled with the number of patients in each
node. Likewise, in [101], a multiple-level clustering based
data analysis method is presented for the identification of
patients’ groups with similar examination history in a dataset
with variable data distribution. In this method, the patients’
examination history data is represented in a vector space
model through term frequency—inverse document frequency
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(TF-IDF) method. Moreover, this method uses density-based
clustering, which is less sensitive to the outliers and does
not require prior knowledge of the number of expected clus-
ters in the underlying data as compared to model-based and
partitioning-based clustering. The method is evaluated on a
real diabetic data with effective results in terms of patients’
groups with similar examination history and increasing sever-
ity in the complications of the diabetes disease. However, one
drawback could be the high execution time of this method.

Conversely, in [102], [103], a web-enabled grid-based
interactive diabetes system (GIDS) is proposed for the anal-
ysis and optimized view of diabetes patients’ medical data,
which is aimed at the prediction of diabetes implications by
viewing the medical records of the patients. The proposed
system utilizes an agglomerative clustering based algorithm
with chronological policy for the correlation analysis of
patients’ medical data. The system is experimented using
physical and virtual computers for the analysis of a single dia-
betic blood sugar data. The basic idea of the system is to help
researchers or medical professionals in analyzing large-scale
medical records of diabetic patients. Nevertheless, the system
is not evaluated over a large-scale multidimensional data.
Besides, the work only explains the workflow of the system
and lacks the explanation of how it clusters the correspond-
ing medical records. In [104], [105], a method, similar to
the method presented in [102], [103], is proposed for the
identification of temporal variations in metabolic syndrome.
However, in order to overcome the limitations in [102], [103],
such as the identification of value for sensitivity indicator
& (correlation between observations) and quantitative inte-
gration of multiple examination reports, [104], [105] use an
areal similarity degree (ASD) based chronological clustering,
where the ASD is a similarity-based risk model between
two weighted radar charts, which estimates distance between
chronologically ordered medical reports. In this method, the
distance variance and control range is used to monitor and
control the health status of the patients. This study also lacks
the evaluation of the method on a large-scale multidimen-
sional data.

In [116], the authors explored the feasibility of using back
propagation algorithm in predicting diabetes mellitus. More-
over, the efficacy of other approaches such as J48, Naive
Bayes and SVM were also analyzed in comparison to back
propagation. The authors used a 5-fold cross validation tech-
nique and a big value learning rate to fine-tune the accuracy
levels of the proposed algorithm. In the experimental phase,
a [8-6-1] neural network architecture was designed to pre-
dict diabetes on the basis of the PIMA Indian dataset. The
results showed that the back propagation algorithm had better
accuracy levels in predicting diabetes compared to the likes
of SVM, J48, and Naive Bayes algorithm.

Additionally, authors in [108] studied the use of machine
learning techniques in detecting the process of fasting blood
glucose levels of people. The process involved random sam-
pling of 175 volunteers (50% diabetic and 50% diabetes
free). 70% of the data set was used to train the models,

43728

while the remaining 30% was used for model testing. The
machine learning techniques used in this study include LR,
SVM, and ANN. To validate the data points, random shuffling
was applied three times for each algorithm before the imple-
mentation. Authors chose to represent model performance
using four statistical parameters namely accuracy, sensitivity,
precision, and F1 score. From the model analysis report, SVM
technique using RBF kernel outclassed the other machine
learning techniques given that it scored 85% in accuracy, 84%
in precision, 85% in sensitivity, and 85% in F1 score.

Finally, an interpretable method for the detection of DR
was examined in [109]. Authors added the regression acti-
vation map (RAM) to the global averaging pooling layer of
the convolutional neural network (CNN) to help obtain the
visual-interpretable feature. The importance of RAM in this
particular model is to help localize the discriminative regions
of aretina image with the aim of displaying the severity levels
for the regions of interest. By conducting experiments on a
wide scale of the retina image dataset, it was shown that the
proposed CNN model achieved better performance of DR
detection than the state-of-the-art models. Table 5 shows the
comparison of diabetes diagnosis and prediction techniques
based on clustering.

E. SEQUENTIAL PATTERN MINING BASED TECHNIQUES
Sequential pattern mining (SPM) is a process of identify-
ing similar patterns [131]. Several SPM based techniques
including [117]-[120], [120], [132] have been developed for
the diagnoses of diabetes. In [117], an insulin therapy and
medical guidelines tool is presented based on mining the
clinical data of type 1 diabetes using SPM for the decision
support of insulin therapy and the prediction of its impact on
blood glucose level. Such a tool can be used by the healthcare
professionals to make decisions about the insulin treatment
according to the blood glucose level. In this method, the
sequences are mined based on template patterns that are
pre-defined by the physicians. The algorithm is evaluated on
a real clinical data with satisfactory results. However, this
method has low sequence generalization capability and uses
the patterns separately for each individual patient. Similarly,
in [118], differential sequential pattern mining is used to
develop a decision support tool for insulin therapy concern-
ing basal insulin in type 1 diabetics with more generaliza-
tion capabilities as compared to [117]. Besides, [118] also
introduces a new way of qualitative evaluation of nocturnal
glycemia. However, this work does not consider the bolus
insulin therapy.

In [119], a sequential mining technique is used for mining
the diabetes data in order to extract knowledge from the data
that can be used for managing the disease. In this work,
a tree is constructed from the discovered patterns that show
the medical events with their frequency and sequence. This
study just investigates and explains the use of sequential
pattern mining in the diabetes care but lacks the evaluation
and concrete results. Moreover, in [120], sequential pattern
mining is used for the prediction of temporal relationship
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between the medication for diabetics in order to predict the
next expected medication to be prescribed for a patient along
his/her path of therapy. The authors use CSPADE algorithm
for mining the patterns of diabetes prescriptions. Then, based
on the relationships that are discovered, rules are defined
for the prediction of the next medication. The evaluation of
the proposed method shows reasonable results; however, the
limitation of this work is the use of Claims Data and the
short duration of the dataset. The comparison of sequential
pattern mining based techniques for diabetes diagnosis and
prediction is shown in Table 6.

F. HYBRID TECHNIQUES

Hybrid prediction techniques are defined as those tech-
niques that incorporate the combination of different mod-
els from the same class or different classes. This is the
robust class in the area with numerous diagnosis and pre-
diction techniques, for instance [121]-[130], [133], [134].
In [125], a hybrid method for the prediction of type 2 dia-
betes is presented. In this method, for patterns extraction,
K-means clustering algorithm is used, whereas for classi-
fication, C4.5 algorithm is used. Similarly, for type 2 dia-
betes detection, in [121], a classification based association
rule mining method is developed using modified particle
swarm optimization in combination with least squares SVM
(MPSO-LSSVM) and outlier detection method. In the pro-
posed method, frequent item-sets are generated using Com-
plete Frequent Pattern-growth++ (CFP-growth++-). Then,
the appropriate rules are generated using (MPSO-LSSVM).
An outlier detection method is also incorporated for outliers
detection in the corresponding generated association rules.
The method in [121] is further improved in [122] by using
an improved frequent pattern growth (IFP-Growth) with
hybrid enhanced artificial bee colony-advanced kernel SVM
(HEABC-AKSVM-IFP Growth) classifier for the classifica-
tion based generation of association rules in the diabetes data.
In this system, firstly, the frequent item-sets are generated
and then classification based association rules are produced
for the prediction origin and prediction of diabetes. The
system is evaluated against other classification techniques,
such as MPSO-LSSVMCFP Growth++, SVM-FP Growth,
and ABC-LSSVM-IFP Growth, in terms of the numbers of
derived rules, processing time, and classification accuracy,
with improved results.

In the work done in [126], authors looked at a method
for identifying GDM at the early phase of pregnancy, thus
allowing early response in terms of treatment. It is one of the
diseases that has become widespread these days owing to the
changing human lifestyle. GDM is chronic and it tends to be
spotted at the mid-phase or latter stages of pregnancy, which
makes the treatment complicated to both the mother and the
child. The work presented by the authors sought to answer
the question: “which one is the best approach for predicting
GDM in a timely and accurate fashion?”’ In this regard, the
authors proposed using a blend of ANN and decision tree to
reduce error rates and consequently improve the prediction
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accuracy and precision levels. The authors also showed that
the approach could be used to reduce the mortality rates
related to GDM through timely medical intervention. The
results of this work also showed the potential intelligent diag-
nosis systems that could be used in improving the quality of
healthcare in the realm of predicting diseases, thus allowing
treatment and even prevention.

Furthermore, in [123], a clustering based algorithm is
presented for the prediction of susceptibility of individuals
to type 2 diabetes. In order to find possible similarity, this
cluster-based distance algorithm uses the analysis of genetic
information of individuals in comparison to that of other
individuals with their disease status already known. For the
classification of testing genotype, K nearest neighbors (KNN)
scheme is incorporated. The results of the method show good
prediction rates on type 2 genotype data. Similarly, in [128],
hierarchical clustering support vector machine (HCSVM)
model is presented for the classification of type 2 diagnosed
patients in a large dataset. In this method, multiple homo-
geneous clusters are utilized for classification in a given
large dataset by partitioning the data into small clusters at
multiple levels, which also improves classification accuracy
compared to the single SVM model and one-level CSVMs
model. However, the overall accuracy of HCSVM is not high
enough. Conversely, in [124], a pattern mining based frame-
work is developed and evaluated over a diabetic data with
efficient detection of diabetes related disorders. This method
is based on recent temporal pattern (RTP), where patterns are
mined by starting from the most recent observation patterns
to the frequent temporal patterns backward in time. More-
over, instead of mining the frequent RTPs from the entire
data with single global minimum support, the frequent RTPs
from each class are mined separately using local minimum
support. In this method, SVM is used for classification. The
evaluation of this framework shows that the method is useful
in finding patterns that are vital for the prediction of dia-
betes related diseases, such as renal infections, cardiological
disorders, etc.

Moreover, in [125], a hybrid prediction model is presented
for the prediction and screening of type 2 diabetes. The
model is based on K-means clustering algorithm and decision
tree classification algorithm, where the clustering algorithm
extracts the patterns from the original data followed by the
classifier with k-fold cross-validation method to classify the
newly diagnosed individuals who will be likely to develop
the disease in the next five years. The proposed model is
evaluated against similar models with improved accuracy.
The main contribution of this work is the removal of irrelevant
instances from the data for improving the classification accu-
racy. Similarly, in [127], a hybrid model is used, which incor-
porates K-means clustering for irrelevant instances removal
from the data followed by a genetic algorithm for features
selection and SVM classifier for classification using 10-fold
cross-validation. The performance evaluation results on the
same dataset show that this model achieves higher accuracy
compared to the model used in [125].
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On the other hand, in [129], a universal adaptive-weighted-
average framework is proposed for the prediction of blood
glucose concentrations. This framework can combine various
algorithms for prediction, which is demonstrated through
the combination of AR model, extreme learning machine
(ELM), and SVR algorithm. The performance evaluation of
the proposed framework against the corresponding individual
models shows better results. However, the proposed model
only considers the CGM data and is evaluated over a smaller
dataset with less data points. Similarly, in [130], an early
warning system for hypo/hyperglycemia events in type 1 dia-
betics is proposed, which incorporates autoregressive model
with an output correction module (cARX) and RNN models.
The proposed hybrid system shows better prediction and
detection accuracy with minimum false alarms for a short pre-
diction horizon compared to the individual models. Table 7
shows the comparison of diabetes diagnosis and prediction
techniques based on hybrid class.

V. DISCUSSION AND OPEN ISSUES

This section discusses the various classes of data mining
based techniques explained above for diabetes diagnosis and
prediction as well as highlights the open issues and challenges
for future research in this area.

A. DISCUSSION

Tables 2-7 summarize our analysis and comparison of dia-
betes diagnosis and prediction techniques by evaluating them
on the basis of the various parameters including Algo-
rithm/Model, Data Input, Type of Diabetes, Data Preprocess-
ing, Evaluation Dataset used, Type of Implementation, and
Plug-n-Play capability.

Alg/Mod (Algorithm/Model) parameter describes the tech-
nique or model used in the proposed schemes. Most of
the classification-based schemes use ANN and SVR, etc.
Similarly, the association, regression, and clustering-based
schemes mostly use data mining based approaches. More-
over, the hybrid schemes mostly evolve by using a combina-
tion of different models or schemes, i.e., ANN, data mining
etc. Disease classification and detection process sometimes
requires multi-disciplinary schemes to achieve high accuracy.
The advantage of using hybrid schemes is that these schemes
are mostly constituted by using a combination of two different
schemes in such a way that the schemes support each other to
provide impactful results.

Data Input is the other useful parameter, which describes
the input data type that is selected and then passed to the
proposed scheme for the prediction and analysis of dia-
betes. It significantly affects the performance of the predic-
tion, diagnosis and analysis process. Choosing the optimal
input data will yield high prediction results. Some of the
classification-based schemes involve high human interven-
tion (i.e., manual data inputs in the diary and manual inte-
gration of CGM values) during the data input phase; this
increases the chances of wrong prediction and diagnosis due
to human errors. Similarly, the prediction accuracy is highly
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affected if the chosen input data does not cover all the key
features. We observed that most of the classification-based
schemes use a single parameter (i.e., CGM, or insulin, etc.)
and hence suffer with low prediction accuracy. Moreover,
along with single parameter or factor considerations, some
classification-based schemes are strictly dependent on some
particular hardware devices; this increases the hurdles for the
availability and adaptability of these schemes.

Another excellent option is the type of schemes that
use ARM for the prediction and analysis of diabetes. The
ARM-based schemes suffer from using very limited or some-
times using only a single parameter or factor for extraction
and summarization of the association rules. Moreover, the
ARM-based schemes also struggle with validation and matu-
rity. Similarly, auto-regression based schemes are another
good choice for diabetes prediction and analysis. Most of
these schemes use only CGM data for diabetes prediction
and analysis, and hence suffer from low prediction accuracy.
This is because the individual’s glucose profile has a vari-
able nature depending upon several factors, which makes it
very difficult for auto-regression-based schemes to appropri-
ately predict diabetes. Some of the schemes suffer from data
smoothing, and hence cannot be used in real-time diabetes
prediction and analysis.

In order to classify the diabetic and normal profiles,
clustering-based schemes provide very promising results.
However, most of the cluster-based schemes struggle with
the problems of plug-n-play capability. This means that these
schemes have human intervention during the classification
and analysis phase. Similarly, some of the cluster-based
schemes also face the problems of high execution time, flexi-
bility, and robustness. Sequential pattern mining schemes are
mainly used to develop a decision support system to assist
physicians and practitioners in the diabetes prediction and
analysis.

However, these schemes have pattern generalization issues
due to the use of individual patterns for every subject or
patient. Moreover, some of the schemes are tested on very
short duration datasets; this causes the evaluation to produce
insubstantial results. In order to increase the accuracy and
performance of the diabetes prediction and analysis, the
hybrid type of schemes play an important role. These schemes
combine two or more classes of schemes, i.e., clustering
and classification, for improved accuracy and performance.
Most of these schemes show very promising performance
due to the use of accurate functionalities and properties at
an optimal point. In this study, we found that most of the
hybrid schemes outperform the non-hybrid schemes (all other
classes) in terms of accuracy and performance.

B. OPEN ISSUES

The following are some of the future directions we observed
during the analysis of the diabetes prediction schemes:

o Plug-n-play capability: As discussed, plug-n-play capa-
bility makes the scheme free of human errors, as it
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TABLE 8. Challenging issues in the field of diabetes diagnosis and
prediction.

Field Area Challenging Issues
Auvailability of relevant accurate and quality
data; Data collection and data sharing; Data

Data privacy & security; Data integration from
heterogeneous sources; Data access and
storage.

Data Appropriate data selection; Data cleaning;

cleaning Feature selection and extraction;
Diabetes  and pre- Dimensionality reduction; Data denoising;
data processing  Data transformation; Data integration
analysis Generic and universal techniques; Clinical
and public usability; Evaluation of existing
Diagnosis techniques over recent new data sets;

and Robust software tools; Development of real-

prediction time online detection and prediction mining

techniques  tools; Selection of appropriate models;
Integration of models from different
domains; Efficiency and accuracy

reduces the human involvement in the prediction and
analysis process. Almost all of the schemes suffer from
plug-n-play capability, as these schemes involve human
intervention at a certain stage in the analysis and pre-
diction process. In order to increase the applicability
and adaptability of the diabetes prediction and analysis
system, an optimal plug-n-play capability is required.
In a plug-n-play system, a user simply needs to switch
the system on and it starts its functionality, which makes
the system easy to use and operate. The plug-n-play
capability increases the usability and scalability of the
scheme [135].

o Multi-parameter input data: Accurate diabetes predic-
tion and analysis depends on several key factors. Com-
bining these factors and properties for passing to the
diabetes prediction system will increase the chances
of accurate and precise prediction. It is evident from
the analysis of the schemes in all classes that most of
them suffer from either single data input parameter or
the parameter selection process is not optimal. In any
case, the scheme will not perform precisely in terms of
prediction accuracy.

Table 8 shows the various challenging issues related
to the data, data cleaning, and pre-processing, as well
as the techniques used for diagnosis and prediction of
diabetes.

VI. CONCLUSION

In this paper, we presented a comprehensive review of the
state-of-the-art on the glycemic control in the domains of
data mining based diabetes diagnosis and prediction tech-
niques and their classification based on the underlying mod-
els used. Based on the literature review of data mining
based techniques for diabetes detection, classification and
prediction, we provide a comprehensive classification of the
commonly used diabetes diagnosis and prediction techniques.

VOLUME 9, 2021

Moreover, we evaluated different schemes on parameters like,
algorithm/model, type of input data (data input), plug-n-play
capability, etc. On the basis of this analysis and evaluation,
we conclude that for accurate detection, classification, and
prediction of the disease, we need to preprocess the data and
use hybrid techniques, which incorporate different models
in parallel instead of using an individual model. For prepro-
cessing, we need to use dimensionality reduction, denoising,
feature selection, and feature extraction techniques in com-
bination with the classification and prediction schemes for
optimal performance and results.
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