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Abstract. This work presents ared time system for detedion and tracing of fadal
feaures in video sequences. Such system may be used in visual communication
applicaions, such as teleconferencing, virtual redity, intelli gent interfaces, human-
machine interadion, surveill ance, etc. We have used a statisticd skin-color model to
segment facecandidate regions in the image. The presence or absence of a facein
ead region is verified by means of an eye detecor, based onan efficient template
matching scheme . Once afaceis deteded, the pupils, nostrils and lip corners are
located and these fadal feaures are traded in the image sequence, performing red
time processng.

1 Introduction

The detedion and tracing of faces and fadal feaures in video sequences is a
fundamental and challenging problem in computer vision. This reseach area has
many applicaions in faceidentificaion systems, model-based coding, gazedetedion,
human-computer interadion, telecnferencing, etc.

In this paper, we present ared time system that performs fadal feaures detedion
and tracking in image sequences. We ae interested in developing intelli gent interfaces
and this gystem is the first step to give mmputers the aility to look at people, which
may be agoodway to improve human-computer interacion.

We have used a mlor-based approad to deted the presence of a human facein
an image. A Gaussan distribution model was generated by means of a supervised
training, using a set of skin-color regions, obtained from a wlor facedatabase.

Basicdly, the input image is compared with the generated model in order to
identify face cadidates, i.e., skin-color regions. The presence or absence of a facein
ead region is verified by using an eye detecor based on an efficient template
matching scheme. There is biologicd evidence that eyes play the most important role
in human facedetedion [1].

Once afaceis deteded, the pupils, nostrils and lip corners are locaed and
tradked in the video sequence The system is very fast and robust to small facepose
and rotation variation.

The remainder of this paper is organized as follows. Sedion two reviews me
techniques related to our work. Sedion threedescribes the statistica skin-color model
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and sedion four explains how it was used to segment facecandidate regions. Sedion
five describes the eye detedor used to perform the faceverificdion process In sedion
six, the detedion and trading of fadal feaures is described. The obtained results are
showed in sedion seven. Finally, in sedion eight follows a mnclusion and we address
further reseach diredions.

2 Rdated Work

Automatic detedion of fadal feaures in video sequences is performed, in
general, after a faceis deteded in a frame. Many approaches have been proposed to
deted faces in static scenes, such as Principal Component Analysis [1,2], clustering
[3] and neural nets [4]. These techniques obtained good cetedion / false darm rates,
but they are cmputational expensive and hardly achieve red-time performance

Liyanage Silva d. al. [5] proposed a method, which they cdled edge pixel
courting, to deted and tradk fadal feduresin video sequences. This method is based
on the fad that a higher edge ncentration is observed in the vicinity of fadal
feaures, while dlightly outside of such feaures alessedge concentration is observed.
In spite of its $mplicity, the method fails in the presence of cluttered badkgrounds,
glasses, hat, etc.

Recently, severa color-based systems have been proposed to perform face
detedion and tracking in image sequences. Processng color is much faster than
processng other fadal feaures and, furthermore, color is orientation invariant under
certain lighting conditions. This property makes motion estimation much easier since
only atranslation model is needed.

The work of Jie Yang and Alex Waibel [6] presents a statisticd skin-color
model, adaptable to dfferent people and different lighting conditi ons. This work was
extended to deted and tradk faces in red time [7], adieving a rate of
30+frames/second using a HP-9000 workstation with a framegrabber and a Canon
VC-C1 camera

Nuria Oliver et. a. [8] and Trevor Darrell et. al. [9] aso oktained good results
using skin-color to deted and tradk people in red time. Stiefelhagen and Yang [10]
presented a method similar to ours, which deteds and tradks fadal fedures in image
sequences. The main differences lie in face verification process They have used
iterative thresholding to seach the pupils whereas we have aopted an efficient
template matching scheme to deted eyes.

3 Skin-color M oddl

The datisticd skin-color model [6] is generated by means of a supervised
training, using a set of skin-color regions, obtained from a wlor facedatabase, with 40
face images. Such images were obtained from people of different races, ages and
gender, with varying ill umination conditions. Figure 1 ill ustrates the training process
in which a skin-color region is sleded and its RGB representation is gored. It was
verified, using training data, that skin-colors are dustered in color space as ill ustrated
in Figure 2.

It is common to think that different people have skin-colors which differ
significantly from ead other due to the existence of different races. However, what
redly ocaursis alarger differencein brightness/ intensity and not in color [6]. Thus,
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it is possble to reduce the variance of the skin-color cluster through intensity
normali zation:

R
a= 1)
R+G +B
G
b:— (2)
R+G+B

The mlors (a,b) are known as chromatic or “pure” colors. Figure 3 ill ustrates the
skin-color cluster in chromatic space
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Fig. 2. Cluster in color space
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Fig. 3. Cluster in chromatic space

Acoording to [6], the skin-color distribution in chromatic space ca be
approximated by a Gaussan model N(m,S?), where M=(Bvg,Davg) @NA:
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The Gaussan model, which was generated from training data, is ill ustrated in
Figure 4.

Fig. 4. Gaussan Model

4 Image Segmentation

The segmentation process consists in identifying skin-color regions in the input
image (the first frame of the video sequence) based on the generated model.

Initialy, al pixelsininput image ae mnverted to the chromatic space Using the
Gausdan model, a gray-level image is generated and the intensity of ead pixel in this
new image represents its probability to have skin-color. Figure 5 illustrates this
process

Since skin-color pixels present a stronger response in the gray-level image, we
can identify such regions by a thresholding process The threshold value was chosen
empiricdly.

In general, due to noise and distortions in input image, the result of thresholding
may generate non-contiguous skin-color regions. Furthermore, after this operation,
spurious pixels may appea in the binary image. In order to solve these problems, first
we have @plied a morphologicd closing operator to oktain skin-color blobs.
Subsequently, a median filter was used to eliminate spurious pixels. Figure 6 shows
the obtained binary image dter thresholding (left illustration) and the result of
morphologicd closing operation foll owed by a median filtering (right ill ustration).
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Fig. 5. Skin-color identificaion

Fig. 6. Thresholding and morphdogicd closing foll owed by median filtering

Boundaries of skin-color regions are determined using a region gowing
algorithm in the binary image. Regions with size less than 1% of image size ae
eliminated. Furthermore, structural aspeds are cnsidered so that regions that do not
present the facestructure ae removed.

In the next sedion, we will show a method to dedde whether ead deteded skin-
color region corresponds or not to aface

5 Verification Process

The main goal in identifying skin-color regionsin the input image isto reducethe
seach spacefor faces. However, it is important to note that not all deteded regions
contain faces. Some crrespond to parts of human body, while other correspond to
objeds with colors $milar to those of skin. Thus, it is necessary to verify the presence
or absence of afacein ead deteded region.

To acomplish this task, we have used an eye detedor based on an efficient
template matching scheme. It is worth saying that there is biologica evidence that
eyes play the most important role in human facedetedion [1]. The eye template used
isillustrated in Figure 7. Itsresolution is 57x15 with 256 gray levels.

LY
Fig. 7. Eye template

The eye detedor procedure first converts the skin-color region to a gray-level
image, in order to perform template matching. The most important property in our
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technique is that the e/e template is resized acording to the skin region size In
general, existing methods use several templates with diff erent scdes to acamplish the
detedion. For instance, the work of Brunrelli and Poggio [11] uses five templates
with scades 0.7, 0.85, 1, 1.5 and 135 to deted eyes in an image. Although these
methods have obtained good results, they are computational expensive and not
suitable to red time processng.

Our method estimates the person eye size resizing the eye template. Thus, the
template matching is performed only once, using the upper portion of the deteded
skin-color region. Basicdly, correlation coefficients p are computed in different
pasiti ons within the skin region:

_ cov(x, y)

a(x)o(y)

(6)

where x is the eye template and y is the image patch in a spedfic position within the
skin region. The function cov in the equation above returns the mvariance between x
andy. The arrelation coefficient p assume values rangingfrom-1to 1

A threshold value, which was determined empiricdly, was used to dedde e/e
detedion. When eyes are found within the skin-color region, we report the presence of
a face The system then deteds sme fada feaures and proceals in the tradking
module, as described in the next sedion.

It isimportant to note that the éove strategy deteds the first frame in which the
face ppeasin frontal view.

6 Detection and Tracking of Facial Features

Once afaceis deteded, the system proceals with the seach for pupil s, nostrils
and lip corners. After, these fada feaures are tracked in the video sequence The
approach used is gmilar to the work of Stiefelhagen and Yang[10].

6.1 Searchingthe Pupils

Asauming a frontal view of the faceinitially, we locate the pupil s by looking for
two dark pixels that satisfy certain geometric constraints and lie within the eye region
detected by template matching.

6.2 SearchingtheLip Corners

First, the gproximate paositions of lip corners are predicted, using the paosition of
the face ad the pupils. A small region around those paints is then extraded and a
Sobel horizontal edge detedor is applied. The gproximate horizontal boundaries of
the lips are determined by first computing the verticd integra projedion P, of this
horizontal edge image:

H
R/(Y) = XglEh(x, Y 0<ysW (7)
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where En(x,y) is the intensity function of the horizontal edge image, and W and H are
the width and height of the search region, respedively.

The gproximate left and right boundaries of the lips are locaed where P,
excedls a cetain threshold t or respedively falls below that threshold. We dhoose t to
be the average of the projedion P, The verticd position of the left and right lip
corners are simply locaed by seaching for the darkest pixel along the mlumns at the
left and right estimated baundaries of the lipsin the search region.

6.3 Searchingthe Nostrils
Similar to searching the pupil s, the nostril s are located by searching for two dark
regions, which satisfy certain geometric constraints. The seach region is restricted to

an areabelow the pupil s and above the lips.

Figure 7 ill ustrates the detedion of fadal feaures.

Fig. 7. Detedion d fadal fedures
6.4 Tracking

For tracking pupils and nostrils in the video sequence simple darkest pixel
finding in the seach windows around the last positions is used. In order to trad lip
corners, the same detedion processis performed in a small region around the last lip
corners positi on.

7 Obtained Results

The proposed red time fadal feaure tradker obtained good results in different
video sequences. Initially, a wlor-based frontal view facedetedion is performed. This
procedure fails, in general, when the gye template scde is incorredly estimated. This
case occurs when the skin region contains, beyond a face other human body parts,
such as a hand ocduding the face or other objeds. We have dso noted that faces may
be missed when they are too small or under strong varying ill umination.

The facedetedion procedure has proven to be robust in identifying skin-colors of
people with different races, ages and gender. It is worth saying that dark-skin regions
had smaller skin-color probabiliti es, since most persons in the facedatabase had light
skin.

Once afaceis deteded, its fadal feaures are located and tradcked in the image
sequence. If there is more than one facein the first frame, only the bigger faceis
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considered.

During the tradking process we verified that the system fails when a large
movement is performed by the person. Furthermore, due to varying ill umination, some
feaures may be missed in the sequence On the other hand, the tracking module
showed to be robust to small facepaose and rotation variations.

Figure 8 shows the tradking processin some frames of a image sequence, which
can be observed in http://Amww.ime.usp.br/~cesar/creativision.

Fig. 8. Tradking Process

8 Conclusions

This paper described a red time system for detedion and tracking of fadal
feaures in video sequences. A statistica skin-color model was used to deted face
candidate regions and an efficient template matching scheme was applied to report the
presence or absence of a facein these regions. Given a deteded face pupil s, nostrils
and lip corners are located and tradked in the image sequence The system may be
used in different applicaions, such as telecmnferencing and human-computer
interadion.

Future work includes pose etimation and 3D heal tradking by using the
pasitions of pupils, nostrils and lip corners. Furthermore, we intend to improve the
system robustness developing a recovery module and considering motion to increase
the acwaracy of detedion and trading of fadal feaures.
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