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Social interactions take place in environments that in�uence people’s behaviours and perceptions. Nowadays,
the users of Online Social Network (OSN) generate a massive amount of content based on social interactions.
However, OSNs wide popularity and ease of access created a perfect scenario to practice malicious activities,
compromising their reliability. To detect automatic information broadcast in OSN, we developed a wavelet-
based model that classi�es users as being human, legitimate robot, or malicious robot, as a result of spectral
patterns obtained from users’ textual content. We create the feature vector from the Discrete Wavelet Trans-
form along with a weighting scheme called Lexicon-based Coe�cient Attenuation. In particular, we induce a
classi�cation model using the Random Forest algorithm over two real Twitter datasets. The corresponding re-
sults show the developed model achieved an average accuracy of 94.47% considering two di�erent scenarios:
single theme and miscellaneous one.
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1 INTRODUCTION

Online Social Networks (OSNs) are suitable environments to discuss, express, and argue thoughts
on any subject (Zappavigna 2011). Currently, OSNs represent a relevant resource for exploring a
diversity of �elds, such as customer relationship management and opinion mining. The advent
of social networks makes social multimedia sharing very easy and an integral part of society (Ye
et al. 2016). Knowledge obtained from thoughts expressed in OSNs such as Twitter and Facebook
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has shown to be valuable for marketing research companies or public opinion analysis by provid-
ing information about what people are discussing (Bahrainian and Dengel 2013; Smailović et al.
2014). Since millions of views on a certain topic are expressed, posted messages provide rich and
easy comprehension of content (Hassan et al. 2013). Thus, the OSNs content is a valuable data
set for decision-making in marketing research, business intelligence, and stock market prediction
(Mostafa 2013; Hsieh et al. 2012). Moreover, because of mobile devices growth, people can perform
various social activities anytime and anywhere (Ma and Yan 2015).

However, OSNs’ wide popularity and ease of access created a perfect scenario to practice mali-
cious activities, compromising their reliability. Just to exemplify some security issues, spamming
campaigns for advertisement of products represent a common problem to be dealt on OSNs (Bhat
and Abulaish 2013). The existence of such undesirable users is present on both Twitter and Face-
book, which are quite popular OSNs. As stated by Chu et al. (2012) on Facebook and by Fong et al.
(2012) on Twitter, the amount of fake and malicious accounts in both OSNs is more than 8% world-
wide. Thus, the growth of social multimedia underscores potential risks for malicious use (Ye et al.
2016).

Users of OSNs tend to connect with people of their interests, creating a proper environment for
marketing and social manipulation, business promotion, customer service, political campaigning,
and emergency communication. In the OSN, users create andmaintain di�erent social connections,
for example, connecting with their real friends, following celebrities, or even liking virtual social
entities (Wang et al. 2013). Thus, spam accounts are usually posting amalicious link to obtain users’
credentials. On Twitter, the social robots pretend to be human beings to gain followers and replies
from target users and promote a product (Wald et al. 2013a). Awareness of third-party applications
is also a worry while dealing with user credentials. Once private information is given to such, they
are considered a way of exposing private information as well (Pang and Zhang 2015; Shehab et al.
2012; Jin et al. 2013b; Li et al. 2015).

Chen et al. (2015) discussed the fake user problem and the di�culty to judge whether a view
is real or fake. Their study exposed the ecosystem for generation of fake views, the kind of tools
used and the business motivation for di�erent parties. In conclusion, they highlight the necessity
for developing more e�cient online algorithms to deal with the issue.
Frauds in OSNs, such as those mentioned above, could lead to uncontrolled dissemination of

fake information, inaccurate content, promotional ads, and phishing. This way, OSN users might:
(a) access false content, (b) have their credential stolen, or (c) receive unsolicited content. Consid-
ering so, users could become victims of tricky scams or harassment, causing a decline of service
(Bhat and Abulaish 2013; Miller et al. 2014).

This is where Text Mining (TM) comes into play. Once OSNs provide a tremendous amount of
their content in text format (Aggarwal 2011), text mining tasks were performed to analyse the
stream of information available with di�erent goals. Some examples were included in Mostafa
(2013), which presents a work of mining opinions toward some companies, and Bahrainian and
Dengel (2013), which focused on analysing opinions on certain products. Addressing frauds and
crimes, Keretna et al. (2013) proposed a text mining approach to recognise false identities, pro-
tecting celebrities and politicians from fake announcements. Also concerning the identi�cation
of cyber-criminals, Almishari et al. (2014) developed a work to aid the recognition of authors of
Twitter messages. In another work in this scenario, Barbon et al. (2016a) addressed the detection
of compromised accounts on OSNs based on posts content. They achieved an accuracy of over 93%
and highlighted the limitation related to users’ post frequency.
Addressing a di�erent ground for text-mining solutions, there are some works that combined

concepts from Digital Signal Processing to take advantage of Discrete Wavelet Transform (DWT)
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suitable computational cost. In Arru et al. (2013), a solution was presented for user recommenda-
tion on Twitter based on signal similarity and Weng and Lee (2011) and Cordeiro (2012) devised
DTWs as the ground for the event detection based on selected signalised terms.
Although many text-mining works were developed toward OSNs, none has been solely focused

on the distinction of posts’ authors between robots (bots) and humans. More speci�cally, this
research aims to classify accounts in human, malicious bot, or legitimate bot. Thus, we aim to
contribute to OSN reliability by detecting malicious bots. Our work is a text-mining approach
using fast calculated features grounded on DWTs. It does not depend on account features and is
the �rst one to classify between humans and two distinct classes of bots.
The remainder of this work is organised as follows. Section 2 provides a brief review on re-

searches concerning bots onOSNs. Section 3 introducesworks toward textmining based onDWTs.
Section 4 describes the proposed approach. Section 5 focuses on our experimental settings along
with our results, and Section 6 presents our conclusions.

2 LEGITIMATE BOTS AND MALICIOUS BOTS

Automation is considered a double-edged sword on Twitter. Legitimate bots generate a large vol-
ume of benign tweets as news and blog updates, which complies with Twitter’s original goal of
becoming an information network. On the other side, malicious bots have been heavily used to
spread spam and unsolicited commercial content or even to phish user’s credentials (Chu et al.
2012). OSNs malicious bots detection was the main motivation for our work.

Nowadays, fake ormalicious accounts are excessively dependent on real users’ reports (Boshmaf
et al. 2011) to be removed. This is not a satisfactory solution, since most users are not willing to
spend their time reporting other accounts, moreover, this tool can be misused in occasions where a
group of users reports accounts based on di�erent opinions, mostly in political matters. Also, when
the quali�ed company reacts over a suspicious account, serious damages had probably already
occurred to real and legitimate users, mainly if thousands of malicious bots had been involved
(Fong et al. 2012).

Most OSN do not adopt automated ban of accounts, that is, there is no algorithm that either
report or ban accounts. This approach is not applied, because it may ban some legitimate accounts
and this will probably make the OSN popularity decay in public opinion. Usually, companies hire
employees to search the OSN and ban the accounts they judge as malicious, making the process a
manual task (Cao et al. 2012). However, this is considered a high monetary investment. This shows
the need for an approach that can deal with the high demand of data from OSN toward a small
number of false positives to prevent legitimate accounts banning.

2.1 Malicious Bots

Any bot created to cause harm can be considered malicious. In this work, a malicious bot is con-
sidered any bot that spreads malicious, redundant, or not desired commercial content in its tweets,
characterized mostly by the lack of originality. Authors of Egele et al. (2013) stated that bots were
used to post dangerous URL links that could harvest users credentials. Another example, authored
by Jiang et al. (2014), stated that bots are “zombies,” because thousands of accounts were automat-
ically created to promote speci�c ones. Usually, such promoted accounts belong to celebrities and
companies trying to achieve more popularity.
In both cases, malicious bots cause harm. Regardless their intention, i.e., promoting a speci�c

account or posting malicious content, they could lead to dissemination of fake information, harm-
ful content, and phishing. Such examples of frauds could make users victims of tricky harassment,
causing a dissatisfaction addressing OSN security and, therefore, the decline of the service.
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Part of the malicious content in OSN rises up from the fact that a user is prone to interact and
respond to messages from another OSN user (supposing to be a friend) (Grier et al. 2010); con-
sequently, the social spam is more e�ective than traditional spam, i.e., e-mail spam (Gao et al.
2010). Furthermore, the majority of spam messages comes from compromised accounts (Gao et al.
2012), that is, considering just the users’ pro�le information can lead to inaccurate conclusions. In
this way, the text content analysis could cope with this issue. A suggestion proposed by Jin et al.
(2013a) is to incentivize users to migrate to decentralized OSN, stating they could provide a struc-
ture capable of protecting sensitive information from leaking out. However, this approach does
not attack the malicious accounts themselves. It deviates from the problem by o�ering a change
of behaviour from the user side. Nonetheless, to encourage users to switch to a decentralized OSN
is not a trivial task.

2.2 Legitimate Bots

Opposite to malicious bots, legitimate ones help to spread information addressing transit tra�c or
weather news in cases of urgency. As stated by Chu et al. (2012), this kind of activity matches the
original goal of OSNs, such as Twitter.
These kinds of bots, di�erently from malicious ones, should not be targeted as sources of OSN

security problems. So far, there are very few solutions (Fong et al. 2012; Chu et al. 2012) addressing
the identi�cation of bots in OSNs, and they depend on a set of di�erent information, limited to a
particular scenario. All of them need, along with the textual content produced by the user account,
non-textual features such as the quantity of relationships, frequency pattern of use (e.g. days of
the week in which the accounts is used), or even analysis of user’s avatar image.
Despite having similar frequency characteristics to malicious bots, legitimate ones di�er in the

content provided. This way, legitimate bots produce content that is substantially close to human
content. Chu et al. (2010) states that humans are identi�ed by their originality, intelligence and
speci�cness, usually talking about news and matters of personal interest. Even though legitimate
bots have automatic behaviour, the content comes from intelligent sources, like news outlets,
which makes this kind of account akin to human accounts.
Textual patterns and characteristics that set apart mischievous and authentic accounts are ex-

plored more deeply with DWT, since this technique is able to extract the distribution of the con-
tent exposed. Therefore, reinforcing the di�erence between intelligent and spam-like content that
comes from legitimate and malicious accounts, respectively.

3 WAVELETS ON TEXT DESCRIPTION

The combination of DWTswith text mining achieves results in di�erent scenarios such as Informa-
tion Retrieval (IR), document classi�cation, text visualization, and user content recommendation.
Especially for IR, DWTs are capable of analyzing key term patterns as being a vector of frequen-
cies at di�erent levels of resolution (Park et al. 2002). Also, DWT-based approaches were applied
to retrieveWeb page contents and to improve the results in search engines (Purwitasari et al. 2007;
Purwitasari 2008).
For classi�cation, particularly representing a document as a set of key terms, DWTs achieved

better results than the classic Space Vector Model as seen in Thaicharoen et al. (2008). Using the
same principle, but a di�erent model, Xexéo et al. (2008) also performed document classi�cation
successfully, this approach took advance of the dimensionality reduction by DWT and represented
the document based on the reorganization of its terms by the analysis of the correlation between
them.
Di�erent from classifying and retrieving—fully described in the literature—text visualization

techniqueswere grounded onDWTs intending to give users quick access to the relevance of certain
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documents according to their respective interests. Although DWTs were not the only technique
adopted, Wong et al. (2003) and Miller et al. (1998) achieved good results for helping the reader’s
comprehension by rating topics.
One of themost recent examples ofWavelets on text description is toward user recommendation.

In Arru et al. (2013), it is shown that by signalizing key terms, mainly hashtags on Twitter, it is
possible to discover people who write about the same issue on OSN and, therefore, recommend
them to each other.
A wavelet transform can be considered a multi-resolution analysis, where a signal is decom-

posed into two sub-signals with di�erent scales (Thaicharoen et al. 2008). These sub-signals are
approximation and detail expressed by a linear combination of scaling functions a linear combi-
nation of wavelet functions, respectively.
This work uses thewavelet transformmostly because, among its advantages, it is (i) independent

of the data, i.e., with wavelets there is no need of a syntax analysis, (ii) is able to remove the cor-
relation from a generic large dataset, and (iii) is a fast algorithm (Xexéo et al. 2008). The discrete
wavelet transformation extracts the most signi�cant information from the data under analysis,
avoiding unnecessary processing and providing an uncorrelated set of values that are more ade-
quate for the proposed classi�cation task. Along these lines, besides feasible computational cost
for stream scenario, the DWT emphasize features capable of distinguishing human, legitimate ro-
bot or malicious robot toward frequency of terms and tweeting rate based on a small number of
tweets. The frequency, e.g., terms and posting, is one of the most important characteristics to un-
derstand the bot behaviour (Chu et al. 2012; Arru et al. 2013; Tavares et al. 2017). Chu et al. (2012)
applied the time provided by the social network and text analysis, and Tavares et al. (2017) focused
only on the frequency by computing day of the week, hour and some statistical inferences of pe-
riodicity to bot discovering. All of them worked with frequency information provided by OSN.
By applying DWT, we can obtain the frequency information only from the text through a feature
vector designed with prevalence, regularity, magnitude, and scale of user behaviour, without any
additional information from OSN.

4 PROPOSED APPROACH

The proposed approach was modeled in �ve steps: Acquisition, Pro�ling Setup, Features Extrac-
tion, Feature Selection, and Classi�cation, as we can see in Figure 1. Our model is suitable to any
OSN, i.e., the Acquisition step can be adapted according to each OSNAPI. Classi�cation step is also
�exible. In this work, we adopted Random Forests (RFs) as classi�ers. This choice was based on
works such as Singh et al. (2014) and del Río et al. (2014), which reported good results by applying
RFs in big data environments and Igawa et al. (2016b) that treats speci�cally bots on OSNs.

4.1 Acquisition and Profiling Setup

The acquisition step consists of getting data from an OSN to create a textual data set. Our model
requires the collected textual set to be grounded on one main subject that people are writing about,
such as NBA playo�s or election campaigns. This requirement is necessary, because wavelet-based
text mining takes analysis of signalized key-terms to obtain any further knowledge from it Igawa
et al. (2016a).
In case the dataset is not grounded on one main term, we suggest the extraction of relevant

terms. Barbon et al. (2016b) suggest the use of Louvain method for topic modeling, which is the
main research area focused on �nd keywords in textual content.
Considering the use of a supervised machine-learning approach, we need a labelled dataset to

induce a method. By the use of a dataset labelled as Human, Legitimate Bot, or Malicious Bot for
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Fig. 1. The proposed approach pipeline: Acquistion and Profiling Setup, Feature Extraction, Feature Vector,

Feature Selection, and Classification.

each user, we need to create a user pro�le. The labelling followed the rules consolidated in related
works:

—Malicious bots: automated accounts with spam-like content, usually redundant and
repetitive;

—Legitimate bots: automated accounts with harmless content, usually posted with the use of
auxiliary software;

—Human: non-automated accounts with intelligent and original content.

The text of each user is concatenated cumulatively following the pro�le-based paradigm and a
textual repository with several users posts. This step is called Pro�ling Setup and provides the data
that will be processed to obtain the feature vector that describes each class (Potha and Stamatatos
2014).
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4.2 Binning

We used the representation described in Park et al. (2002) to transform the documentd in a discrete
vector. Documents consist of a slice of text posted by a single user with limited length. This process,
called binning, transforms d by mapping it into a set of term signals. A term signal consists of
a sequence of values that represents a term occurrence in a particular section of a document.
Each vector’s element, called bin, represents a portion of d . These bins identify the number of
occurrences of the t th term in each portion, as shown in Equation (1):

f̃d,t = [fd,t,0, fd,t,1, . . . , fd,t,b , . . . , fd,t,n−1]. (1)

4.3 Weighting

Weighting is an approach that complements term-signal representation. Many studies were dedi-
cated to adjust term signal representation with weights, as can be seen in Purwitasari (2008), Park
(2003), and Arru et al. (2013). As stated in Thaicharoen et al. (2008), term signal with mathematical
transforms, such as DWT, is better than traditional vector space representation for information
retrieval and document classi�cation (Pryczek and Szczepaniak 2006). In this work, the Lexicon-
based Coe�cient Attenuation (LBCA) weighting scheme was used, being τd and τ̄d , respectively,
the lexicon size and the average lexicon size of d ; i.e.,

wd,t,b = f̃d,t,b · τd/τ̄d . (2)

LBCA achieves a better description than attenuating the inputs based on lexicon size (Igawa
et al. 2016b). After this step, the numeric vector containing frequencies should become a vector
containing weighted frequencies, as shown in Equation (3):

w̃d,t = [wd,t,0,wd,t,1, . . . ,wd,t,b , . . . ,wd,t,n−1]. (3)

4.4 Wavelets

In this work, the signals provided by the weighting process, (w̃d,t ), are decomposed using DWTs.
Among di�erent wavelet families available, Daubechies with support-size 4 was selected. We have
selected this family due to its simplicity in terms of comprehension and implementation as stated
by Barbon et al. (2007).

An important advantage of applying DWTs is the spectral analysis they provide. Basically, a
DWT decomposes a signal into subsignals of di�erent sizes and resolutions. By doing so, it is
possible to describe patterns and use these subsignals as features to Machine-learning algorithms.
Particularly, the DWT-based feature vectors are more likely to contain information capable of dis-
tinguishing between the behaviour of bots and humans, because, while �ltering, both the tweeting
rate and the frequency at which possible key terms were used are easily captured. This justi�es
the adoption of such a relevant tool.
From this point onwards, a document, i.e., a set of tweets, d , produced by u, is represented as a

set of spectrum signals containing wavelet components:

ζ̃d,t = Discrete Wavelet Transform(w̃d,t )

= [ζd,t,0, ζd,t,1, . . . , ζd,t,b , . . . , ζd,t,n−1].
(4)

4.5 Feature Vector

Our classi�cations are based on text mining approaches, in fact, only text is needed. But the Feature
Vector is composed by text information described as:

—Class, consisting in Human, Legitimate Bot, or Malicious Bot;
—Corpus Size, i.e., total number of words in a document;
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—Lexicon Size, i.e., total number of unique words in a document;
—Wavelet Component (WC), i.e., a set of spectrum that represents a document as calculated
in Equation (4);

—Wavelet Magnitude (WM), which is obtained by applying an absolute function on each
wavelet component: Hd,t,b = |ζd,t,b |, described in Park (2003).

—Wavelets Phase (WP), which is obtained by checking the signal of each wavelet component:

ϕd,t,b =
ζd,t,b
Hd,t,b

, as in Park (2003).

—Wavelet Domain Score (WDS), presented in Park (2003) is also used in this work due to
its capacity to describe text relevance in relation to a given key terms search, T . By cal-
culating the score from a certain user tweets, we are able to know how relevant the text
produced is in relation to the given words T . To calculate such a value, we use the Phase
and theMagnitudes described in preceding paragraphs. The detailed calculations are shown
in Equations (5), (6), and (7), where #(T ) is the number of key terms search used:

Φ̄d,b =

�
�
�
�
�

∑
t ∈T ϕd,t,b

#(T )

�
�
�
�
�

, (5)

sd,b = Φ̄d,b ·
∑

t ∈T
Hd,t,b , (6)

sd =
∑

i ∈b
s2d,bi . (7)

4.6 Feature Selection

Before classifying the data, a Correlation-based Feature Subset Selection (CBFS) proposed by Hall
(1999) was applied to reduce the dimensionality of the Feature Vectors. Addressing Feature Se-
lection, the literature o�ers a collection of di�erent algorithms. In this work, we choose CBFS
considering that the algorithm is a member of Feature Selection Algorithms called Subset Selec-
tion. This implies that the output of the algorithm is a subset of features from the original one,
without creating any more features. To know the selected features is also important to have a
better comprehension of the problem.

4.7 Classification

We propose a general framework used for online classi�cation and o�ine training. A classi�cation
problem consists of taking an input vector with data and deciding which of N classes they belong
to. It follows a supervised learning process based on training from instances of each class (Marsland
2009). The most important learning feature is the generalization: the algorithm should produce
sensible output for inputs that were not encountered during learning.
To evaluate our proposal for user writing style’s features, we suggest the Random Forest (RF)

method. RF method was proposed by Breiman (2001) combining Decision Tree classi�ers in an
ensemble. This classi�er was selected due to high performance in di�erent multi-class scenarios.

4.8 Numeric Example

This subsection exempli�es several steps described on Section 4. Pro�ling is illustrated on top
of Figure 2. As stated, pro�ling is basically a concatenation of all messages available from only
one user. Thus, one document is generated for each user. The next step, Binning, transforms the
pro�led document in a numeric vector called term signal. An interesting point of using term signals
is that each entry in the numeric vector corresponds to the occurrence of that term in that part of
the document. Hypothetically, considering a term t (i.e., superbowlxlviii), it occurred 1 time in the
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Fig. 2. Example Overview: Profiling, Binning to obtain the term signal, and DWT features extraction to

achieve Wavelet Components, Wavelet Magnitude, and Wavelet Phase.

�rst portion of the document and one time in the second part of the document, and so on. In the
example illustrated with Figure 2, we used eight bins to discretize the pro�led document. Along
the term signal, two additional features are used: the corpus size and lexicon size.
As proposed in Section 4.5, the complete feature vector is formed by the class, corpus size, lex-

icon size, WDS, WC, WM, and WP. Regarding wavelets features, the wavelets components are
basically the values obtained by performing a wavelet transformation of the term signal. Wavelets
magnitudes are obtained by performing a absolute function on each entry on the wavelets compo-
nents. The last wavelets features, phase components, are obtained by taking in consideration the
signal of each component.
The advantage of using wavelets on textual representation is the meaning of each entry in the

wavelets components. Each entry carries an interesting feature. For example, in Figure 2, the �rst
value on wavelets components is 2√

8
. Two is the exact value of the sum of all entries in the term

signal (0,0,1,0,0,1,0,0). The second wavelet component entry is 0 and 0 is the di�erence between
the sum of �rst half of term signal (0,0,1,0) and the sum of second half of term signal (0,1,0,0).
The third wavelet component entry has the di�erence between the sum of the �rst quarter of term
signal and the sum of second quarter of the term signal on its numerator. Concretely, each entry of
the wavelet components represents the di�erence between a part of the original term signal. This
way, wavelets features aid the feature extraction by giving information about the organization of
the frequencies components considering each desired term.

5 EXPERIMENTAL EVALUATION

5.1 Evaluation Methodology

As stated before, our model requires a textual set grounded on the main subject or theme. To
ensure that the topic used is discussed enough on an OSN, we used two di�erent datasets. The �rst
one, with a single theme addressing the Super Bowl XLVIII event, is a game about Denver Broncos
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Table 1. An Example of Single Tweet from a Member of Each

Class in Experiments

Content Class
I can’t sit still!!! It’s mutha fuckin Human
Superbowl time!!! #WhosGonnaWin

#Seahawks #SB48”
Fox News to interview Obama before Legitimate Bot
SuperBowl http://t.co/FfNkUnrYCk
@PLDTHome DENVER BRONCOS FOR SURE!!! Malicious Bot
#FibrSuperBowl #SB48 310

and Seatle Seahawks and was called DatasetS . The second dataset, DatasetM , was composed by
miscellaneous themes obtained randomly from Twitter. For this second one, the main subject was
extracted based on the simple frequency of terms after preprocessing.
Particularly, DatasetS is a subsample of a complete base available online.1 The set also contains

usual information retrieved through Twitter API2 such as latitude, longitude, and if post was re-
tweeted. DatasetM was formed by the use of Twitter API and contains simple information: post
time and content. It is important to highlight that the datasets (single and miscellaneous) were
used, because they present hundreds of legitimate and malicious bots. The proposed approach is
applicable in any dataset presenting both classes of accounts and a main subject.
To perform our experiments, each dataset sample was labelled as human, legitimate or malicious

bot. This was done to perform a supervised machine-learning method, i.e., Random Forest. In this
work, we perform a manual tagging task as in Chu et al. (2012), Igawa et al. (2016b), and Wald
et al. (2013b) to set the post’s user class addressing automatic behaviour on OSNs. Chu et al. (2012)
describe the importance of spam and non-spam data content to determine the type of user among
human, cyborg or bot. Our work does not handle the cyborg type (a hybrid of human and bot),
but introduces a division of bots into legitimate and malicious. The bots carry spam tweets and
spam external URLs on posts. Another type of advanced spam bots (malicious) intentionally injects
non-spam tweets to confuse the recognition. Both types of bot tend to present a much more formal
use of language than humans, furthermore, most human tweets do not carry spam. Within bots, a
malicious bot tends to present a redundant behaviour. Table 1 shows in the third row a post from
a malicious bot. This is one example of spam-like behaviour. The term “310” means that this same
content has been posted for 310 times. The writing style, mainly frommalicious bots, is redundant,
so it is not necessary to have thousands of users. Works as Cingiz et al. (2015) obtained satisfactory
results from selected data amount similar to used in our experiments. Thus, we analyze each user’s
post to identify the type of tweets in both datasets and attach a label. Table 2 shows the datasets
speci�cation after tagging.
One important observation about legitimate bot is illustrated at the second row of Table 1. There,

it is possible to note that a legitimate bot matches the initial goal of OSN like Twitter, which is to
spread news. Such kind of account is usually known by a very formal use of language rules.
In summary, Legitimate bots (e.g., sample 2 in Table 1), corresponding to their original objective,

disseminate news and usually well-written texts regarding grammar language and lexical issues.
While malicious bots tend to spam the same message, as shown in sample 3, the same tweet was

1Data set used in this work is available at: http://www.techtunk.com/index.php?dove=downloads.
2Available Twitter APIs: https://dev.twitter.com/overview/api/twitter-libraries.
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Table 2. Experimental Dataset Description: Dataset I

was Composed by a Single Theme Tweets and Dataset

II was Composed by Miscellaneous Theme Tweets

Tagged Among Human (H), Fraudulent Bot (FB), and

Legitimate Bot (LB)

DatasetS DatasetM
H FB LB H FB LB

Total users 30 40 30 35 90 42
Max tweets/user 27 44 55 28 54 73
Avg tweets/user 13 26 36 15 31 47
Min tweets/user 1 3 7 5 5 1

posted hundreds of times in Table 1. Considering humans, it is possible to realize a third example
of writing style di�ering from both types of bots.
Another issue toward the developed model is the use of key terms to retrieve numerical vectors

that will be input to DWTs. In this work, to avoid retrieving non-signi�cant terms, we performed
stopwords removal. Our list of terms to be removed included: articles, prepositions, conjunctions
and adverbs. This way, removing words that do not represent useful content decreases the size
of the arrays and increases the performance of any method performed on them. Such words are
called Stopwords3 (Feldman and Sanger 2007). It is usual to consider pronouns, articles and prepo-
sitions as stopwords. In practice, all words considered stopwords are gathered in list and, then, are
removed from all arrays of words in the experiment.
Concretely, in this experiment, we perform a classi�cation intending to separate the three types

of writing style shown in Table 1, where the terms in bold represent the signalized terms. These
signalized terms are processed and several features are extracted obtaining a descriptor vector of
a user writing style. The machine-learning classi�cation algorithm used in experiments was RF
implemented in the R environment4. The corresponding package used to implement the algorithm
was randomForest with standard parameters. The RF was performed 100 times using a tenfold
Cross Validation re-sampling strategy on the same data partitions for both datasets. We extracted
the performance measures of predictive accuracy balanced according to the number of classes.

5.2 Results and Discussion

Given the perspective of developing a solution adequated toOSN scenario, we explore the in�uence
of the number of users in ML method induction, the number of tweets per users to obtain high
accuracy andwhat are the best features in several scenarios. Finally, the overall accuracy to classify
the user account based on its writing style.

5.2.1 Number of Users Importance. We conduct an analysis to evaluate how discriminant was
our user writing style’s features and the importance of the number of users to induce the Machine-
learning method. This comparison was performed with DatasetS and DatasetM , varying the num-
ber of users from 3 to 69. Figure 3 shows the accuracy variation from each number of users. It is
possible to detect a point where both datasets obtain a similar accuracy; this point is highlighted
by horizontal and vertical green lines in Figure 3. Thus, we can state that, based on 20 users, it
was possible to reach an stability point to perform the user classi�cation with 85% of accuracy. By

3http://dev.mysql.com/doc/refman/5.7/en/fulltext-stopwords.html.
4https://www.r-project.org/.
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Fig. 3. Comparison of di�erent number of users in training step and the accuracy obtained. The green lines

intersection highlight the stability accuracy point to classify users based on a single (DatasetS ) or miscella-

neous theme (DatasetM ).

Fig. 4. Comparison of number of tweets influence in DatasetS (single theme) and DatasetM (miscellaneous

theme).

the use of 69 users, it was possible to achieve 94%; however, from 50 users (93.2%) the accuracy
improvement was less than 1% in both datasets.

5.2.2 Number of Tweets Per User. Considering the in�uence of textual quantity per user to cre-
ate an e�ective ML model to classify the writing style, we perform an experiment with a di�erent
amount of tweets. Varying from 1 to 35 tweets per user, based on 20 users, the results showed that
by the use of 28 tweets the accuracy (86%) had an attenuated growth and equal precision rate for
both datasets, as Figure 4 shows.

Regarding a small number of tweets, the DatasetS shows better accuracy rate (>80%) just with
two tweets.DatasetM required more tweets to achieve an accuracy rate similar to the single theme
dataset. This fact is justi�ed due to wavelets features relation to the term distribution and fre-
quency, in other words, DatasetM needs more terms to express the user writing style.

5.2.3 Features Selected. In regard to evaluating the user’s writing style features towards to
achieve the relevant ones, we perform the CFS algorithm. It is important to highlight that we
assess the merit of a subset considering di�erent number of tweets. This was done to observe the
presence of wavelet features along with lexicon and corpus size. Figure 5 shows, for both datasets,
the use of wavelet features. In the right side of the triangle, it is possible to observe the best features
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Fig. 5. Best features subset achieved by CFS algorithm varying the number of tweets in single (DatasetS )

and miscellaneous theme (DatasetM ) datasets.

subset to predict a DatasetM . In opposite side, we have the single theme features, DatasetS . There
are several compositions; however, from the bottom of the triangle (Figure 5) it is possible to see
the presence of Wavelets Coe�cient (WC) and Wavelets Magnitude (WM) for both datasets.
With the increase of tweets, we observe that WM was not in the best subset. For instance, by

the use of two tweets, the selected features wereWC, corpus, and lexicon size for the single theme;
therefore, for the miscellaneous theme, the subset was formed by lexicon size and wavelet com-
ponents. Another consideration touches the larger number of tweets, which by only the use of
lexicon and WC it was possible to achieve high accuracy (>85%). Consequently, we could con-
�rm that WC was relevant to compose the user writing style and WM mainly with a few tweets.
Wavelets Phase (WP) was not selected to compose no feature subsets.

5.2.4 Classification Performance. An overview of our results is presented in Figure 6, that
shows a high accuracy for both datasets, 95.05% and 93.88%, i.e., DatasetS and DatasetM , respec-
tively. Based on standard deviation lower than 3.5% for 100 repetitions, we state that we have low
variation and our proposed approach is suitable for distinguishing among human, legitimate bot
and malicious bots. The premise of a speci�c term to extract WC, WM, WP, and WDS was high-
lighted by the higher accuracy ofDatasetS . However, the extraction of relevant term in aDatasetM
could be a viable alternative to support the use of the proposed approach.
Our �nal discussion is toward the available results in the literature. As stated before, there is

no related work focused on text mining classi�cation in humans, legitimate bots and malicious
bots. However, as considered in Section 2, Chu et al. (2012) and Chu et al. (2010) have classi�ed
accounts on Twitter by using at least 100 posts per user and more features than only text aiming at
the classi�cation in Humans, Cyborgs, and Bots. Our technique was able to achieve suitable results
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Fig. 6. Box plot of Random Forest method applied to classification of user account in Human, Malicious, or

Legitimate Bot by di�erent scenarios: single (DatasetS ) and miscellaneous (DatasetM ) theme dataset.

with a small number of accounts toward built a classi�cationmodel with competitive performance.
Furthermore, the number of tweets requested in our solution was greatly inferior to the other
solutions. Chu et al. (2010) employed 100 tweets per user to cope with classi�cation task.

The �rst comparison concerns true positive rate to classify humans accounts. On their respective
data sets, Chu et al. (2010) reached 94.90% and Chu et al. (2012) obtained 98.6%. Considering a
comparison in terms of bots, Chu et al. (2010) achieved 93.70% and Chu et al. (2012) obtained
97.60%. In our proposed approach, we could detect three di�erent types: Human, Legitimate, and
Malicious Bot. Our method achieved an average accuracy of 94.47%, considering both datasets. As
stated before, our model only needs textual features, thus, it is applicable to any OSN. Despite the
fact thatwe did not obtained rates superior to those similar, we still consider our results satisfactory
once the proposed model and related works are supposed to be applied in di�erent situations.

6 CONCLUSION

In this study, we have proposed an algorithm for classifying authors as being a human, a legitimate
robot, or a malicious robot, in OSNs. The algorithm was based on Discrete Wavelet Transform to
obtain a pattern of writing style embedded in post contents. Experiments have been conducted
by classi�ers with two di�erent datasets: single and miscellaneous theme. It was observed that
the proposed method yields the high average classi�cation accuracies of 94.47% for both datasets.
Considering the results, the text-based model we have developed gives promising accuracies in
classifying the user type based on its writing style. We believe that the proposed algorithm can
be very helpful to combat frauds in OSN. Further exploration of di�erent machine-learning ap-
proaches can yield more interesting results.
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