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ABSTRACT

Diagnostic studies of offline, global-scale Variable Infiltration Capacity (VIC) model simulations of terrestrial
water budgets and simulations of the climate of the twenty-first century using the parallel climate model (PCM)
are used to estimate the time required to detect plausible changes in precipitation (P), evaporation (E), and
discharge (Q) if the global water cycle intensifies in response to global warming. Given the annual variability
in these continental hydrological cycle components, several decades to perhaps more than a century of obser-
vations are needed to detect water cycle changes on the order of magnitude predicted by many global climate
model studies simulating global warming scenarios. Global increases in precipitation, evaporation, and runoff
of 0.6, 0.4, and 0.2 mm yr~* require approximately 30-45, 25-35, and 50—-60 yr, respectively, to detect with
high confidence. These conservative detection time estimates are based on statistical error criteria (a« = 0.05,
B = 0.10) that are associated with high statistical confidence, 1 — « (accept hypothesis of intensification when
true, i.e., intensification is occurring), and high statistical power, 1 — B (reject hypothesis of intensification when
false, i.e., intensification is not occurring). If oneiswilling to accept a higher degree of risk in making a statistical
error, the detection time estimates can be reduced substantially. Owing in part to greater variability, detection
time of changes in continental P, E, and Q are longer than those for the globe. Similar calculations performed
for three Global Energy and Water Experiment (GEWEX) basins reveal that minimum detection time for some
of these basins may be longer than that for the corresponding continent as a whole, thereby calling into question
the appropriateness of using continental-scale basins alone for rapid detection of changes in continental water
cycles. A case is made for implementing networks of small-scale indicator basins, which collectively mimic the
variability in continental P, E, and Q, to detect acceleration in the global water cycle.

1. Introduction Intergovernmental Panel on Climate Change (IPCC),
predict mean annual global surface temperature to in-
crease 1.4°-5.8°C by 2100 (Houghton et al. 2001, chap-
ter 9). Predicted warming-associated environmental
changes include an increase in global mean sealevel of

0.15-0.95 m and alteration of the spatiotemporal pat-

Based on plausible scenarios of atmospheric concen-
trations of greenhouse gases and aerosols, many climate
model studies, conducted beneath the umbrella of the
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terns of precipitation and soil moisture (Houghton et al.
2001, chapter 9; McCarthy et al. 2001, chapter 4). One
alarming manifestation of anthropogenic warming could
be an ensuing acceleration of the global hydrological
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cycle that might lead to increased global precipitation,
faster evaporation, and a general exacerbation of ex-
treme hydrologic anomalies, floods, and droughts
(Gleick 1989; Easterling et a. 2000; Meehl et al. 2000;
Milly et al. 2002). As elucidated by the IPCC (McCarthy
et al. 2001, chapter 4), such long-term, large-scale, hu-
man-induced changes to global water and energy cycles
could interact with natural variability [e.g., the El Nifio—
Southern Oscillation (ENSO) phenomenon] on daily-to-
decadal timescales and may adversely affect social/eco-
nomic well-being in many regions of the world.
Evidence suggests that some warming-related envi-
ronmental change can now be detected. The IPCC re-
ports that global average surface temperature has in-
creased over the twentieth century by about 0.6° =
0.2°C and thisincrease is likely to have been the largest
of any century during the past 1000 yr (Houghton et al.
2001, chapter 2). Daily minimum temperatures over
land have been increasing on average by about 0.2°C
decade* over the last 50 yr and maximum temperatures
have been increasing by about half that amount leading
to areduction of the daily temperature range (Easterling
et al. 1997). With respect to intensification of the global
hydrological cycle, a number of studies have looked at
changes in the major components. There has been a
statistically significant increase of 2% in global land
precipitation over the twentieth century (Jones and Hul-
me 1996; Hulme et al. 1998). However, this change has
varied spatially and temporally (Karl and Knight 1998;
Doherty et al. 1999). In general, precipitation has in-
creased over most of the mid- and high-latitudes of the
Northern Hemisphere and over tropical land areas but
has decreased over Northern Hemisphere subtropical
land areas. Over the Southern Hemisphere, no compa-
rable changes have been detected at these large scales
(Houghton et al. 2001, chapter 2). The consensus among
studies of snow cover extent is that there has been an
overall reduction in Northern Hemisphere spring snow
cover in the latter half of the twentieth century (Hughes
and Robinson 1996; Frei et al. 1999; Brown 2000). In-
creasesin streamflow have been noted by several studies
(Lettenmaier et al. 1994; Genta et al. 1998; Lins and
Slack 1999; Groisman et al. 2001; Zhang et al. 2001,
Milly et al. 2002) and can, in general, be related to
increases in precipitation, athough changes in snow
cover may have a dominant effect on the timing and
volume of streamflow (Groisman et al. 2001). Soil mois-
ture datafor large regions of Eurasiashow large positive
trends of more than 1 cm decade=* in the top 1 m of
soil (Robock et a. 2000) and are coincident with in-
creases in precipitation, despite temperature increases
that would normally reduce soil moisture through
evapotranspiration. Studies by Golubev et al. (2001)
indicate that actual evaporation has increased over most
dry regions of the United States and Russia and over
the humid maritime regions of the United States during
the warm season but has decreased over heavily forested
areas. The use of indirect, but better-observed variables,
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such as diurnal temperature range have also been used
to indicate changes in the hydrological cycle. Dai et a.
(1999) show that decreasesin diurnal temperature range
during the last 4-5 decades are consistent with the re-
ported increasing trends in cloud cover and precipitation
over many land areas.

In addition to the evidence suggesting global hydro-
logical cycle intensification in the observation record,
many general circulation model (GCM) studies of future
climates predict substantial increases in globally aver-
aged precipitation and related changes in other water
balance variables (e.g., Dai et a. 2001b; also see Eas-
terling et al. 2000; Houghton et al. 2001, chapter 9;
Milly et al. 2002). While GCM simulations are not flaw-
less representations of future climates, the similarity in
predictions for plausible global warming scenarios by
the host of models evaluated in the most recent IPCC
assessment is motivation enough for most scientists and
policymakers to anticipate some warming-induced
changes to the global hydrological cycle. Although it
can be argued that it is possible that these models are
in error and result in the same incorrect simulations,
their ability to provide credible simulations of the cli-
mate over broad spatial and temporal scales and the
ability of several models to reproduce the major trend
in surface air temperature of the twentieth century instill
a certain amount of confidence in the their predictions
(Houghton et al. 2001, chapter 8).

Over the past couple of decades since the possibility
of anthropogenic global warming became apparent,
many studies have addressed the problems of 1) de-
tecting warming trends in global and regional temper-
ature records, and/or 2) determining if existing trends
are significant and not a component of natural variability
(e.g., Wigley and Jones 1981; Bloomfield 1992; Gal-
braith and Green 1992; Richards 1993; Woodward and
Gray 1993; Gordon et a. 1996; Zheng and Basher
1999). Numerous studies have also focused on identi-
fying warming-induced changes to hydrological vari-
ables, such as precipitation and river discharge (e.g.,
Idso and Brazel 1984; Wigley and Jones 1985; Chiew
and McMahon 1993; Lettenmaier et al. 1994; Mitosek
1995; Dai et al. 1997; McCabe and Wolock 1997; Karl
1998; Hisdal et al. 2001). While attempts have been
made to identify the most suitable statistical models/
approaches for detecting trends in the times series of
warming-affected climatological variables (e.g., Rich-
ards 1993; Woodward and Gray 1993; Zheng and Basher
1999), less effort has been directed at determining time-
scales needed to detect warming-induced trends. In one
example, McCabe and Wolock (1997) examined the
likelihood of detecting trends in annual runoff time se-
ries for 585 stream gauges in the conterminous United
States. Their general conclusion was that unless trend
magnitudes were “large”’, ““long” times series would
be needed to detect significantly any trends caused by
climate change.

In this work we address the question of what length
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of data records is needed to detect changes to the global
terrestrial hydrological cycle. We focus on diagnostic
studies of global water balance simulations that allow
estimation of the time required to detect plausible
changes in three major components of terrestrial hy-
drological cycles, precipitation (P), evaporation (E), and
runoff (Q). To do so, we use estimates of ‘* natural var-
iability,” derived from global water balance simulations
for six continents (Africa, Asia, Europe, North America,
Oceania, and South America) to calculate the minimum
number of years required to detect the trends in P, E,
and Q predicted for one of the global warming scenarios
evaluated by the IPCC (Houghton et al. 2001, chapter
9).

2. Data

a. Variable Infiltration Capacity (VIC) model global
simulations

The Variable Infiltration Capacity (VIC) model
(Liang et al. 1994, 1996) is a macroscale hydrological
model that has been used in several large river basin
water balance simulations (e.g., Abdulla et al. 1996;
Nijssen et al. 1997; Wood et al. 1997; Lohmann et al.
1998a; Maurer et al. 2001). Our diagnostic study ex-
amines the 2° global, terrestrial (excluding Greenland
and Antarctica) hydrological cycle simulations con-
ducted by Nijssen et al. (2001a). VIC uses forcings de-
rived exclusively from daily precipitation, temperature
(minimum and maximum) and wind speed fields to cal-
culate grid cell water balance components, including E,
Q, and storage changes (e.g., soil moisture, snow water
equivalence). Runoff at each grid cell is routed to the
basin outlet using the method of Lohmann et al. (1996,
1998b). Vapor pressure is calculated from dewpoint
temperature, which is derived using the method of Kim-
ball et al. (1997). Downward shortwave radiation is cal-
culated based on daily minimum temperature and dew-
point temperature, following Thornton and Running
(1999). Net longwave radiation is calculated based on
the method of Bras (1990).

Precipitation and temperature forcing data were de-
rived initially from station observations and then ex-
tended via stochastic interpolation to areas where me-
teorological station datawere inadequate or unavailable.
The resulting daily sequences were scaled to match the
means of existing global, monthly time series (Jones
1994; Hulme 1995; Huffman et al. 1997). Daily surface
wind speeds were obtained from the joint National Cen-
ters for Environmental Prediction and National Center
for Atmospheric Research (referred to hereafter as
NCEP-NCAR) reanalysis project (Kalnay et al. 1996).
Grid cell elevation, soil type, and vegetation character-
istics, respectively, were specified using 1) 5-min
TerrainBase digital elevation model (DEM; Row et al.
1995) and the land surface mask from Graham et al.
(1999); 2) 5-min Food and Agricultural Organization-
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United Nations Educational and Scientific Cultural Or-
ganization (FAO-UNESCO) digital soil map of the
world (FAO 1995), combined with the World Inventory
of Soil Emissions (WISE) pedon database (Batjes1995);
and 3) the Advanced Very High Resolution Radiometer
(AVHRR), 1-km, global land classification from Hansen
et al. (2000), which has 12 unique vegetation classes.
The remaining soil characteristics, such as porosity, sat-
urated hydraulic conductivity, and the exponent for the
unsaturated hydraulic conductivity equation were based
on Cosby et al. (1984). Vegetation leaf area index is
based on Myneni et al. (1997). Validation of the water
balance components for these simulationsis reported by
Nijssen et al. (2001a,b).

b. Parallel Climate Model simulations

The parallel climate model (PCM) was developed at
the National Center for Atmospheric Research and is
described by Washington et al. (2000). The PCM results
from the coupling in parallel of 1) NCAR Community
Climate Model version 3 (CCM3) and land surface mod-
el (LSM), 2) the Los Alamos National Laboratory
(LANL) Parallel Ocean Program (POP) model, and 3)
the sea ice model from the Naval Postgraduate School
(NPG). Recent PCM simulations are described by Dai
et a. (2001b). For our diagnostic studies, we use output
data from PCM simulations B04.10 (PCM version 1.0)
and B06.20 (PCM version 1.1). The former is a 300-yr
control simulation that we use as an estimate of the
natural variability in P, E, and Q. The latter simulation,
which we use to estimate trend magnitudes for the twen-
ty-first century, corresponds to ‘‘global warming'” sce-
nario A2 in the most recent |PCC assessments, (Hough-
ton et al. 2001, chapter 6). Scenario A2 is generally
regarded as a worst reasonable case scenario that sees
a four-to-five-fold increase in CO, emissions over the
period 2000-99, during which CO,, concentrations in-
crease from about 350 to over 800 ppm (Houghton et
al. 2001, chapter 3). To calculate variability and trend
magnitudes we first interpolate the PCM P and E fields
(Gaussian grid, 128 X 64 cells, roughly 2.8°) to our 2°
VIC model grid domain (land areas only), and then av-
erage over the same grid cellsused in the VIC terrestrial
water balance simulations. Values of Q for the PCM are
not available and so are calculated asresidual discharge,
Q = P — E, by assuming that the year-to-year changes
in soil moisture are negligible (cf. Wigley and Jones
1985).

3. Methods
a. Trend detection methodology

We employ a straightforward approach to estimate
the minimum number of years required to detect sig-
nificant trends in continental water cycle variables. This
methodology utilizes: 1) the **natural’ variability in P,
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E, and Q, as determined from water balance simulations
using the VIC model; 2) PCM-predicted trendsin P, E,
and Q for the twenty-first century for the A2 global
warming scenario (Houghton et al. 2001, chapter 6);
and 3) statistical equations for determining the proba-
bility (B) of committing a type Il error in one-sample
testing. In all calculations, mean annual values for VIC
or PCM grid cells are used.

For the typical hypothesis-testing problem one often
compares a null hypothesis (H,: an event has not oc-
curred) with an alternative hypothesis (H,: an event has
occurred). The t-test statistic is sometimes used to
‘“choose’” between H, and H,, particularly for normally
distributed data. The probability of choosing H, when
Hyistrueis 1 — «; and the probability of choosing H,
when H, istrueis 1 — B. These two probabilities are
referred to, respectively, as the confidence level of the
test and power of the test. Trend detection is a specia
case of the hypothesis-testing problem, for which the
event in question is a trend. Power, which varies with
record length, trend magnitude, and the distribution/
form of the time series (see Lettenmaier 1975, for a
discussion on dependent vs independent series) plays
an important role in trend detection because it gives the
probability of detecting a trend at a fixed confidence
level.

For the trend detection problem, the power of the test
is given by the following equation (cf. Lettenmaier
1975):

_ |Tmin|
1—5—1—FXW11112—W, 1)

where 1 — B is the power of the t test; F, is the cu-
mulative normal distribution; W,__,, is the normal de-
viate at cumulative probability 1 — «/2; 7., isthe min-
imum detectable trend per year for the time series in
guestion; and var(7) is the variance of the time series
residual computed over n years of observation, calcu-
lated as

5 @
Z t — 1)?

where ¢2 is the estimated variance of the ‘‘noise pro-
cess’ (assumed to be equal to the sample variance of
the time series); values of t; represent each year of data;
and t is the mean year.

By rearranging Eq. (1), the minimum number of years
(n,;) Needed to detect atrend for aspecified significance
level, 1 — «, and power, 1 — B3, can be derived from
the left-hand side of the following:

var(z) = ——

Z (ti - E)Z = :_S(Wl—alz — WB)Z! (3)

where 7 is the trend magnitude, determined herein from
the PCM-predicted annual time series; o2 is calculated
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for the VIC water balance simulations (i.e., calculated
from the continent-wide average time series); W,_,, iS
as above; and W, is the normal deviate at cumulative
probability 8. The minimum number of years to detec-
tion is calculated by solving iteratively for n;, in Eq.
3).

Within our framework of detection of intensification,
a is equivalent to the probability of detecting intensi-
fication when there is none and B is equivaent to the
probability of not detecting intensification when it is
indeed occurring.

b. Trend calculations

The Mann—Kendall test has been used previously to
investigate hydroclimatological signals of climate
change/variability (e.g., Lettenmaier et al. 1994; Mi-
tosek 1995; Lins and Slack 1999; Hisdal et al. 2001).
Based on Kendall's (1975) tau and the work of Mann
(1945), the technique, as applied to a time series, tests
whether series values tend to increase or decrease as
time increases monotonically (cf. Helsel and Hirsch
1992). For two-sided testing of a series with n values,
we can express the null and alternative hypotheses as

Ho: ProblY; > Y] =05, foral T, > T,
H,: ProblY, > Y] # 0.5,

where time series values are denoted by Y; T istime; i
=12 ...,n—1;andj=23,...,n

We calculate the magnitude of atrend [7in EQ. (3)]
asthe slope (m) of the KendalI-Theil Robust Line (Theil
1950):

y=nm+ b, 4
where
_ (yj - Yi)
m= (tj - ti) (5)

for al times (t) and data values (y), such that i < j,
andi=1,2,...,(n—1adj=23,...,nInEq.
(4), b is calculated from the median time (t,..,) and
median value (Y,ean) 1N the time series

b= Ymedian — rntmedian' (6)

Significance of atrend can be determined from atest
statistic S that measures the monotonic dependence of
Y on time:

n—1 n

S= 2‘1 _Zl son(Y; - Y), ©
j=1 i=j+

where sgn is the sign (positive, negative, zero) of the

expression Y; — Y,. The range of Sis =n(n — 1)/2. To

test significance, a statistic can be developed that is

closely approximated by the standard normal distribu-

tion:
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Fic. 1. Yearly global terrestrial surface temperature anomaly, precipitation (P), evaporation (E), and runoff (Q)
estimates from PCM model run B06.20 for the period 2000-99 (interpolated to, then averaged over, the VIC 2° X 2°
grid domain). The solid line is the Kendall-Theil Robust Line [Eq. (4)], for which each slope is the magnitude of the
trend: 0.61, 0.42, and 0.21 mm yr~* for P, E, and Q, respectively; the temperature anomaly trend is 0.033°C yr-*. All

trend magnitudes are significant (P-values < 0.0001, Eq. (9)].

ﬁ%;l: S>0
Os
Z, = [0 S=0 (8)
IR NN
0 Os
for which o is calculated as
O M w2
gw(n —1)@n + 5 — > ee — 1)(2 + 5)5
_ i=1
7s = 3 18 o
9)

where M is the number of tied groups; and g, is the
number of datain theith tied group. The null hypotheses
(H,) is rejected at significance level « if [Zg] >
F.(W,_.), where F, and W,__,, are asin Eqg. (1). Note,
an alternative test should be used for values of n less
than 10 (cf. Helsel and Hirsch 1992).

4. Results
a. Predicted trendsin P, E, and Q

In Fig. 1, the predicted (PCM run B06.20) land sur-
face temperature anomaly for 2000-99 is shown with

the corresponding PCM-predicted global, terrestrial
time series of annual P, E, and Q. Each solid lineisthe
Kendall-Theil Robust Line [Eqg. (4)], for which the
slope is the trend magnitude (7). The predicted tem-
perature increase of approximately 3.3°C over the 100-
yr period initiates increases in P, E, and Q of approx-
imately 60, 40, and 20 mm, respectively, over the same
period. All trend magnitudes shown in Fig. 1 are sig-
nificant [P-values < 0.0001, Eqg. (8)]. In Table 1,
values for P, E, and Q (i.e,, those shown in Fig. 1) are
reported for the collective land areas of the world (ex-
cluding Greenland and Antarctica) and for each conti-
nent. Increases in terrestrial precipitation and evapora-
tion are predicted for nearly al continents for the 100-
yr period, beginning in 2000 (also see Dai et al. 20014).
The largest predicted precipitation increasesarefor Asia
and North America (=0.71 mm yr-1); the smallest is
for Africa (0.24 mm yr-1). Africaand Oceania have the
smallest predicted evaporation increase (0.31-0.32 mm
yr—1); for al other continents, E is predicted to increase
by a range of 0.40-0.46 mm yr-*. The smallest pre-
dicted runoff (again, Q = P — E) change is for Africa
(<—0.10 mm yr—1). Asia, which has the highest pre-
dicted increase of P (0.77 mmyr 1), also hasthe greatest
predicted increase in Q (>0.30 mm yr-1).
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TaBLE 1. Estimated continental and global terrestrial trends (7) for precipitation (P), evaporation (E) and runoff (Q = P — E), as predicted
by run B06.20 for 2000-99; variances (o?) for P, E, and Q, determined from VIC simulations of terrestrial water balance (Nijssen et al.
2001a); and min years required to detect significantly (« = 0.05; 8 = 0.10) the estimated 7, given o3,..

North South
Variable Units Africa Asia Europe America Oceania America World
T mm yr-* 0.24 0.77 0.62 0.71 0.45 0.63 0.61
P 02 mm 2421 357 751 433 2512 2912 260
Mo vic yr 173 43 63 48 115 97 45
T mm yr-* 0.32 0.46 0.45 0.45 0.31 0.40 0.43
E 0% mm 609 83 147 70 831 337 63
Mo vic yr 90 37 45 35 103 65 35
T mm yr-* —0.09 0.31 0.14 0.26 0.14 0.24 0.20
Q 0% mm 283 162 589 217 840 1609 119
Mo vic yr 162 60 154 73 177 152 71

b. Variability in P, E, and Q

Variances of terrestrial P, E, and Q for the VIC dataset
are listed for each continent and combined land areas
of the world in Table 1. In general, the three continents
located predominantly in the Southern Hemisphere (i.e.,
Africa, Oceania, and South America) have the highest
variances, particularly for variables P and E. Variance
estimates for terrestrial land areas (i.e., the world in
Table 1) are smaller than those of any individual con-
tinent, owing to aggregating over a larger spatial area
(i.e., al the grid cells comprising the six continents).

c. Minimum detection time

Table 1 lists the minimum years (n,,,) needed to de-
tect significantly the continental and global P, E, and
Q trends predicted by PCM run B06.20 for the period
2000-99. Then,,,, values are computed via Eq. (3) using
variances calculated from the VIC forcing/output data
(Table 1), and the trend magnitude values (7) also listed
in Table 1. Owing to large estimated variability in water
balance variables, Africa, Oceania, and South America
generally require the longest data records to detect the
predicted 7 values. For the opposite reason (i.e., low
variability), detection time for global terrestrial changes
in P, E, and Q (world, Table 1) is generally shorter than
for any individual continent.

5. Discussion
a. Trend detection time

Assuming that the VIC offline forcing data and sim-
ulation output provide realistic approximations of the
natural variability in continental-scale P, E, and Q [this
is demonstrated by Nijssen et al. (2001a) to be a rea-
sonable assumption], data records having lengths on the
order of 3570 yr are needed to detect significant chang-
esin global terrestrial P, E, and Q that might be caused
by a warming-induced intensification in the global hy-
drological cycle (i.e., world, Table 1). For example, the
0.61 mm yr—* increase in global land precipitation pre-
dicted by the PCM simulation, requires 45 yr of ob-

servation data to detect significantly (using the criteria
a = 0.05and B = 0.10). The 0.43 and 0.20 mm yr—*
predicted changes in global land E and Q require 35
and 71 yr of data, respectively, to detect significantly.

In comparison with the global estimates, longer re-
cords spanning a few decades to more than a century
are needed to detect predicted changesin P, E, and Q
for individual continents. Africa, Oceania, and South
America have n,, values exceeding 100 yr for some,
but not all, of the three hydrological variables consid-
ered. The long detection times result from high vari-
ability in the annual time series (e.g., Oceania P), small
predicted trend magnitudes (e.g., Africa Q), or both
(e.g., AfricaP). Detection timesfor evaporation changes
are less than those for P and Q because the variances
are comparatively smaller and the predicted trends are
substantial, although less than those for P. In general,
the following relationship holds for both the n,,, esti-
mates: N, (E) < n.,, (P) < n.,, (Q) (with Africabeing
the lone exception).

It should be noted that the detection time depends on
the magnitude of the trends and is thus dependent on
the GCM used. A comparison of predicted changes in
global temperature and precipitation for the A2 scenario
for arange of models is given by the IPCC (Houghton
et al. 2001, chapter 9) and shows that the PCM predic-
tions lie somewhere in the middle of the range of other
models. Assuming that this is also true for global land
precipitation, detection times based on the PCM-pre-
dicted trends would fall within the range of values cal-
culated using a number of different models.

b. Risk acceptance

An important factor affecting the time required to
detect significant changesin global water cyclevariables
is the level of risk one is willing to accept in making
the determination. For instance, the estimates of n,,
reported in Table 1 are calculated using low values for
the probability of making type | and Il errors (a = 0.05,
B = 0.10, respectively). These conservative criteria
equate, respectively, to “low risk” in (a@) detecting
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TaBLE 2. Values of n,, for precipitation (P), evaporation (E), and
runoff (Q) calculated using the standard normal deviates for various
values of « and B [from Eq. (3)] shown for the world only. PCM-
predicted trend magnitude (7) and VIC-derived variances used in
these min detection time calculations are those in Table 1.

B

0.01 0.05 0.10 0.25 0.50

0.01 58 52 49 44 37

0.05 53 47 45 38 31

P « 0.10 51 44 41 35 28
0.25 47 41 38 31 24

0.50 42 35 31 25 15

0.01 45 41 38 34 29

0.05 42 37 35 30 25

E « 0.10 40 35 32 28 22
0.25 37 32 29 25 18

0.50 33 28 25 19 12

0.01 92 83 78 73 59

0.05 85 76 71 62 51

Q o 010 81 71 66 57 45
0.25 76 66 60 51 38

0.50 67 57 51 40 25

change when it is not occurring or (b) not detecting
change when it is occurring. In Table 2 we show results
for the world only that indicate how detection time for
each variable decreases as risk acceptance increases
(i.e.,, as a and B increase). The value in the upper-left-
hand corner correspondsto using « and 3 values of 0.01
(i.e., high confidence of not committing either a type |
or Il error). The vauesin row 2 (e = 0.05), column 3
(B = 0.10) are the estimates reported in Table 1. Aswe
alow « and B to increase (i.e., increase the risk of
making a detection error), the time to detect significant
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changes in P, E, and Q reduces. Values of n.,, are en-
countered that may be more conducive to answering
critical questions regarding global warming (i.e., is it
or is it not affecting the global and/or continental hy-
drological cycles?), and in making prompt policy de-
cisionsthat may mitigate the affects. However, one must
keep in mind that these shorter detection times come
with the associated cost of higher risk in making the
determination.

¢. Uncertainty in GCM-derived estimates of variance

One downside in our methodology is that the VIC
forcing/simulation data fields span a short period (14
yr). Variability estimatesfor E and Q are computed from
model output, rather than from reliable observations,
which do not currently exist at this resolution (i.e., 2°)
for all terrestrial areas; the precipitation datais, however,
derived from observations. Ideally, we would like to
base the variance estimates on decades to centuries of
data. For al variables, reliable, complete, lengthy da-
tasets of this nature do not exist at any resolution. One
plausible way of approaching the problem, however, is
to estimate variability from P, E, and Q fields, extracted
from multicentury-long GCM control runs.

In Table 3, variances in P, E, and Q are shown for
PCM version 1.0 simulation B04.10, a 300-yr control
simulation. Although PCM version 1.0 and 1.1 runs (1.1
is used to calculate the trends herein) are not directly
intercomparable, the version 1.0 run is adequate for de-
termining the variability of the water balance variables
(http://www.cgd.ucar.edu/pcm/). Also shown in Table 3
are 1) the predicted trend magnitudes for 200099 (i.e.,
those shown in Table 1); 2) theratio of the PCM-derived
variances to those of VIC (o&.u/0d,c); 3) minimum de-

TaBLE 3. Estimated continental and global terrestrial trends (7) for precipitation (P), evaporation (E), and runoff (Q = P — E), as predicted
by the PCM run B06.20 for 2000-99 (from Table 1); variances (o ?) for P, E, and Q, determined from a 300-yr PCM control simulation
(run B04.10); ratio of the PCM- and VIC-derived variances for each variable; min years required to detect significantly [ = 0.05; B =
0.10; Eq. (3)] the estimated trend 7, given the variance determined in the PCM simulation; and ratio of the PCM-derived detection time to

that determined using the VIC variance.

North South

Variable* Units Africa Asia Europe America Oceania America  World

T mm yr-* 0.24 0.77 0.62 0.71 0.45 0.63 0.61
OBem mm 796 239 574 354 3743 1640 92

P 0Bl 02 — 0.33 0.67 0.76 0.82 1.49 0.56 0.35
Nynin PeM yr 119 37 58 45 132 80 32

Nenin pot/Ninin vic — 0.69 0.88 0.91 0.93 114 0.83 0.71

T mm yr-t 0.32 0.46 0.45 0.45 0.31 0.40 0.43
T mm 166 58 173 81 2057 296 24

E Rl 0% — 0.27 0.70 1.17 1.15 2.47 0.88 0.38
Nynin PeM yr 59 32 48 37 139 62 25

Niins pewt/ M vic — 0.65 0.89 1.05 1.05 1.35 0.96 0.72

T mm yr-t —0.09 0.31 0.14 0.26 0.14 0.24 0.20
OBcm mm 347 119 367 200 668 777 41

Q Rl 0% — 1.23 0.73 0.62 0.92 0.80 0.48 0.35
Mo P yr 173 54 132 71 164 119 50

Nins pewt/ M vic — 1.07 0.90 0.85 0.97 0.93 0.79 0.71

* Subscripts for n;, reflect which variance estimate (VIC or PCM) was used in the calculation.
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. Tropical
. Dry
. Temperate

D Highland

Fic. 2. Kdppen climate classes for land areas except Greenland and Antarctica. The 31 subclasses in the Kdppen classification have been
lumped into six major classes. Asia plays host to 25 of the 31 Kdppen subclasses.

tection time predictions using the PCM-derived vari-
ances (Ninpcw); and 4) the ratio of the PCM-derived
Nmin €Stimates to those calculated using the VIC-derived
Variances (nmin_PCM /nmi n_VIC)'

The greatest differences between o, and o3, are
for Africa, Oceania, and South America, the three con-
tinents located predominantly in the Southern Hemi-
sphere. The o3, estimates tend to be smaller than those
for VIC, with exceptions for Africa (Q only), Europe
(E only), North America (E only) and Oceania (P and
E). Thedifferencesfor Africa, Europe, and North Amer-
ica, however, are small. In most cases, higher variability
estimates make the n,,, ,,c values longer than the PCM-
based N, pcu Values. One is tempted to use simply the
Nyinvic @d N eon t0 define arange for trend detection
time. Table 3 shows the implications of doing so: de-
tection time estimates differ by as much as =35%, with
the n,,. e €Stimates being shorter for the majority of
the variables and continents. While arange of estimates
may be practical for policy-making decisions, we have
confidence in the VIC-derived values because (a) the P
data field is derived from observations (Nijssen et al.
20014a) and (b) the other variables have been validated
for large global river systems (Nijssen et al. 2001a).
Similarly, Maurer et al. (2001) showed VIC produced
more realistic variance estimates than typical GCM runs
for mean water cycle elements over the continents.

d. Climate diversity

Of all the continents, the variance estimates for Asia
P, E, and Q are most similar to those calculated for all
global terrestrial areas as a whole (world, in Table 1).
This similarity is related, in part, to Asia occupying a
large landmass (approximately 36% of the global area
in the VIC model domain) that spans a large range of

latitudinal zones (from 7°Sto 77°N in the VIC domain).
Asia also hosts most of the major climate systems that
comprise the global system. This can be seenin Fig. 2,
where the world is divided into Kdppen climate classes
(see appendix), which are computed using P, T, and
elevation variables for 2° X 2° grid cells in the VIC
domain. Using areal percentages for each class, we can
assess how ‘“‘similar’” each of the continents is to the
world as a whole by calculating the root-mean-square
error (rmse):

H V2

2 (A €3y nentclass A reaworld,cl a&s) 2 ’

rmse = (-
31 class=Af

(10)

where class refers to the 31 subclasses of the Kdppen
classification and areais the fractional area of each sub-
class on any given continent or the world as a whole.
The fractional areas for the six major climate classes
and rmse values are given in Table 4. The rmse values
show that the Asian continent, which contains 25 out
of 31 subclasses, is more similar to the world than the
other continents by this simplistic measure. Small an-
nual variability for the Asian water balance variables
(as compared with the other continents), therefore, re-
sults from the damping of seasonal extremes associated
with relatively small regions (e.g., monsoon rainfall,
polar winters vstropical winters) when aggregating over
the whole of Asia. Similarly, this dampening occurs
when calculating the variances for all terrestrial lands
areas of the world asawhole. In thisrespect, Asia, more
than any other individual continent, *‘mimics’ the var-
iability in the global hydrological cycle.
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TaBLE 4. Fractional area of each of the six major Képpen Climate classes for the continents and the world (land areas excluding
Greenland and Antarctica) and rmse in the fractional area of Kdppen subclasses between each continent and the world.

Fractional area

Number
of sub- North South
Class Description* classes World Africa Asia Europe America Oceania America
A Tropical 3 16.7 35.6 6.7 0.0 2.7 14.1 59.2
B Dry 4 23.8 57.9 21.1 14 8.0 64.9 6.0
c Temperate 9 12.6 6.5 8.4 17.9 111 20.5 318
D Cold 12 36.7 0.0 52.0 75.6 52.4 0.0 0.0
E Polar 2 10.2 0.0 11.8 51 25.8 0.5 28.0
H Highland 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Rmse [Eq. (11)] 0.08 0.02 0.09 0.05 0.07 0.07

* Criteria for classification and details of subclasses are listed elsewhere (Critchfield 1983; Table 6.6).

e. GEWEX large-scale observation basins

Currently there are severa large-scale experimental
watershed studies conducted within the framework of
the Global Energy and Water Experiment (GEWEX)
that are dedicated, in part, to understanding variations
in regional hydrological processes and their response to
environmental changes, including those associated with
anthropogenic warming. GEWEX objectives likely in-
clude gathering data useful for detection of intensifi-
cation of the global water cycle (cf. Morel 2001). Be-
cause measuring/monitoring water cycle variables for

TABLE 5. Estimated continental and global terrestrial trends (7) for
precipitation (P), evaporation (E), and runoff (Q = P — E), as pre-
dicted by PCM run B06.20 for 2000-99 for three GEWEX basins in
North and South America; estimated variances (o2) for P, E, and Q,
determined from VIC simulations of terrestrial water balance (Nijssen
et al. 2001a); comparison of GEWEX basin variances with that of
each corresponding continent; min years required to detect signifi-
cantly (e = 0.05; B = 0.10) the estimated trend 7, given the variance
determined in the VIC simulation; and comparison of n,,, values for
each GEWEX basin with that of each corresponding continent.

Mac- Missis-
Variable Units Amazon kenzie  sippi

T mmyr-t 148 0.98 0.66
T VS continent? 2.3 14 0.9

p 02 mm 9117 911 5551
o2 vs continent® — 31 21 12.8
Ninvic yr 81 50 116

N, VS continente — 0.83 1.03 2.43
T mmyr-t 0.69 0.39 0.78
T VS continent? 17 0.9 17

E [ mm 869 247 1041
o2 vs continent® — 2.6 35 14.8
Niinvic yr 61 59 60

N, VS continente — 0.95 1.66 1.70

T mmyr-t 0.83 0.56 -0.11
T VS continent? 35 2.1 -0.4

e mm 4788 157 1475
Q o2 Vs continent® — 3.0 0.7 6.8
Ninvic yr 96 40 253

n.;, VS continente — 0.63 0.54 3.45

min

aValues for 7 vs continent are calculated as Teewex/ Teontinent-
®Values for o2 vs continent are calculated as 02c cewex! T%ic continent:
¢ Values for n;, vs continent are calculated as N ;,vic.cewex/Mminvic cinet:

entire continents is not feasible at this time, GEWEX
experimental basins are potentially the most important
data gathering sources currently available for detecting
intensification of the global water cycle. Rapid detec-
tion, however, will depend greatly on the natural vari-
ability of the water cycle variables within these basins
and also on the actual hydrological changes that will
occur therein.

In Table 5 wereport n,,,, values for the three GEWEX
experimental basinsin North and South America(shown
in Fig. 3): (4) Mississippi River basin [GEWEX Con-
tinental-Scale International Project (GCIP)]; (b) Ama-
zon River basin [Large Scale Biosphere-Atmosphere
Experiment in the Amazon (LBA)]; and (c) Mackenzie
River basin [Mackenzie GEWEX Study (MAGS)]. Val-
ues of 7 and o? are calculated from VIC and PCM
forcing/output fields using the same methodology as
those shown in Table 1. Variances in P, E, and Q for
the GEWEX basins are generally greater than those for
each corresponding continent, which occupies a greater
landmass. Again this results from aggregating annual
grid cell values over larger land areas (i.e., the entire
North or South American continent), such that the in-
fluence of small-scale extrema is checked by larger
zones of similar climatology or by cellshaving opposing
climate signals.

Holding trend magnitudes constant, the higher vari-
ancesfor P, E, and Q in thethree GEWEX basins should
equate to longer n,;,, values than were calculated for the
continents as whole. As seen in Table 4, however, the
PCM-predicted rvaluesfor GEWEX basins are not con-
stant; they differ substantially from those for each cor-
responding continent. Minimum detection times for
some of the GEWEX basins (and for some water balance
variables) are therefore shorter than those for the cor-
responding continental values (e.g., the Amazon basin
for al variables, Table 5). As expected, however, n;,
values for the Mississippi basin are roughly 2—3 times
longer than those calculated for the North American
continent. The variance estimates for al Mississippi ba-
sin variables were 7-13 times higher than those for
North America. In the other North American basin, the
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Mackenzie

3 Mississippi

Amazon

S

Fic. 3. Locations of three GEWEX experimenta basins in North and South America: Mississippi River basin (GCIP); Amazon River
basin (LBA); and Mackenzie River basin (MAGS). Basin boundaries are defined by the 2° X 2° VIC grid cells representing each GEWEX

watershed.

Mackenzie, n.,, values for E and Q are within =66%
of those calculated for the continent; the P n,;,, values,
however, are practically identical. Owing to the relative
closeness between MAGS and North American n,,;,, val-
ues, the Mackenzie basin may therefore be more useful
than GCIP for rapid detection of continental-scale water
cycle intensification. In this respect, the LBA experi-
ment may be the most useful, as n,,;, values are 5%—
37% shorter than those for the entire South American
continent.

f. A case for small-scale indicator basins

Using GEWEX projects for detection of changes in
acontinental water cycleisattractive becausetheselarge

continental-scale watersheds cover a significant part of
their respective continents. To do so, however, we must
assume that changes occurring in the basin (i.e., the
trend magnitudes realized) are representative of those
occurring on the continent as a whole. Comparison of
the PCM-predicted 7 values for the Mackenzie and Mis-
sissippi basins echoes what numerous other GCM stud-
iesof global warming suggest: the ensuring hydrological
cycle changes will vary from region to region, with
some areas showing various degrees of increases and
decreases. Thus, the trend for any one basin (up to some
threshold spatial scale) could differ substantially from
that occurring for the continent as a whole (e.g., again,
the predicted T values for the Amazon are 1.7-3.5 times
higher than those for South America, Table 5).
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Although GEWEX sites are arguably the most so-
phisticated large-scale basin monitoring systems cur-
rently available for detecting water cycle intensification
(Morel 2001), we are currently investigating the pos-
sibility of selecting within each continent several small-
scale (e.g., on the order of 2° or smaller) basins, for
which the natural variability in water balance variables
collectively mimics that of the corresponding continent.
We stress collectively, because individual small-scale
basins will generally have greater variability than the
larger-scale basins (as shown above for continents vs
the globe and for GEWEX basins vs corresponding con-
tinents). The higher variability will almost certainly re-
sult in longer detection time, unless observed trends are
themselves substantially larger as is the case with the
LBA project (Table 5).

It may be that these ““‘indicator” basins are best se-
lected based on climatic criteria (e.g., Kdppen system
or other) to ensure that the continental climate diversity
is preserved. Monitoring indicator basinsfor water cycle
intensification may be more feasible than monitoring
continental water cycles asawhole. This collective net-
work of basins may also be more representative of con-
tinental changes than are larger-scal e basins having very
different natural variabilities.

g. Influence of measurement error

Measurement errors are inherent in the Nijssen et al.
(2001a) VIC precipitation forcings. In this work, how-
ever, we were not able to assess the extent that mea-
surement errors contribute to greater estimates of natural
variability. In well-instrumented areas, such as North
America, the measurement error influence is probably
small, or at least acceptable for the hydrological accel-
eration detection methodology we propose. If this is
true, denser observation networks, regardliess of being
a part of a collective network of indicator basins, may
not contribute substantially to better detection capabil-
ity. For continents such as Africa, the density of the
climate observation network is so sparse that the effects
of measurement error on increasing variability estimates
likely hinders our ability to detect rapidly continental
changes in hydrological cycle variables. Additional ba-
sins measuring P should therefore improve estimates of
“natural” variability, which in turn would lead to better
n.,, €stimates. In addition, satellite-augmented products
akin to the Global Precipitation Climatology Project
(WCRP 1990; Huffman et al. 1997) and Xie and Arkin
(1997) datasets could prove useful in calculating natural
variability and detecting trends in precipitation, espe-
cially as remote sensing data analysis techniques im-
prove.

The other hydrological variables, E and Q, present
problems for detection of acceleration in the global hy-
drological cycle. Evaporation is measured relatively
poorly at any scale. Diagnostic studies of water balance
simulations (such as the VIC simulations considered
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above) may therefore be the only suitable approach to
estimating E variability at this time. Such E estimates
may be quite reasonable when precipitation is derived
from measurements and Q is validated using observa-
tions. Streamflow measurement is, however, complicat-
ed by water management issues (e.g., dams, water di-
version). With this difficulty in mind, it might be better
to first concentrate on estimating accurately the water
management effects at the continental scale, then deduce
the natural flows, rather than implement several small-
scale indicator watersheds to measure streamflow di-
rectly.

6. Conclusions

Using 1) estimates of natural variability in precipi-
tation, evaporation, and discharge, and 2) a parallel cli-
mate model simulation of the IPCC (Houghton et al.
2001, chapter 6) global warming scenario A2, we de-
termined that data records having lengths on the order
of 3570 yr are needed to detect significantly changes
in global terrestrial P, E, and Q that might be caused
by a warming-induced intensification in the global hy-
drological cycle. Longer records are generally needed
to detect predicted changesin P, E, and Q at the con-
tinental scale. Although our study is based on trends
that are predicted to occur over the course of the twenty-
first century, one may not need to wait until 2030—60
to detect changes in the global hydrological cycle. For
instance, if the trends are a continuation of phenomena
that have been occurring over the last few decades—a
time period for which we may aready have reliable
observations (e.g., for precipitation, Global Precipita-
tion Climatology Project, WCRP 1990; Huffman et al.
1997)—we may, therefore, be able to detect with con-
fidence acceleration in some water balance variables by
the end of this decade or the next. If any realized global
warming is less than that predicted by the PCM simu-
lations used herein, the trend magnitudes for P, E, and
Q would likely be less than those we used in calculating
minimum detection time; and therefore, detection time
would be longer.

Minimum time required to detect water cycle inten-
sification is inherently controlled by the level of risk
that one is willing to take in making the determination.
This in itself is vexing because it allows policymakers
to manufacture estimates that support a wide range of
political agendas. Our estimates are made using con-
servative, low-risk probabilities of making type | and
type Il errors during detection (« = 0.05, 8 = 0.10,
respectively). In general, the low-risk values that we
report seem to be in line with the current political at-
titude toward global warming in the United States (i.e.,
moretime is needed for detection before making radical
steps toward mitigating the impacts of global warming);
higher risk values (i.e., less time required for detection)
seem to reflect European sentiment.

Ultimately, detection of global/continental scale hy-
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drological cycle acceleration depends on gathering data
at a scale appropriate for estimating natural variability
and detecting changes. Owing to the current difficulty
in obtaining continental-scale data, especially evapo-
ration, the need for improved measurement technology,
including satellite remote sensing techniques, becomes
apparent. Large-scale hydrological assessment pro-
grams such as GEWEX, which are a vita first step in
assessing/detecting global hydrological changes, may
not alone be sufficient to detect rapidly changes to con-
tinental-scale hydrological cycles. It may be beneficial
to identify several small-scale (e.g., on the order of 2°
or smaller) basins within each continent, for which the
natural variability in water balance variables ** collec-
tively mimics”’ that of each respective continent. The
time to detect hydrological changes occurring in such
a collective network of basins may therefore be more
representative of the time required to detect the asso-
ciated continental changes (work in progress).
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APPENDIX

Koppen Climate Classification System

The original Koppen Climate Classification, devel-
oped in 1918 by Wladimir Koppen, divides terrestrial
areas into five major climatic categories using temper-
ature and precipitation criteria: (A) tropical climates,
(B) dry climates; (C) warm temperature rainy climates
and mild winters; (D) cold forest climates and severe
winters; (E) polar climates. Herein we use a modified
classification, in which a sixth major class (H, highland
climates) is added (cf. Critchfield 1983). The Kdppen
system represents one of many schemes developed to
represent areas of similar climatic conditions. We use
it in this work as a simple index of the diversity of
climatic zones within the continents and the world.
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