
 

 

 
 

 
Copyright ©            IEEE.  

Citation for the published paper: 

 

Title: 

 

 

 

 

Author: 

 

 

 

 

Journal: 

 

 

 

Year: 

 

Vol: 

 

Issue: 

 

Pagination: 

 

URL/DOI to the paper: 

 

 

 

This material is posted here with permission of the IEEE. Such permission of the IEEE does 

not in any way imply IEEE endorsement of any of BTH's products or services Internal or 

personal use of this material is permitted. However, permission to reprint/republish this 

material for advertising or promotional purposes or for creating new collective works for 

resale or redistribution must be obtained from the IEEE by sending a blank email message to  

pubs-permissions@ieee.org. 

By choosing to view this document, you agree to all provisions of the copyright laws 

protecting it. 

Detection of Moving Targets by Focusing in UWB SAR—Theory and Experimental Results

Viet Thuy Vu, Thomas Sjögren, Mats Pettersson, Anders Gustavsson, Lars Ulander

IEEE Transactions on Geoscience and Remote Sensing

2010

48

10

3799 - 3815

2010



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 48, NO. 10, OCTOBER 2010 3799

Detection of Moving Targets by Focusing in
UWB SAR—Theory and Experimental Results

Viet Thuy Vu, Student Member, IEEE, Thomas K. Sjögren, Student Member, IEEE,
Mats I. Pettersson, Member, IEEE, Anders Gustavsson, and Lars M. H. Ulander, Senior Member, IEEE

Abstract—Moving-target detection in ultrawideband (UWB)
synthetic aperture radar (SAR) is associated with long integration
time and must accommodate azimuth focusing for reliable detec-
tion. This paper presents the theory on detection of moving targets
by focusing and experimental results on single-channel SAR data
aimed at evaluating the detection performance. The results with
respect to both simulated and real data show that the ability to de-
tect moving targets increases significantly when applying the pro-
posed detection technique. The improvement in signal-to-clutter
noise ratio, which is a basic requisite for evaluating the perfor-
mance, reaches approximately 20 dB, using only single-channel
SAR data. This gain will be preserved for the case of multichannel
SAR data. The reference system for this study is the airborne
UWB low-frequency SAR Coherent All RAdio BAnd Sensing II.

Index Terms—Coherent All RAdio BAnd Sensing
(CARABAS)-II, detection, fast backprojection, fast factorized
backprojection (FFBP), moving target, multichannel, single
channel, synthetic aperture radar (SAR), ultrawideband (UWB),
UWB chirp scaling (UCS).

I. INTRODUCTION

OVER the last decades, synthetic aperture radar (SAR)
has attracted considerable interest as the number of

applications in geoscience, remote sensing, surveillance, and
reconnaissance increases. The ability to effectively collect data
in severe conditions, such as rain, clouds, and/or darkness, is
considered to be the main advantage of SAR systems as com-
pared to other imaging sensors. Ultrawideband (UWB) SAR
is understood as SAR systems utilizing either a large absolute
bandwidth or a large fractional bandwidth signal and a wide
antenna beamwidth. Examples of experimental UWB SAR sys-
tems are Coherent All RAdio BAnd Sensing (CARABAS)-II
operating in the lower very high frequency (VHF) band from
20 to 90 MHz [1], LORA in the VHF and UHF bands from
200 to 800 MHz [2], P-3 with a bandwidth of 515 MHz
in the VHF/UHF bands at 215–900 MHz [3], ground-based
BoomSAR with a spectral response extending from 50 to
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1200 MHz [4], and PAMIR with a very high simultaneous
bandwidth of 1820 MHz in X-band [5]. Such systems usually
enable high-resolution imaging. Systems operating at low radar
frequencies, e.g., CARABAS, allow one to detect changes in
dense forested areas or under camouflage [6]. Such applications
are of interest to both military and civilian end users.

In this paper, we concentrate on another application of UWB
SAR: detection of moving targets, which is most commonly
realized by ground moving-target indication (GMTI) imple-
mentations based on antenna array solutions. A moving object
is displaced and defocused as an elliptic or hyperbolic curve in
a SAR image [7]. For conventional SAR, i.e., small bandwidth
signal and narrow beamwidth, the displacement and defocusing
in a SAR image are mainly caused by movements in the
range and azimuth directions, respectively. For UWB SAR,
objects moving in the range direction can be both displaced and
defocused in a SAR image due to long integration time. The
detection of moving targets, however, cannot be based on such
features. A stationary target with an elliptic or hyperbolic shape
can give rise to a false detection. Disappearance of moving
targets in a SAR image is also possible due to the dispersion of
the energy reflected from them. In many cases, the target may
be fully obscured by surrounding clutter.

Several moving-target detection methods have been pro-
posed. The detection of moving targets can be based on Doppler
effect [8]. However, the detection is only possible if the speed
of the target is high enough to produce Doppler frequencies
which are distinguishable from the surrounding stationary clut-
ter. Alternatively, moving-target detection can be achieved by
using displaced phase center antenna (DPCA) [9] or space
time adaptive processing (STAP) [10] techniques. Access to
an array antenna gives the opportunity to also correct for
the displacement caused by the SAR process. An overview
of multichannel SAR GMTI is given in [11]. However, such
techniques are not available for single-channel SAR data. The
detection can also be based on the phenomenon that the shadow
projected by the target will produce zeros in a SAR image
[12]. Strong backscattering from the background is required
for this approach. Detection based on phase errors caused by
moving targets is suggested in [13]. A complex SAR image
is divided into patches, where the phase error is estimated
separately in each patch. The magnitude of the phase-error
estimate is measured and, if it exceeds a given threshold,
indicates the presence of a moving target. In addition, there are
also new detection methods based on, for example, the capabil-
ities of dual-frequency millimeter-wave SAR with monopulse
processing for GMTI [14] or PolSAR imagery for moving-
target detection/ship detection [15].

0196-2892/$26.00 © 2010 IEEE
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The goal of this paper is to present the theory of the moving-
target detection by focusing technique in UWB SAR and exper-
imental results aimed at evaluating the gain in detection ability.
This detection technique is based on the detection scheme
proposed in [16] and the optimum relative speed discretization
derived in [17]. The experimental results upon single-channel
UWB low-frequency SAR data show a significant improvement
in detection ability achieved with this detection technique. This
improvement will be preserved when the detection technique is
performed on multichannel SAR data. The moving targets in
our experiments are selected in the areas with low backscat-
tering. This makes the evaluation of the gain in detection
ability more efficient. In the experiments, we use both real
and simulated data based on the airborne UWB low-frequency
SAR CARABAS-II. The real data have been collected by
CARABAS-II in two different field campaigns.

This paper is organized as follows. Section II briefly de-
scribes the likelihood ratio test (LRT) for moving-target detec-
tion. Section III describes in detail the relative speed concept.
Issues related to moving-target focusing are presented in
Section IV. Section V presents the theory of the moving-
target detection by focusing technique and experiments upon
simulated data. Experimental results on real data collected in
the two field campaigns are given in Sections VI and VII.
Section VIII provides the conclusions and outlines future work.

II. LRT FOR MOVING-TARGET DETECTION

The most commonly used radars for GMTI are based on
antenna array solutions but often without SAR capabilities.
However, SAR systems are becoming more and more important
for GMTI since, in SAR GMTI systems, the moving target will
not only be detected but also imaged in its surroundings.

For moving-target detection, two hypotheses on the sampled
radar echo Y can be given: A moving object exists, i.e., the
received signal consists of the reflection from the moving object
S, (hypothesis H1), or no moving object exists (hypothesis H0).
In both cases, the received signal contains clutter connected
to the radar backscattering C and noise N originating from
thermal noise in the system

H1 : Y =S + C + N

H0 : Y =C + N. (1)

The LRT for moving-target detection, known as an optimal
detection scheme in the maximum likelihood sense, is given by

Λ =
P (Y|H1)

P (Y|H0)
. (2)

Different optimal schemes for detection in the maximum
likelihood sense have been proposed. In [18], with an assump-
tion of Gaussian probability density functions for clutter and
noise, the optimal scheme for detection can be written as

Λ=max
∣

∣Y
T
R

−1
S
∗(fD, kD)

∣

∣

{

≥ λ, decision for H1

< λ, decision for H0
(3)

where R is the covariance matrix and λ is a suitable threshold.
This is equivalent to multiplying the received signal by a
weighting vector

wopt = R
−1

S
∗(fD, kD) (4)

where knowledge of Doppler frequency fD and Doppler

chirp rate kD can be obtained by an open- or closed-loop
technique [18].

Another solution for LRT in the case of local backprojection
(LBP) [19] SAR processing is given in [16] as

Λ=

∣

∣

∣

∣

∣

∣

Na
∑

l=1

1

R2
c,l

Nf−1
∑

m=0

ejkmrlA
H
ml(θ

′
l)

× R
−1
mlỸml

∣

∣

∣

∣

∣

2
{

≥ λ, decision for H1

< λ, decision for H0
(5)

where l is the subaperture number, m is the frequency number,

rl is the range to a moving target in the lth subaperture beam,
km is the wavenumber at the mth frequency, Rc,l is the range
from the center of the lth subaperture to subimage, Ỹml is the
subaperture beam measurement vector, Rml is the covariance
matrix, and Aml (θ′l) is the steering vector at m and l for
the moving target. If only single-channel data are used, the
steering vector Aml (θ′l) is equal to one. The detection here
is carried out as follows: First, multichannel subapertures are
formed from multichannel SAR data. The clutter suppression
is then performed on these subapertures by the covariance Rml

and the target steering vector Aml (θ′l). The subapertures are
combined together using different rl’s (dependent on the differ-
ence velocity of the platform velocity and the target velocity)
to focus the target energy. In [16], the clutter suppression step
was tested with good results on the multichannel C-band data.
In this paper, the experiments on the single-channel UWB low-
frequency SAR data shows a significant increase in detection
ability when using the correct difference velocity in the SAR
image formation.

III. NRS

Let the ground coordinates be given by a Cartesian coordi-
nate system (ξ, η, ζ), as shown in Fig. 1. If all movements are
assumed to have constant speeds, i.e., no acceleration, and to
be linear, the movement of the target can then be represented
by the coordinates

ξtg(t) = vξ · (t − t0) + ξ0

ηtg(t) = vη · (t − t0) + η0

ζtg(t) = 0 (6)

where t0 is the time at the minimum range r0. The ground

coordinates of the target at r0 are ξ0 and η0. On the other hand,
the linear movement of the platform is given by

ξpl(t) = vplt

ηpl(t) = 0

ζpl(t) =h. (7)
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Fig. 1. SAR system geometry. �vpl is the velocity, and h is the altitude of the
platform. The velocity of the target �vtg can be analyzed by velocities �vξ and �vη

in ξ and η directions, respectively, and ϕ is the moving direction of the target
with respect to the flight track. The ground coordinates ξ0 and η0 are positions
at the minimum range r0, and �vs is the difference vector of �vpl and �vtg .

Given the coordinates of the ground target and the platform,
the slow-time-dependent range is defined by

r̄t(t) =
√

[ξpl(t) − ξtg(t)]
2 + η2

tg(t) + ζ2
pl(t). (8)

A moving target can be considered as a stationary target in
the SAR formation process if the platform carrying the SAR
equipment is assumed to move with the difference velocity �vs

of the original platform velocity �vpl and the target velocity
�vtg[16]. Hence, the slow-time-dependent range in image coor-
dinates (x, r) can also be written as

r̄t(t) =
√

(vst − x0)2 + r2
0 (9)

where x0 is the platform position at the minimum range
The terms r0, vs, t0, and x0 are connected together by the
relationship

x0 = vst0. (10)

If we substitute (6) and (7) into (8) and then equalize the
coefficients of t2, t, and the constants in (8) and (9), vs and
the position of the moving target in the image coordinates are
found to be

vs =
√

(vpl − vξ)2 + v2
η (11)

r0 =

√

√

√

√η2
0 ·

[

1 +

(

vη

vpl − vξ

)2
]

+ h2 (12)

x0 =
vs

vpl

(

ξ0 −
vη

vpl − vξ

η0

)

. (13)

The normalized relative speed (NRS) γt is defined by the
length of the difference velocity �vs, which is normalized with
respect to the platform speed vpl

γt =

√

(vpl − vξ)2 + v2
η

v2
pl

. (14)

With such, (9) can be rewritten in a more convenient form as

r̄t(t) =

√

γ2
t · (vplt − x′

0)
2 + r2

0 (15)

where

x′
0 = ξ0 −

vη

vpl − vξ

η0. (16)

Equation (15) is called the focusing equation and can be
found also in [16]. A moving target can be focused in the SAR
image simply by scaling the speed of the platform with γt.

IV. MOVING-TARGET FOCUSING

The focusing approach can be carried out differently, de-
pending on which image formation algorithm is used. In gen-
eral, algorithms can be divided into two groups: time- and
frequency-domain algorithms. Both of them have been proved
to be applicable to the focusing approach [20], [21].

Global backprojection (GBP) [22], which is a time-domain
algorithm, has been used in [20] to focus moving target for
detection. The moving-target focusing is obtained exactly by
(9). However, this algorithm normally requires extremely long
processing time. To save the processing time, we can use faster
time-domain algorithms such as LBP [19] or fast backprojec-
tion [23]. To avoid distance compensation and subimage shifts
associated with LBP [24], we propose to use PBP. Aside from
this, fast factorized backprojection (FFBP) [25], [26] can also
be an option for the moving-target focusing.

In [21], the moving-target focusing is based on a frequency-
domain algorithm called range migration (RM) [27]. A new
wavenumber in azimuth kx scaled with γt to focus the moving
target is given by

k′
x =

2πfx

γtvpl

(17)

where fx is the azimuth frequency. However, RM requires
the Stolt interpolation, and this leads to high computational
complexity. UWB chirp scaling (CS) (UCS) [28], which is
a candidate for UWB SAR data processing, does not require
interpolation and can be efficiently performed by complex
multiplications and fast Fourier transforms; it thus has the
advantage of short processing time and is also selected as a
candidate for the focusing approach. In this section, we present
guidelines to focus moving targets using PBP and UCS.

A. Moving-Target Focusing Using PBP

In PBP [23], two concepts—polar and slant-range
images—are used. Similar to LBP, PBP divides the complete
aperture into subapertures. The selection of subaperture size is
based on the SAR system parameters and has a direct influence
on image quality and processing time. However, any selection
must ensure that the phase error is smaller than π/8 (far-field
condition). From the center of each subaperture, a polar
grid (cos α̂, r̂) is created. The polar grid must cover the full
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slant-range image and meet the Nyquist sampling requirements
for α̂ and r̂

∆cos α̂ <
c

2fmaxLs

(18)

∆r̂ <
c

2B
(19)

where fmax is the maximum radar signal frequency, Ls is
the subaperture size, c is the speed of light, and B is the
signal bandwidth. In PBP, the polar images are retrieved by
superposition of backprojected data in polar grids. The range
from a position in the lth subaperture to a pixel (m,n) of the
lth polar image is determined by

r̃l,m,n(t)=
√

(vplt − xl − r̂n cos α̂m)2 + (r̂n sin α̂m)2. (20)

The slant-range image is obtained by linear mapping from
all the polar images. The range from the center of the lth
subaperture to a slant-range image pixel (xi, rj) and the cosine
of the angle between the range and the flight track vectors are
derived as

r̄l,i,j =
√

(xl − xi)2 + r2
j (21)

cos(ᾱl,i,j) =
xl − xi

r̄l,i,j

. (22)

Moving-target focusing can be obtained by scaling the speed
of the platform with NRS in (20), i.e., focusing in the polar
image formation

r̃l,m,n(t) =
√

γ2
t · (vplt − xl − r̂n cos α̂m)2 + (r̂n sin α̂m)2.

(23)

The focusing can also be carried out by scaling the speed of
the platform with γt in (21), i.e., focusing in the slant-range
image formation

r̄l,i,j =
√

γ2
t · (xl − xi)2 + r2

j . (24)

For FFBP, the focusing can be performed on either any
beam forming stage or the image formation stage. This issue
is presented in detail in [29] and [30].

B. Moving-Target Focusing Using UCS

Due to the approximations in CS [31], it may only be valid
for a limited number of SAR systems which utilize small
fractional bandwidth and narrow beamwidth. A proposal to
apply nonlinear CS (NCS) to process CARABAS-II data has
been given in [32]. However, with such proposal, we must
reduce the pulse repetition frequency (PRF) by considering one
out of several adjacent radar echo data to keep the term β real
at all azimuth frequencies with a high possibility of aliasing

β =

√

1 −
(

cfx

2fcvpl

)2

(25)

where fc is the center frequency and fx is the azimuth fre-
quency. The idea behind UCS is to manipulate a higher speed

TABLE I
PARAMETERS USED IN THE MEASUREMENT CAMPAIGN IN SIMRISHAMN

of the SAR platform in processing, i.e., scaling the speed of the
SAR platform with NRS γu > 1, to keep β in real at all azimuth
frequencies [28]

β =

√

1 −
(

cfx

2fcγuvpl

)2

. (26)

The condition for γu is retrieved directly from (26) as

γu >
λc

4∆L
(27)

where ∆L is the space between two adjacent SAR platform
positions. Defocusing caused by γu will be compensated in
the phase functions. In addition, the space-variant RM existing
in UWB SAR is handled by using the nonlinear FM filtering
method [33], i.e., NCS. An extra phase filter ψ0(ft, fτ ) in the
2-D frequency domain is introduced in [28] as

ψ0(ft, fτ ) = exp
[

iπY (ft)f
3
τ + iπZ(ft)f

4
τ

]

(28)

where fτ is the range frequency, Y (ft) and Z(ft) are the
azimuth frequency-varying phase filter coefficients. The UCS
phase functions of CS, range compression, and residual phase
correction, which include the compensation for the defocusing
caused by γu, are presented in details in [28]. For UCS, moving-
target focusing can be reached by scaling again the platform
speed using the true NRS γt in (26) as

β =

√

1 − 1

γ2
t

(

cfx

2fcγuvpl

)2

. (29)

C. Moving-Target Focusing Tests

In moving-target focusing tests, we use simulated data based
on the parameters of the airborne UWB low-frequency SAR
CARABAS-II [1] in order to keep consistency with the later
experiments. These parameters were used in the data collection
campaign in the Simrishamn area in 1999, and they are given in
Table I. Experiments on real data will be given in Sections VI
and VII.

To test the ability of focusing a moving target with NRS,
we assume that there are two known moving point targets.
One moves with speed vtg = 5.34 m/s toward ϕ = 81.5◦ with
respect to the flight track, as shown in Fig. 1 and the other
toward ϕ = −65.2◦ with the same speed. Estimated NRSs are
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Fig. 2. SAR images of the simulated stationary and moving targets processed
by PBP and UCS. The integration angle θ = 15◦ is chosen arbitrarily. In the
SAR scene, the moving target with γt = 1.0378, which appears on the left-
hand side of the SAR images, has an RCS of σ = 1 and the one with γt =
0.959 on the right-hand side σ = 0.25. There are one stationary target with
σ = 1 in the middle of SAR images and four other stationary targets on the
right-hand side with σ = 0.25, 0.5, 0.75, and 1 surrounding the moving target
γt = 0.959. The black rectangles mark the areas of detection (containing the
moving target γt = 1.0378 and σ = 1) and the areas of reference (containing
the stationary target and σ = 1), which are used for evaluation purposes. Other
targets are used mainly for moving-target detection illustration. (a) Original
SAR image processed by PBP (γt = 1). (b) SAR image processed by PBP with
γt = 0.959. (c) SAR image processed by PBP with γt = 1.0378. (d) Part of
the original SAR image processed by UCS (γt = 1). (e) Part of SAR image
processed by UCS with γt = 0.959. (f) Part of SAR image processed by UCS
with γt = 1.0378.

γt = 0.959 and γt = 1.0378. The radar cross section (RCS)
of the target with γt = 1.0378 is normalized to σ = 1, the
other with γt = 0.959 and σ = 0.25. In addition, a number of
stationary point targets with RCS σ = 0.25, 0.5, 0.75, and 1 are
also present in order to investigate the effects caused by the
focusing approach to a SAR image. The thermal noise is as-
sumed to be additive white Gaussian noise at a level of −10 dB.
Fig. 2(a) shows the 250 m × 250 m SAR image of the five
stationary targets and two moving targets processed by PBP.
However, the size of a SAR image processed by UCS is
specified by the considered number of aperture positions and
the number of range data. Fig. 2(d) shows part of the original
SAR image processed by UCS.

The moving targets are displaced and defocused in the SAR
images. One appears on the left-hand side of the SAR images
as elliptic curves, and the other on the right-hand side is sur-
rounded by four stationary targets. Fig. 2(b) and (e) shows the
SAR images of the stationary point target and the moving tar-
gets after applying the focusing approach using a known NRS
γt = 0.959. The stationary targets in the center and surrounding
the moving target on the right-hand side of the SAR images
are now defocused and appear as elliptic curves. The moving
target on the left-hand side of the SAR images is strongly
defocused and appears almost as a straight line. Meanwhile, the
moving target surrounded by the stationary targets on the right-
hand side of the SAR images is now focused to the original
shape (point) and can be seen clearly. Similar effects can be
seen in the SAR images in Fig. 2(c) and (f) after applying the
focusing approach using another known NRS γt = 1.0378. The
superposition of the hyperbolic curves caused by the defocusing
of the stationary targets, as well as the moving target, can result
in higher energy concentration in some image pixels.

V. DETECTION OF MOVING TARGETS BY FOCUSING

As illustrated, a moving object can be focused to its original
shape in the SAR image by simply processing SAR data
with NRS, i.e.,scaling the platform speed with NRS, while
any stationary objects are instead defocused. However, this
focusing approach can only be carried out if motion parameters
of the moving object, e.g., speed and motion direction, are
known. In reality, these parameters are not usually known and
therefore require complex estimation procedures if they are to
be retrieved. These procedures can be applied if, and only if,
the presence of a moving object is indicated; in other words, the
moving object must be detected first before applying estimation
procedures.

For detection, different blind hypotheses γp, the so-called
NRS under test, must be tested on either (23) or (24) and
(29) until the optimum moving-target focusing for detection
is reached. In this paper, the subscript p is used to denote the
processed variables. The energy reflected from moving objects,
as well as stationary objects, at each hypothesis γp is therefore
either concentrated or dispersed. If there is a moving object
with γt, at the hypothesis γp ≈ γt, the energy reflected from the
moving object is highly concentrated, and the energy reflected
from the stationary objects is dispersed due to smearing.

The subsequent problem is then how to adapt the value of
γp between the tests. In other words, how large should the
step size be between different blind hypotheses in the detection
scheme? A tradeoff between the probability of detection and
the computational cost must be taken into account. The highest
probability of detection can be obtained for the smallest step
size. However, depending on the false alarm rate, different step
sizes may be used.

A. Optimum Step Size of NRS for Detection

An optimum quantization step size ∆γ for detection is
proposed in [17]. The derivation of the step size is based on
the decrease of the SAR image intensity of a point target given
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Fig. 3. Absolute values of |hr(γp, t0)| as a function of the fractional band-
width Br (PAMIR: Br ≈ 0.2, LORA and P-3: Br ≈ 1.2, CARABAS-II:
Br ≈1.3, and BoomSAR: Br ≈ 1.8) and Q.

by the GBP integral [22]. This decrease can be estimated by
the ratio

hr(γp, t0) =

+∞
∫

−∞
g

(

t,
√

γ2
p · [vplt − xp(t0)]

2 + r2
p(t0)

)

dt

+∞
∫

−∞
g

(

t,
√

γ2
t · [vplt − x0]

2 + r2
0

)

dt

(30)

where g(t, r) is the band-limited radar pulse after range com-
pression. Hence, the denominator of the ratio (30) defines the
peak intensity of a point target, i.e., γp = γt. The numerator
determines the intensity of a point target corresponding to a
blind hypothesis γp. An incorrect hypothesis smears the point
target into the shape of an ellipse or a hyperbola and thereby
causes a reduction of the ratio (30).

If we assume that a chirp signal is transmitted, Fig. 3 shows
the absolute values of the integral (30) as a function of the
fractional bandwidth Br and the scalar variable Q

Q = vplti

√

πfc

∣

∣γ2
p − γ2

t

∣

∣

2cr0

(31)

where ti is the integration time. With the parameters given
in Table I, the CARABAS-II fractional bandwidth is esti-
mated about 1.3. Assuming that the maximum acceptable ratio
|hr(γp, t0)| is given by hlim, then the condition for ∆γ can then
be found using the following inequality:

∣

∣

∣

∣

hr

(

γt ±
∆γ

2
, t0

)∣

∣

∣

∣

≤ hlim. (32)

A threshold hlim should be set as desired to meet the demand
of the acceptable detection failure. With the threshold hlim, the
optimum discretization step can be approximated by

∆γ ≈ Q2cr0

2πfcγtv2
plt

2
i

. (33)

Fig. 4. (a) Spatial resolutions in azimuth ∆x and range ∆x (RES) obtained
by PBP and UCS at different integration angles. (b) UCS differential resolution
(DRES) with reference to PBP.

Equation (33) is derived for short apertures. However, it is
shown in [17] that this approximate solution can also be applied
to long apertures with a discretization step error of less than
10%, i.e., the discretization step derived with the approximation
of short apertures (33) is always smaller than the discretization
step for long apertures. The range of NRS being tested can be
derived from another form of (14) as

γt =

√

(

vtg

vpl

)2

− 2

(

vtg

vpl

)

cos ϕ + 1 (34)

where ϕ is the moving direction of the object. The minimum
and maximum values of γt correspond to moving directions of
0◦ and 180◦, respectively

γt,min = 1 − max

{

vtg

vpl

}

(35)

γt,max = 1 + max

{

vtg

vpl

}

. (36)

B. Procedures and Practical Considerations for Detection

The procedure to perform the moving-target detection by
focusing technique in this paper can be listed as follows:

1) processing data with different hypotheses in SAR image
formation [using either (23) or (24) and (29)];

2) examining image pixels after the data processing;
3) detecting the presence of moving objects based on

intensity.

Some practical issues should also be considered in the tests.
For example, it may not be necessary and efficient to use
the complete aperture for detection. The assumption of no
acceleration in Section III is also more likely to hold with
small integration times associated with small integration angles.
Image pixel spacing is another practice issue since it affects the
number of the tested hypotheses and, therefore, the processing
time. We propose to use the spatial resolutions, i.e., −3-dB
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Fig. 5. Measured normalized intensities on 2500 image pixels 10 m × 2.5 m,
belonging to the 250 m × 250 m tested area processed by PBP at the hypothesis
γp = 0.96. The black circle denotes the peak value of normalized intensities at
this hypothesis. The peak corresponds to the moving target with σ = 0.25.

widths, in azimuth and range for the image pixel spacing in
the detection stage. Fig. 4(a) shows the measurement results on
spatial resolutions (RES) obtained by PBP and UCS at different
integration angles using the simulated data. The azimuth and
range resolutions can also be approximately estimated by [34]

∆x ≈ c

2fcθ
(37)

∆r ≈ c

2B
(38)

respectively, where θ is the processed integration angle and B
is the signal bandwidth.

C. Moving-Target Detection Tests on the Simulated Data

In this paper, SAR images are represented in local azimuth
and local range coordinates. The formats (azimuth 1: azimuth 2,
range 1: range 2), (azimuth, range), and azimuth × range are
used to locate an area, a position, and the dimension of an area,
respectively.

Moving-target detection tests in this section use the same
simulated SAR data in Section IV. The tests follow the detec-
tion procedures given in Section V-B. An arbitrary integration
angle, e.g., θ = 15◦, is selected for the tests. The corresponding
image pixel spacing, which can be seen in Fig. 4(a), should
be 10 m × 2.5 m. Different blind hypotheses γp are tested
on the whole imaged SAR scene in Fig. 2(a), i.e., 250 m ×
250 m. Depending on the expected detection ability, different
optimum discretization step sizes can be found based on (33).
In general, we can decide on an optimum quantization step
size corresponding to the threshold hlim = −3 dB, i.e., giving
a maximum loss of 3 dB from the peak intensity. With such
threshold, (33) results in the optimum discretization step size
∆γ ≈ 0.005. The range of hypotheses γp can be estimated by
(35) and (36). It is assumed that a slow moving point target is
the subject to be detected. The maximum speed of the simulated
target is 12.8 m/s, and the moving direction is not known.
Equations (35) and (36) result in a range of different blind
hypotheses γp ∈ [0.9, 1.1].

Fig. 6. Measured normalized intensities on 2500 image pixels 10 m × 2.5 m,
belonging to the 250 m × 250 m tested area processed by PBP with different
γp’s. The solid black plots denote the peaks of the targets with σ = 1; the peak
−6 dB at γp = 0.96 corresponds to the moving target with σ = 0.25.

In the first test in this section, the SAR data are processed
by PBP with an image pixel spacing of 10 m × 2.5 m. Fig. 5
shows the measured normalized intensities of the image pixels
belonging to the tested area at the hypothesis γp = 0.96. The
number of image pixels within this area is Npixel = 2500. The
behavior of the normalized intensities belonging to the tested
area at all hypotheses γp can be investigated by mapping them
in a 2-D plot. Fig. 6 shows the relationship between the NRS
being tested and the normalized intensities. The peak values
of the normalized intensities are retrieved at the hypotheses
γp = 0.96 and γp = 1.04, indicating the highest possibility of
the presence of the two simulated moving targets. Another is
retrieved at the hypothesis γp = 1, indicating the presence of
the simulated stationary target. The detection of the moving
target with NRS ≈ 0.96 indicates that the moving-target de-
tection by focusing technique facilitates detecting weak moving
targets which are obscured by strong surrounding stationary
targets.

For UCS, we must perform blind tests γp on an area whose
dimensions are defined by the number of aperture positions and
the number of range data. The data belonging to the areas of
interest are then extracted. The image pixel spacing is fixed
and depends on the distance between two adjacent aperture
positions, i.e., the ratio of the platform speed vpl to PRF, and
the range sampling frequency. With the parameters given in
Table I, the image pixel spacing in azimuth is estimated to be
0.9375 m. The range sampling frequency 160 MHz results in
the image pixel in a range of 0.9375 m. For the same 250 m ×
250 m tested area, which is a part of the SAR image processed
by UCS, the number of image pixels rises to Npixel = 71 289.
Fig. 7 shows the plot of the measured normalized intensities in
the tested area with respect to NRS under test.

The plot shows that there seems to be more than one moving
target with NRS ≈ 0.96 and more than one moving target with
NRS ≈ 1.04. However, all normalized intensities around the
NRS ≈ 0.96 or NRS ≈ 1.04 belong to adjacent image pixels
and are smeared from a single moving target. Such effect is
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Fig. 7. Measured normalized intensities on 71 289 image pixels 0.9375 m ×
0.9375 m, belonging to the 250 m × 250 m tested area processed by UCS
with different γp’s. The solid gray plots denote the peaks of the targets with
σ = 1; the peaks −6 dB at γp = 0.96 correspond to the moving target with
σ = 0.25.

caused by the small image pixel spacing. If the tested area is
downsampled with factors of about ten in azimuth and three
in range, the number of image pixels belonging to the tested
area is reduced to Npixel = 2500. A similar detection of moving
targets with NRS ≈ 0.96 and NRS ≈ 1.04 is then achieved
with UCS.

D. Evaluation of the Moving-Target Detection by
Focusing Technique

The moving-target detection by focusing technique can be
evaluated by terms of ability of detection and processing time
for the detection. The ability of detection can be based on
the improvement in signal-to-clutter noise ratio (SCNR). If we
define the area of detection and the area of reference by a fo-
cused moving target and a stationary point target, respectively,
surrounded by low backscattering areas, the evaluation using
the improvement in SCNR is introduced in [20] as follows:

GSCNR = 20 log

(

μ2

μ1

)

− 20 log

(

ν2

ν1

)

(39)

where μ1 and μ2 are the retrieved peak intensities in the area
of detection before and after focusing, respectively. Similarly,
ν1 and ν2 are the peak intensities in the area of reference.
Both areas of detection and reference in this simulation can
be chosen relatively small. For PBP, we need only to process
these small areas with different hypotheses γp on γt. For UCS,
we must process the whole SAR image and search for the peak
intensities on these smaller areas.

At hypothesis γp = 1.04, the energy reflected from the mov-
ing target with NRS ≈ 1.04 is highly focused, while the energy
reflected from the stationary target is dispersed. The area of
detection in this test is marked by black rectangles, as shown
in Fig. 2(b) and (e). The black rectangles in Fig. 2(a) and (d)
delineate the area of reference containing the stationary point

TABLE II
NUMBERS OF OPERATIONS FOR DETECTION

REQUIRED BY PBP AND UCS

target in the center of the SAR image. In this simulation, we
can find μ1, μ2, ǫ1, and ǫ2 values by extracting information in
the detection stage (solid black plots in Fig. 6 and solid gray
plots in Fig. 7). The improvement in SCNR given by (39) can be
visually estimated as GSCNR ≈ 20 dB for both PBP and UCS as
the result of 10-dB concentration of the moving target’s energy,
as well as −10-dB dispersion of the point target’s energy. This
improvement depends both on the radar system and the velocity
of the moving target. With such an improvement, this technique
even accommodates detecting moving objects surrounded by a
considerable number of stationary targets.

The processing time for the detection is related to the com-
putational cost. For PBP, the processing time is also affected
by the subaperture length. As mentioned in Section IV-A, the
focusing approach can be performed on either the polar image
formation or the slant-range image formation using γt. Both
proposals give advantages of processing time compared to
GBP. If Nh is the number of hypotheses, Na is the number
of aperture positions corresponding to the integration angle
handling the detection, and Nx and Nr are the dimensions of
the tested area, the optimum numbers of aperture positions to
form subapertures are given by

Ns =
√

Nx (40)

for the former proposal and

Ns =
√

Nh × Nx (41)

for the latter one. The optimum numbers of operations for
detection are summarized in Table II. It is obvious that the latter
proposal even runs approximately

√
Nh times faster than the

former one.
UCS always processes a matrix of size Na × Nd for each

hypothesis γp, where Nd is the number of range data. Since the
number of range data is very large, such processing requires
huge memory. In the case where the requirement of memory is
fulfilled, the technique-embedded UCS runs much faster than
GBP. The number of operations for detection required by UCS
is also given in Table II.

E. Possibility to Use the Moving-Target Detection by
Focusing Technique for Estimation

As soon as the moving target is detected, an appropriate
method can be used to estimate such parameters as speed,
moving direction, and dimension of the moving object. One of
the NRS estimation methods, which is proposed in [35], works
in an iterative way and is based on a chirp rate estimator in
azimuth direction of the SAR image. The investigation in [20]
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demonstrated that the technique not only facilitates detecting
moving objects but also estimating motion parameters such as
NRS. Hence, a better estimate of NRS can be achieved by
testing different hypotheses γp with smaller steps close to the
retrieved peak intensity. Using the same integration angle for
the detection stage, a new step size for estimation ∆γe can be
retrieved by (33) with a more strict threshold hlim. However,
there are also other ways to find a step size for estimation
∆γe, for example, the one proposed in [36] from the speed
estimation’s point of view. Using PBP, the extra computational
cost for the NRS estimate with a smaller step size carried out
by (24) is

Nh,e × Na,e ×
Nx × Nr

Ns

(42)

where Nh,e is the number of hypotheses in the estimation
stage and Na,e is the number of aperture positions used in
the estimation stage. The estimation step can be performed
on extremely small areas since small displacement caused by
directional reflection has been compensated in the detection
stage. Using PBP, the computational cost for this extra step
is small enough to be insignificant. Estimations regarding ac-
celeration or moving direction are possible if we test different
hypotheses γp with a smaller step and different integration
angles. These aspects are not, however, presented in detail in
this paper.

F. Comparison Between PBP and UCS With Regard to the
Moving-Target Detection by Focusing Technique

Fig. 4(a) shows the measurement results on spatial resolution
(RES), considered to be the most significant parameter for
image quality measurements when evaluating quantitatively
the performance of the PBP and UCS algorithms where no
motion error is assumed. With regard to the detection ability,
RES is related to the retrieved peak intensity, the optimum
quantization step, and the image pixel spacing for detection.
The measurements should also be performed at different in-
tegration angles since different azimuth focusings obtained at
different integration angles result in different spatial resolutions
in azimuth in UWB SAR [37]. To facilitate the comparison
between PBP and UCS in terms of spatial resolution, we use
the differential resolution terms (DRES) which are introduced
in [37]. The references for these measurements are given by
PBP spatial resolutions. The measured results are shown in
Fig. 4(b). The DRES measurement results indicate that if there
is no motion error, UCS can obtain approximately the same
spatial resolutions in azimuth and range as PBP at small in-
tegration angles (up to 15◦). These resolutions in both azimuth
and range are up to 25% and 15% lower than PBP at larger
integration angles, respectively. Although there is no motion
error introduced, the ability of UCS to image objects distinctly
and separately on a SAR image is inferior to that of PBP at large
integration angles. The moving-target detection by focusing
technique is associated with a large integration angle and must
handle azimuth focusing for reliable detection. In such cases,
PBP has advantages over UCS. Due to the approximations
still existing in UCS, as well as NCS, the ability to image
weak reflective targets affected by a strong reflective target

nearby of these algorithms in UWB SAR is restricted. This is
demonstrated by the measured results of integrated and peak
sidelobe ratios given in [32]. In reality, there are always motion
errors caused by any airborne SAR system, and these motion
errors need to be compensated. However, there may not be a
manageable motion compensation method for UCS as for time-
domain algorithms [38].

As also shown in [32], the computational cost for NCS
accelerates with the increase of the integration angle. This
also holds for UCS. For UWB SAR processing in general
and moving-target detection in UWB SAR in particular, some
extra computational costs must be counted for UCS, such as
elimination of higher order phase terms in the Taylor expansion
(from the fourth order for NCS and the fifth order for UCS) and
motion error compensation.

As shown in the tests in Section V-C, using PBP in the detec-
tion of moving target by focusing technique has the advantage
of the flexible tested area, owing to PBP’s local processing
characteristics. In addition, the image pixel spacing can be set
as desired. For UCS, the hypotheses must be tested on a larger
area since its dimensions are decided by the considered number
of aperture positions and the number of range data. The image
pixel spacing is also limited by the required PRF and the range
sampling frequency.

A comparison in terms of processing time related to the
computational cost for the detection may be difficult to present
in an analytical way due to the different matrix sizes to be
processed. However, in our tests with simulated data, the
detection-embedded UCS has no advantage in terms of process-
ing time over PBP.

For these reasons, experiments on the real CARABAS-II
data in the following sections are focused on the detection-
embedded PBP. With an appropriate selection of processing pa-
rameters and an appropriate method for embedding PBP in the
moving-target detection by focusing technique, this technique
can be carried out efficiently both in terms of image quality for
detection and processing time.

VI. FIRST EXPERIMENT ON REAL DATA

In the first experiment on real data, we used CARABAS-II
SAR data collected in the area of Simrishamn, located along the
Baltic coastline in southern Sweden. The latitude and longitude
of the aim point are 55.5◦ N and 14.3◦ E, respectively. The
parameters for the registration are given in Table I and have
also been used to generate the simulated data in Sections IV
and V. The imaged ground scene is shown in Fig. 8.

Using PBP, the SAR image in Fig. 8 is formed by a complete
aperture of 20 480 positions, equally spaced at 0.9375 m. The
dimensions are 5120 m × 5120 m with 1-m sampling in each di-
rection. With such dimensions, an optimum subaperture size in
PBP of 72 aperture positions is retrieved by (41) with Nh = 1.
With the available data, a selection of the tested area can be the
full SAR scene 5120 m × 5120 m. However, due to illustration
purposes, we select an area of 400 m × 100 m surrounding
(1159, 128) marked by a black rectangle in Fig. 8. In this area,
moving targets can be detected, as well as imaged easily. An
arbitrary integration angle θ = 15◦ is considered for handling
the detection. Equations (37) and (38) result in 10 m × 2.5 m
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Fig. 8. Ground scene in the area of Simrishamn, located along the Baltic coastline in southern Sweden, is imaged by CARABAS-II with parameters given in
Table I. The image is processed by the complete aperture which refers to an integration angle of about 110◦ with respect to the aim point. The area surrounding
a hyperbolic curve visible in a SAR image, where the presence of a moving target is predicted, is delineated by a black rectangle. A pointlike scatterer, which is
marked by a black circle, is used to observe the effects of the focusing approach to the SAR image.

as the image pixel spacing. The number of image pixels be-
longing to the tested area is therefore Npixel = 1600. Since the
selected area belongs to the territorial waters in Simrishamn,
moving objects can be a boat, a ferryboat, or a ship. The
speed of such vessels may be up to 50 km/h or 14 m/s. The
NRS range is set approximately from 0.9 to 1.1 based on (35)
and (36). Using the parameters given in Table I, an optimum
quantization step size ∆γ = 7.5 · 10−3 is retrieved by (33)
based on the threshold hlim = −3 dB and Q = 1.6. The number
of hypotheses γp needed for detection is therefore Nh = 27.
Fig. 9 shows the normalized intensities of the image pixels
processed with different hypotheses γp.

Measurement results on the normalized intensities indicate
the presence of a moving targets with NRS ≈ 0.96 in the tested

area. The three peaks shown in Fig. 9 belong to three adjacent
image pixels and should therefore be associated to one single
moving target. The difference in NRS may be explained by
waves in the territorial waters in Simrishamn at the time of data
collection. The strong waves cause roll of the vessel, which
change its velocity during the integration time. This affects
severely the detection ability.

Fig. 10 shows the same imaged scene as in Fig. 8 but
processed with γp = 0.96. Some effects on the new formed
SAR image can be seen directly. The elliptic curve in the
selected area marked by the black rectangle is now focused on a
small bright spot in Fig. 10. This again confirms the presence of
only one vessel in the tested area. Meanwhile, pointlike scatters,
e.g., the one marked by the black circle, either smear as elliptic
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Fig. 9. Measured normalized intensities on 1600 image pixels 10 m × 2.5
m, belonging to the 400 m × 100 m tested area processed by PBP with
different γp’s. Optimum quantization step size for detection ∆γ = 7.5 · 10−3,
integration angle θ = 15◦, and minimum range r0 ≈ 4700 m. The solid black
plots denote the peak values of normalized intensities.

curves or disappear since the reflected energy may drop below
the clutter noise level as a result of this dispersion. The effects
on the SAR image can be explained as follows. The stationary
objects on the ground can now be defocused in the moving
frame processed at γp = 0.96 (smearing as elliptic curves). All
moving objects surrounding γp = 0.96 are focused to original
shape. However, large stationary objects such as power lines are
not affected by the focusing approach due to strong specular
reflection, i.e., nonpointlike scatters.

A SAR image of the detected moving object is also shown
as contour plots at levels −3, −6, −9, −15, and −21 dB in the
lower right corner of Fig. 10. The 3-dB width of the target is
estimated to be about 7 m × 3 m. This is a quite good result
since it is close to what one would expect for an extended boat,
ferryboat, or ship.

Since the moving object in this experiment is a strong scatter
in a low backscattering environment, it can be visually detected
at all of the proposed NRS. However, as shown in Fig. 9, the
concentration of the moving target’s energy at γp = 0.96 is
only 3 dB higher than that at γp = 1. If the moving target was
not in the territorial waters and surrounded by a number of the
very strong nonpointlike scatters, the possibility to detect this
moving target would be low. This specific experiment shows
that applying this technique to single channel and using it
directly to detect moving targets at small integration angles
are suboptimal in urban areas with many strong nonpointlike
scatters. In this case, a large integration angle is required to
get a better improvement in SCNR for detection. Another
experimental result on the data collected in the Simrishamn
scene is presented in [20]. The improvement in SCNR is also
about 18 dB, however at an integration angle θ ≈ 110◦, i.e.,
the complete aperture. However, using the complete aperture
is synonymous with long processing time and may violate
seriously the assumptions of linear movements with constant
speeds. An alternative is to combine the moving-target de-
tection by focusing technique with multichannel techniques,
e.g., DPCA and STAP, to suppress the surrounding nonpoint-

like scatters [30], [39]. The improvement in SCNR obtained
with the moving-target detection by focusing technique will
still be preserved when combining with the multichannel
techniques.

VII. SECOND EXPERIMENT ON REAL DATA

In the second experiment on real data, we use CARABAS-II
SAR data collected in a field campaign at the northern part of
the island Visingsö, located in the fresh water lake Vättern in
southern Sweden. The latitude and longitude of the aim point
are 58.0◦ N and 14.4◦ E, respectively. The parameters used in
the data collection are summarized in Table III.

The imaged SAR scene processed with complete aperture
is shown in Fig. 11. The dimensions of the SAR image are
9210 × 10 752 pixels at 1 m × 1 m pixel spacing. Equation
(41) results in an optimum subaperture size of 104 aperture
positions, equally spaced at 0.9375 m. In this experiment, we
concentrate on evaluating the gain in detection ability.

The moving object considered in this experiment is known.
It is the EBBA BRAHE ferry operating in the lake Vättern. The
dimensions of the ferry are 40 m × 17 m. At the time when
the data were collected, the ferry was moving toward the island
at a speed of vtg ≈ 10 knots or vtg ≈ 5.14 m/s. The moving
direction of the ferry is ϕ ≈ 180◦ with respect to the platform
velocity. Equation (34) results in an approximate true NRS
γt = 1.04. During this SAR data collection campaign, corner
reflectors for system calibration located at different areas with
low scattering background were deployed. Corner reflectors
appear as point targets in a SAR image. They can therefore be
seen as reference point targets and used to evaluate the gain in
detection ability using (39).

A. Moving-Target Detection by Focusing Experiment

The EBBA BRAHE ferry appears in the SAR image as an
elliptic curve in the area surrounding (962, 7196), as shown in
Fig. 11. The tested area in this case is 400 m × 100 m and
marked by a black rectangle in Fig. 11. With the similar image
pixel spacing of 10 m × 2.5 m, the number of image pixels
is the same as the number used in the first experiment, i.e.,
Npixel = 1600.

The speed of the ferry is limited to 50 km/h or 14 m/s. With
given speed of the aircraft, different hypotheses γp are tested
on the selected area in an interval of 0.85 to 1.15 derived by
(35) and (36). If the integration angle θ = 15◦ is selected for
detection, an optimum quantization step size ∆γ = 3 · 10−3

can be estimated using (33) based on the threshold hlim =
−3 dB and Q = 1.6. The number of hypotheses γp needed for
detection is therefore Nh = 101.

As shown in Fig. 12, the EBBA BRAHE ferry moving with
an NRS ≈ 1.036 in the tested area is detected. Since the EBBA
BRAHE ferry is not strongly affected by the waves while
moving in the fresh water lake Vättern, it gets more focused
compared to the vessel in the first experiment. Fig. 13 shows
the same imaged scene as given in Fig. 11 but processed with
γp = 1.036, where the moving target has the highest possibility
of detection.
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Fig. 10. Same imaged scene as in Fig. 8 but processed with γp = 0.96. The image is also processed by an integration angle of about 110◦ with respect to the
aim point. The hyperbolic curve in the selected area marked by the black rectangle is now focused on a small bright spot. The pointlike scatterer marked by the
black circle smears as an elliptic curve.

TABLE III
PARAMETERS USED IN THE MEASUREMENT CAMPAIGN IN VISINGSÖ

Processing data with NRS = 1.036 causes some effects
which can be seen directly in Fig. 13. The curve found earlier
in the selected area (marked by the black rectangle) is now

focused on a small bright spot. Meanwhile, the corner reflector
in the area of reference disappears (marked by a black circle
in Fig. 11) since the energy reflected from the reflector is
dispersed and drops below the clutter noise level as a result of
about −10-dB energy loss at γp = 1.036. Similar to the first
experiment, large stationary objects, in this case, fences, are
also not affected by defocusing.

B. Evaluation of the Detection Ability

To evaluate the detection ability using (39), an area of
50 m × 12.5 m surrounding the focused EBBA BRAHE is
selected to be the area of detection. As mentioned, some corner
reflectors were deployed to calibrate the CARABAS-II system
during this data collection campaign. One of them is located
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Fig. 11. Ground scene of the island Visingsö, located in the fresh water lake Vättern in southern Sweden, is imaged by CARABAS-II with the parameters
given in Table III. The image is processed by the complete aperture, which refers to an integration angle of about 110◦ with respect to the aim point. The area
surrounding an elliptic curve visible in a SAR image, where the presence of a moving target is predicted, is delineated by a black rectangle. A corner reflector,
which appears as a point target in the SAR image and is marked by a black circle, is used to observe the effects of the focusing approach to the SAR image,
as well as evaluate the performance of the detection.

at (7982, 7751) in the local azimuth and range coordinates
and is marked by a black circle in Fig. 11. Its contour plots
at levels −3, −6, −9, −15, and −21 dB are in the lower left
corner of Fig. 11. This reflector appears in the SAR image as a
point target and can be used for evaluation purposes. The area
surrounding the corner reflector defines the area of reference.

As mentioned, the area can be affected by surrounding ob-
jects when the focusing approach is applied. The area of refer-
ence should thus be small enough to avoid the smearing of other
objects, which may cause inexact measurements. The dimen-
sions of the area of reference are therefore selected as 30 m ×
7.5 m. The defined area of detection and area of reference are
processed with different hypotheses γp. This evaluation is only
based on normalized peak intensities. The normalized peak
intensities measured in those areas are shown in Fig. 14 with re-
spect to the NRS under test γp. The improvement in SCNR can
be determined visually by looking at Fig. 14. In this experiment,
the improvement was approximately 18 dB as the result of 8-dB
concentration of the moving target’s energy, as well as −10-dB
dispersion of the point target’s energy. This result is similar to
the SCNR obtained from the simulations in Section V-C.

Fig. 12. Measured normalized intensities on 1600 image pixels 10 m × 2.5 m,
belonging to the 400 m × 100 m tested area processed by PBP with different
γp’s. Optimum quantization step ∆γ = 3 · 10−3, integration angle θ = 15◦,
and minimum range to the object r0 ≈ 7600 m. The solid black plot denotes
the peak value of normalized intensities.
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Fig. 13. Same area as in Fig. 11 but processed with γp = 1.036. The image is also processed by an integration angle of about 110◦ with respect to the aim point.
Similar effects, which have been seen in Fig. 10, are again shown in this image. However, the corner reflector in the area of reference, marked by a black circle,
disappears due to the energy dispersion.

C. Moving-Target Estimation by Focusing

NRS can be estimated by testing new hypotheses γp,e around
the NRS = 1.036 retrieved in the detection stage. Using the
same integration angle for the detection stage θ = 15◦, a new
step size for this estimation ∆γe = 6 · 10−4 is retrieved by (33)
with a more strict threshold hlim = −0.1 dB corresponding to
Q = 0.7. The new hypotheses γp,e are tested on the interval
[NRS − ∆γ, NRS + ∆γ], i.e., [1.033, 1.039]. The number of
hypotheses γp,e needed for estimation is therefore Nh,e = 11.
The image pixel spacing for estimation can be reduced, for
example, to 0.5 m × 0.5 m. The new hypotheses γp,e are tested
on a smaller area of 10 m × 2.5 m, which is called the area
of estimation. The number of image pixels is Npixel = 100.
An investigation of the normalized peak intensities around
NRS = 1.036 is shown in Fig. 15.

A more accurate NRS = 1.0372 is retrieved in this esti-
mation stage. Hence, the moving-target detection by focusing
technique, when applied with a smaller step size than the
optimum for detection, can be seen as an NRS estimation

method. However, if we perform the NRS estimation method
with different integration angles, other motion parameters may
be retrieved. In this experiment, we perform the NRS estimation
method with another integration angle, i.e., θ = 30◦, but use the
same step size ∆γe = 6 · 10−4. The retrieved peak intensities
corresponding to different γp,e’s is also shown in Fig. 15. The
maximum value of the peak intensities is reached at γp,e =
1.0378. The new estimated NRS = 1.0378 is different from the
old estimated value of 1.0372. In our other experiments where
we estimated the NRS with the complete aperture, NRS = 1.04
was retrieved. The differences may be caused in part by the
acceleration or the directional change of the moving object
during the time interval of data collection. The movement of
the ferry caused by sea waves and wind gives also rise to
an imprecise estimation of NRS. The effects of such factors
to NRS estimation are proportional to the increase of the
integration angle. The different estimated NRSs by different
integration angles θ open also possibilities to estimate the
speed, the acceleration, and, therefore, the moving direction of
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Fig. 14. Measured normalized peak intensities on the area of detection 50 m ×
12.5 m and the area of reference 30 m × 7.5 m processed by PBP with different
γp’s. Optimum quantization step ∆γ = 3 · 10−3, integration angle θ = 15◦,
and minimum range to the object r0 ≈ 7600 m.

Fig. 15. Measured normalized peak intensities on the area of estimation
10 m × 2.5 m processed by PBP with different γp’s. Optimum quantization
step ∆γ = 6 · 10−4, integration angle θ = 15◦ and θ = 30◦, and minimum
range r0 ≈ 7600 m.

the moving object by nonlinear tracking filters, i.e., Kalman
filters [40]. For the multichannel cases, such estimations can
be simplified and accurate with the estimated NRS. However,
these topics will not be presented in this paper.

The small figure in the upper right corner in Fig. 13 shows
the contour plot of the EBBA BRAHE ferry after being focused
with the estimated NRS = 1.0378. Contour plots at −3, −9,
−15, and −21 dB are considered. A 3-dB reduction in the peak
signal power corresponds to the smallest curve in the center
of the contour plot. The dimensions of the −3-dB contour are
approximately 10 m × 3 m. This should not be considered as the
dimensions of the ferry but rather as the strongest reflector on
the starboard side. In this case, the ferry has its large board side
against the radar with a triangular shape with the wheelhouse
on the top. This triangle probably causes the reflection with a
maximum at the wheelhouse. Looking at the total reflection,

it has an extension of 30–40 m, which is in agreement of the
length of the ferry board. Apart from this long reflector is
another one that is probably related to the second side of ferry,
i.e., the port side of the car deck.

VIII. CONCLUSION

Moving-target detection by focusing is a promising tech-
nique when UWB SAR systems are used, particularly at low
frequencies. Both time- and frequency-domain algorithms can
be integrated into this technique, i.e., as the basic prerequisite
for the focusing approach. The moving-target detection by fo-
cusing technique does not require multichannel data. However,
applying this technique to single channel is suboptimal. A
combination of this technique with multichannel techniques,
e.g., DPCA and STAP to suppress clutter, will provide even
better detection and estimation results. An important advantage
of using this technique is that the ability of detection increases
significantly even when a moving target may be surrounded
by a considerable number of stationary targets or clutter. In
the experiment on the simulated data, the improvement in
SCNR is up to 20 dB at an integration angle of θ = 15◦. The
second experimental results on the CARABAS-II data show a
similar improvement in SCNR (about 18 dB) using the same
integration angle. This gain will be at least preserved when
combining with multichannel techniques.

The selection of integration angle for detection is critical.
Wide integration angle allows better azimuth focusing and,
therefore, higher possibility of the moving-target detection.
However, this is synonymous with long processing time and
may seriously violate assumptions such as linear movements.

A fast time-domain algorithm PBP integrated into the
moving-target detection by focusing technique can easily be
implemented on small areas with a manageable motion com-
pensation. This may be a challenge for frequency-domain algo-
rithms. The investigations in this paper have also shown that the
number of operations needed for the detection also depends on
the method for embedding the PBP. In the experiments where
we concentrate on illustration and evaluation, the technique
works well in the sea environments. However, to get a better
performance and shorter processing time in reality, processing
small areas and parallel processing are advised. The technique
also shows the ability to estimate NRS and to indicate the
existence of acceleration, as well as changing direction. Other
motion parameters, such as speed, acceleration, and, therefore,
the moving direction are also possible to be estimated.
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