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Abstract:

Suicidal ideation is one of the most severe mental health issues faced by people all over the world.
There are various risk factors involved that can lead to suicide. The most common & critical risk factors
among them are depression, anxiety, social isolation and hopelessness. Early detection of these risk factors
can help in preventing or reducing the number of suicides. Online social networking platforms like Twitter,
Redditt and Facebook are becoming a new way for the people to express themselves freely without worrying
about social stigma. This paper presents a methodology and experimentation using social media as a tool to
analyse the suicidal ideation in a better way, thus helping in preventing the chances of being the victim of
this unfortunate mental disorder. The data is collected from Twitter, one of the popular Social Networking
Sites (SNS). The Tweets are then pre-processed and annotated manually. Finally, various machine learning
and ensemble methods are used to automatically distinguish Suicidal and Non-Suicidal tweets. This
experimental study will help the researchers to know and understand how SNS are used by the people to
express their distress related feelings and emotions. The study further confirmed that it is possible to analyse
and differentiate these tweets using human coding and then replicate the accuracy by machine classification.
However, the power of prediction for detecting genuine suicidality is not confirmed yet, and this study does

not directly communicate and intervene the people having suicidal behaviour.

Key words: Ensemble Learning, Machine learning, Suicidal Ideation, Text classification, Twitter, Weka.

Introduction:

Suicide is one of the significant public
health concerns consuming a lot of lives. According
to the statistic of the World Health Organisation
(WHO) (1), around one million people die due to
suicide each year, and on average, suicide occurs
every 40 seconds. Among the total suicide-related
deaths, 135000 deaths occurred in India alone (2).
WHO further mentioned that suicide is the primary
cause of death among teenagers and the sixth
leading cause among adults. Furthermore, there are
20 times more suicidal attempts disrupting the
families emotionally and economically. American
Foundation for Suicide Prevention (AFSP) has
identified various risk factors associated with
suicide. The factors include personal issues like
hopelessness, substance abuse, anxiety,
schizophrenia; social factors like isolation from
society, loss of loved ones, unemployment, bullying
or abuse, or factors related to negative events in life
like illness, emotional disorders, and history of

previous suicide attempts. It is a common saying
that suicide is a permanent solution for dealing with
temporary problems. Despite the growing numbers
of suicidal cases, it can be prevented to some extent
by understanding the risk factors related to suicidal
behaviour in the early stages of the suicidal process.
The process of suicide starts with suicidal thoughts
or ideation. It then matures to suicidal attempt and
finally to the completed suicide. Prevention can be
done by reducing the risk factors or by reducing the
obstacles to mental health resources. However, the
social stigma related to this mental illness obstructs
psychiatric health professionals to counsel and treat
those people and thus emerge as one of the
important aspects of this research.

With the widespread upsurge of "social web
2.0" and internet technology, there is a growing
inclination of people to form online communities
and interact with each other. Research has revealed
that people feel comfortable to talk about suicidal
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ideation online rather than to talk about it in face to
face settings (3)—the reason being a sense of self-
control and the anonymous feature of social media.
Various cases exist, where suicide victims also
revealed their final feelings before their death on
social media (4-6).

Due to the non-availability of laboratory
tests to predict the suicidal ideation, It is believed
that social media could offer an opportunity to
analyse the behaviour of people by identifying the
risk factors and warning signs well before, to
prevent the deaths. The major causes of suicidal
ideation are depression, anxiety, hopelessness,
stress that slowly progresses to suicidal (7-9). If
these risk factors are adequately analysed on social
media, it can help in preventing to some extent the
potential suicidal victims.

In today’s age, Twitter is regarded as an
emerging platform for social science research.
People’s attitudes, beliefs and activities are a
searchable archive. Twitter is one of the most
popular social media sites that help users to share
their thoughts and feelings in a real-time. The
Tweets has a maximum limit of 280 characters.
Twitter is functioning in all countries except China,
North Korea and Iran and requires no criteria for
age. As people discuss their feelings openly on
social media without worrying about social stigma,
it can be assumed to represent people’s genuine
feelings. A large number of twitter accounts are
public, making it possible for anyone to view each
other’s content. It is estimated that 23 % of all the
adults who are online use this site for social
networking, and as many as 500 million tweets are
tweeted every day (10). After recognizing that
people do post about suicidality, Twitter created a
feature to report those posts and notify the user
about the crisis situation. This notifying content
relies only on the decision and interpretation of
networked users, many of whom might not be able
to understand the genuine risk (11).

It is being observed that persons suffering
from suicidal ideation use different features in their
language to portray about their distress
feelings/sufferings which if analysed carefully and
in advance can be used to save precious lives (12).
This study aimed to find the feasibility in detecting
and differentiating the suicidal tweets from non-
suicidal tweets by analysing the data from social
media platforms. Human coders were instructed to
categorize the tweets into two classes. After that,
machine learning and ensemble methods were
applied to automatically classify the tweets to
replicate the accuracy of human annotation. The
models were examined using precision and recall
metrics.

This research paper makes novel contributions
to the already existing literature in the following
ways.

e Our work extracts a number of relevant
features to differentiate between suicidal and
non-suicidal tweets by the help of a novel
feature engineering technique.

e This paper builds a novel dataset by extracting
the tweets related to suicide and non-suicide
from Twitter. The dataset is annotated and
thereafter used to train our model for binary
differentiation (suicidal and non-suicidal) of
the tweets.

e This work reveals the hidden knowledge from
the perspective of data mining.

e Benchmarking is done on various machine
learning and ensemble methods to distinguish
their effectiveness.

The paper below is organized under various
sections starting from the literature survey from the
already existing literature related to the proposed
work followed by the proposed methodology using
data extraction, pre-processing & feature extraction
and classification algorithms. In corresponding
sections, the findings, experimental results and
future scope of the study will be elaborated.

Related Work:

Text classification task has been studied

enough on the shorter text like tweets (13,14).
However, the classification of suicide-related text
from non-suicidal text using various machine
learning techniques is still in its infancy. The
research related to the classification and
differentiation of suicidal users from non-suicidal
users typically revolved around suicide notes. So
this problem has been studied mainly on the
parameters of psychology and psychiatry (15).
Other methods to address this problem are using
questionnaires to assess the risk of potentially
suicidal individuals through clinical methods (16).
As the data scarcity is a significant issue involving
this research, thus drawing the attention of
researchers towards machine learning techniques to
understand the language of suicidal individuals
from the online user-generated content (9).
The motive of text-classification is to observe
whether suicidal individuals can be distinguished
based upon the posts they share. Such methods
include the filtering of keywords and phrases
related to suicide (12,17,18).

The problem has also been analysed
through NLP and machine learning to some extent.
Researchers investigated the correlation between
suicidality and social media (8,12). Jashinsky et.al.
(12) detected suicide-related tweets using a
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keyword-based approach. Some filtering terms like
accidentally, shaving, cutting myself were used to
remove the tweets with no risk of suicide. The geo-
located tweets were collected and matched with
arbitrary users in the United States. A strong
correlation was found between the suicidal tweets
and actual state suicide rates. The study raised
concern for more research on social media to help
vulnerable individuals.

Bart Desmet et.al.(19) investigated a
method to automatically classify suicide-related
Dutch forum posts. The researchers used Naive
Bayes (NB) and Support Vector Machine (SVM)
for classification. The model was optimized through
various Genetic algorithms which attained the F
score of 92.69%.

Bridianne O’Dea et al. (20) used suicide-
related keywords to collect the tweets with the help
of Twitter API. Dataset generated from twitter was
manually annotated into three levels of concern.
The features supplied to the machine learning
algorithms were token unigrams and bag-of-words.
The study was first of its kind that could replicate
human accuracy with the help of machine learning
techniques.

De Choudhury et al. (8) explored social
media to investigate Major Depressive Disorder
(MDD) among twitter users. They applied
crowdsourcing techniques to build a database of
Twitter users suffering from the MDD using the
Centre for Epidemiologic Studies Depression Scale
(CES-D). The users were classified into groups
based on scoring high and low for depression using
CES-D. The study found that the science of
depressive behaviour also replicates on social
media. The users having a high-end score for
depression were seen posting content at night hours.
They also tend to use first-person pronouns, and
network interaction is found to be very less,
resulting in social isolation.

The recent study by De Choudury et.al. (21)
investigated the individuals suffering from suicidal
ideation on social media. The linguistic features
were found to indicate the shift from stress to
suicidal ideation. Various features characterizing
this shift include hopelessness, anxiety and
isolation.

Coppersmith et.al. (22) explored and
examined the tweets posted by Twitter users prior to
their suicidal attempt. Their language was analysed
to investigate the pattern. It was found that there
was an increase in the percentage of sadness related
tweets before some weeks of the suicide attempt. It
was followed by an increase in anger-related tweets
after the attempt. The researchers interested an in-
depth investigation of the use of SNS for suicide

prevention can refer to the systematic review by
(23).

After studying the literature, it was found
that dataset used in the research was very low as
data is not freely available due to its ethical
considerations and the studies which were already
done in this area of research have not achieved
much accuracy and recall. In this research paper, a
classifier is built that automatically distinguishs
between suicidal and non-suicidal tweets using the
machine and ensemble approaches with good
accuracy and recall value.

Proposed Methodology:

An elaborated analytical and experimental
methodology is used based on the extensive
literature survey and the corresponding discussion
with the mental health experts, psychologists on the
problem. Based on the various factors that influence
the performance of the model, real-time data was
collected from twitter, and the data is submitted to
the model, and the final results are generated. The
overall methodology comprises of five main steps:
(i) Corpus collection (ii) Data annotation (iii) Pre-
processing and feature extraction (iv) Machine
classification (v) Evaluation and validation.

The complete picture of the proposed
methodology that is used in this work is depicted
below in Figure 1.

Human
Annotation

| i |

Relevance Pre-processing
Raw Data Set Detection & feature
Extraction

| Data
Twitter —

‘ Extraction Refined Data Set ——*

Evaluation and
validation

Classification Model

| non-suicidal(ns) ‘

Figure 1. Methodology to identify the suicidal
tweets on Twitter

Corpus Collection:

To collect the relevant data, different
keywords and phrases were collected that were used
in previous papers and also from various sites and
forums (20,24). Twitter Application Programming
Interface (API) was used to access public data and
extract the tweets. The extracted dataset consists of
various fields implying text, favorited, favourite
count, created, id, replyToUID, status source,
screen name, retweet count, is retweet, retweeted,
longitude, latitude, user followers etc. A sample
tweet set is shown in Fig. 2 below. The total of
18756 tweets were extracted. Out of 18756 tweets, a
total of 4266 tweets were selected for training and
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testing the machine learning model based on the

relevancy of tweets.

Al - £ | text
A B C D E F G 1 J K L M N (o} P Q

1 |text Ifavorited favoriteCount replyToSh created truncated replyTosIlid replyToUl statusSou screenNai retweetCtisRetweet retweeted longitude latitude user_followers
2 |Anxiety is Going to Kill Me. FALSE 0 NA 27-01-202006:07 FALSE NA 1.22E+18 NA <a href="F LouieThe 1 TRUE FALSE NA NA 74325
3 |Want to die, cannot feel ha; FALSE 2 NA 27-01-202005:55 FALSE NA 1.22E+18 NA <a href="t HeavenKa 0 FALSE  FALSE NA NA 88374
4 |Ican not bear the pain anym  FALSE 0 Amberlyn 27-01-202005:21 FALSE ~ 1.22E+128 1.22E+18 L.OSE+12 <a href="F Amberlyn 0 FALSE  FALSE NA NA 5466
5 |RT @yyvvvy_: ah bitch ahsli  FALSE 0 NA 27-01-202005:21 FALSE NA 1.22E+18 NA <& href="t K_JIzzzZLi 2 TRUE  FALSE NA NA aas
6 |Having a panic attack, justtr FALSE 0 NA 27-01-202004:34  FALSE NA 1.22E+18 NA <a href="t Vaalkyrja 0 FALSE  FALSE NA NA 144
7 |fuck youallimout. lamrea FALSE 0 NA 27-01-202004:21 FALSE NA 1.22E+18 NA <a href="F KMTSTREE 2 TRUE FALSE NA NA 6432
8 |slit my wrist and black my e FALSE 6 NA 27-01-202004:10 FALSE NA 1.22E+18 NA <a href="t stelrstella 1 FALSE  FALSE NA NA 3545
9 |RT @chaddy_hilfiger: My wr  FALSE 0 NA 27-01-202003:05 FALSE NA 1.22E+18 NA <a href="t willoftuks 2 TRUE  FALSE NA NA 7565
10 |RT @yyvvvy_: ah bitch ah sli  FALSE 0 NA 27-01-202002:11 FALSE NA 1.22E+18 NA <& href="t Jocelynkg 2 TRUE  FALSE NA NA 24555
11 |slit my wrist with the razor FALSE 5 NA 27-01-202001:55 FALSE NA 1.22E+18 NA <a href="t sadboi_iv: 0 FALSE  FALSE NA NA 656
12 |RT @HERTZKETCHUP: man if  FALSE 0 NA 27-01-202001:45 FALSE NA 1.22E+18 NA 1 TRUE  FALSE NA NA 2545
13 |Deserve to die, was terrible  FALSE 16 NA 27-01-202001:42  FALSE NA 1.22E+18 NA 2 FALSE  FALSE NA NA 7775
14 |1 wish | would die so | woulc  FALSE 5 NA 27-01-202000:37 TRUE NA 1.22E+18 NA 1 FALSE  FALSE NA NA 12434
15 |1 think my best friend may h FALSE 0 NA 26-01-2020 23:25 FALSE NA 1.22E+18 NA 2 TRUE FALSE NA NA 4545
16 |Dont exactly want to die, bu  FALSE 0 NA 26-01-202022:37 FALSE NA 1.22E+18 NA <a href="t zaffyzak 2 TRUE  FALSE NA NA 6565
17 |If Lana Del Rey doesntwin. FALSE 11 NA 26-01-202022:32 FALSE NA 1.22E+18 NA <a href=" GMassdcre 2 FALSE  FALSE NA NA 3544
18 |1 am sitting on my bed with  FALSE 0 NA 26-01-202022:32 TRUE NA 1.22E+18 NA <& href="t thiddlesxi 0 FALSE  FALSE NA NA 3545
19 |Depression is coming back.. FALSE 0 xrdfxg54 26-01-202022:26 FALSE  1.22E+18 1.22E+18 1.19E+18 <a href="t WeWildin 0 FALSE  FALSE NA NA 132
20 |1t feels like |am about to lo:  FALSE 2 NA 26-01-202022:12 FALSE NA 1.22E+18 NA <a href="t cheetos7t 0 FALSE  FALSE NA NA 24354
21 |Life keeps getting worse. |k FALSE 1NA 26-01-202020:31 FALSE NA 1.22E+18 NA <& href="t zakariuh 0 FALSE  FALSE NA NA 6565
22 |RT @chaddy_hilfiger: My wr  FALSE 0 NA 26-01-2020 20:07 FALSE NA 1.22E+18 NA <a href="t alexandbr 2 TRUE  FALSE NA NA 1434
23 IMv wrist ? Slit it httos:/ft.cc  FALSE 8 NA 26-01-2020 20:06 FALSE 1.22E+18 NA <a href="Fchaddv hi FALSE FALSE NA NA 655

Figure 2. Tw1tter data extracted through API

Exploration & Knowledge Discovery of Dataset:
For understanding the suicidal content at
the first level, the frequently used word by suicidal
individuals length of the tweets and their
distribution are understood through Figure 3-5.

Word Cloud.

Word cloud is the visual representation of
the data. It gives a visual understanding of most of
the frequent words used in the dataset. As depicted
in Fig. 3, the words like “life”, “suicide”, “die”,
“kill”, “depression” are used frequently by the posts
containing suicidal ideation. The words like “feel”,
“want”, “think” also exist in these posts indicating
the intension of the suicidal users. For example,
some users having suicidal ideation write like “I
want to end my life, I have no one here.”

depressiondont want

' l—‘_“FI mae 1I<e E
i !-.'_Il'._ St

Ci ame

really.

. l Eoing
‘Fl:l_r-ni Il1z'|( Il('l(lil Zm
: keep

will 2O s
tondiuhi Ching

Flgure 3. Word cloud of the suicidal tweets

Tweet Length and Distribution

The tweet-length describes the length of the
tweet in characters used by the user. Fig. 4 provides
a visual understanding of the no. of suicidal and
non-suicidal tweets and their length. Fig. 5 below
provides the tweet length distribution of the dataset
used in this research. The tweet-length as analysed
in Fig. 4 depicts that suicidal users want to share
their intentions freely, so the length is larger than
non-suicidal tweets,

&
P

gth
a2

Twest_Len

NON_SUICIDAL

SUICIDAL

Label
Figure 4. Visual representation of the length of
used in our research

Tweet_length Distribution
0.016

no14 / \

0012 L
A B

0010

0008 j/ \\

0,008 { .

0004 / - i

0002 / -

0.000
-25 0 25 50 75 100

Tweet_Length
Figure 5. Tweet Length distribution of the
dataset suicidal and non-suicidal tweets

Human Annotation:

Human Annotation is an important step for
supervised machine learning model. As this
problem is related to mental health, the mental
health practitioner and a psychologist is consulted
for their valuable inputs and expert suggestions in
labelling the tweets. Thus, the coding team consists
of one mental health practitioner, a psychologist and
two computer professionals. Mental health
practitioner &  Psychologist helped us in
understanding the language of suicidal ideation by
his expertise in dealing with the said patients. The
coders were asked to categorize the tweets into two

1331



Open Access
2020, 17(4):1328-1339

Baghdad Science Journal

P-ISSN: 2078-8665
E-ISSN: 2411-7986

classes as suicidal(sui) & non suicidal(ns) by
judging the context of tweets as well. The coders
conceptualized thus the annotation scheme. The
suicidal text contains those tweets that discuss about
killing oneself, having anxiety, hopelessness,
depression or any other tweets related to suicidal
ideation. The non-suicidal class contains those
tweets that discuss suicide in a formal way, refer to
the second person’s suicide, flippant references or
other text that is not relevant to the suicide. Some
manually annotated tweets are shown below in. Fig.
6.

&) Viewer
Relation: dataset_suicide
Mo, 1: text 2: Labe!
String Nominal
1 Anxiety is Going to Kill Me. Starting to feel ...  sui
2 Want to die, cannot feel happiness, so jea... sui
3 | can not bear the pain anymore. lwish I h... sui
4 slit my wrist and black my eyes sui
5 My wrist 7 Slit it sui
5] slit my wrist with the razor thati usedto se... sui
T Deserve to die, was terrible to my ex.Ment... sui
8 l'wish | would die so | wouldnt have to kill ... sui
Diont exactly want to die, butl am not really... sui
10 | am sitting on my bed with 40 pills of oxy ... sui
11 Depressionis coming back..llied to mys... sui
12 Life keeps getting worse. | have annoyed ... sui
12 | justwanna fucking die, slit my wrist and ...  sui
14 | want to Kill myself today sui
15 Feeling depressed and suicidal. So tired o... sui
16 ah bitch ah slit her wrist jus so shecanb ... ns
17 ah bitch ah slit herwrist jus so shecanb ... ns
718 Hawving a panic attack, justtrying to make i.. ns
19 fuckyou all im out. | am ready to end it. ns
20 man if you would've shown me this pictur... ns
21 1 think my best friend may have done it, an... ns
22 IfLana Del Rey doesn'twin album ofthe y... ns
23 ltfeels like | am aboutto lose the mostim... ns
24 | justwanna fucking die, slit my wristand ... ns
25 | am failing my university degree, | am afra... ns
26 | hate.myself. Help, please. | just need so... ns
27 The edge slit my wrist hitps/M.co/g7ojSME... ns
28 this knife is too dull and my skin too thick ... ns
29 Manehm Waould rather slit mwv wrist ns

Figure 6. Manual annotation of data as
SUICIDAL

Attribute selection output

Fanked attributes:

0.05435 119 die
0.0336 420 suicide
0.03107 254 kill
0.0207 235 im

0.0201 375 rt

0.0195 115 depressiocon
0.01878 419 suicidal
0.01728 264 life
0.0147 32 anxiety
0.01411 121 disappear
0.01351 256 killing
0.01232 114 depressed
0.01173 327 pain
0.00818 271 lonely
0.0075% 4530 wristc
0.0075% 400 =slic
0.00738 141 ending
O.008&87 4359 tired
0.00c42 47383 worthless
0.00&634 154 fesl
0.00827 634 replies

Figure 7. Most Significant attributes(sui) &
NON_SUICIDAL (ns)

Preprocessing and Feature Extraction:

The data collected from social media
contains a lot of noise (25-28). The data needs to be
filtered to remove the noise and prepare it for
machine classification before the machine processes
the data. The established methods (29,30) were
used, and all those tweets were removed that had
less than 75% of inter-annotator agreement. Thus,
out of 4797, a total of 531 tweets were removed,
leaving 4266 tweets for classification. The text is
pre-processed by using various promising standard
techniques of text mining (27,31). After removing
the URLs, non-ASCII characters, the text was
tokenized and stemmed using Tokenizer and
Stemmer available in Weka Tool. Features were
extracted using the Term Frequency Inverse
Document Frequency (TFIDF) and BOW. In
WEKA an unsupervised filter
“StringToWordVector” is used as an
implementation of TFIDF that converts our text
corpus into string attributes. After applying the
required filter on our data, a lot of
attributes(features) are extracted. TFIDF removes
the words having low importance in a corpus. For
example, words like “a”, “of’, “the” occur
frequently but have low semantic importance. The
equation of TFIDF in context of our collected
corpus would be
tfidf(t,tw,D) = tf(t, tw) X idf (tw,D) .. (1)

. _ D]
af(t, D) = logll{tWED: tetw}| @

Where t is the word as a feature; tw denotes
each tweet, and D denotes the Document space (set
of all tweets). The tweets are also tokenised using
WordTokenizer with the delimiters as .,;:"'()?!< and
all the words for processing are converted into
lower case tokens.

After applying TFIDF, the words which are
least significant are removed, and the remaining are
taking into account whose presence in the dataset
seems to be critical. Most significant attributes are
spotted using the information gain algorithm
(InfoGainAttributeEval) with  Ranker search
method. The threshold for discarding the irrelevant
features was set to 0.0025. Some of these significant
features (attributes) are shown above in Fig. 7

Binary Classification Model:

The detection of suicidal ideation in tweets
is viewed here as a supervised binary classification
problem. After pre-processing of the tweets, only
two columns, label and the title of tweets are left for
training the machine learning model. The
motivation to formulate the problem is provided by
the researcher (32) as under.

1332



Open Access
2020, 17(4):1328-1339

Baghdad Science Journal

P-ISSN: 2078-8665
E-ISSN: 2411-7986

Let the title be represented as t and label be
represented as 1.

Given a corpus {t;,[;}} consisting of a set
of tweets {t;}1* and labels {/;}}', a machine learning
model is trained so that the model learns suing the
data and the labels provided. This type of model is
called a supervised model. The model learns from
the data provided with the help of supervisory
function as follows

li = Fun(tl-) (3)

Where [; =1 which means that the
expression t; is the text of suicide (sui) and
otherwise [; = 0 means the text is non-suicidal text
(ns). The objective of the classification model is to
predict the class of the test data i, minimum error.
A loss function Loss(l, fun(t)) predicts the error
where 1 is the accurate label and fun(t) is the
predicted label.

WEKA is selected as a machine learning
tool for binary classification of our data related to
suicide. This tool has been developed by the
University of Waikato in New Zealand. The
extracted dataset from twitter consists of various
fields many of which were dropped due to their
irrelevancy in this research. Only text field was
retained for analysis.

Various  Supervised  machine-learning
approaches like Naive Bayes, Decision trees,
Multinomial Naive Bayes, Logistic Regression and
Support vector machine (SMO) were used to train
the model. Besides those, various ensemble learning
techniques like Bagging, Random Forest,
AdaBoost, Voting and stacking were also applied

Results and Discussion:

Using Twitter API, a total number of 18756
tweets were extracted based upon the keywords and
phrases relevant to the suicidal ideation. Out of the
total extracted tweets, the irrelevant tweets and
tweets having less than 75% of human agreement
rate were discarded. Thus only 4266 tweets were
annotated manually according to the proposed
annotation scheme and supplied to the training and
testing the machine learning model. Features in the
dataset were extracted using TFIDF. A total number
of 480 features is extracted. After that information
gain algorithm (InfoAttributeEval) with ranker
search method is applied for further discarding the
less significant attributes. The threshold for
discarding the less significant attributes was set to
0.0025. The most significant attributes (features)
were supplied to the machine learning model, which
was trained using 10-Cross validation technique.
WEKA tool was used to implement various
machine and ensemble learning algorithms. The
five machine learning methods which were
implemented in weka are Naive Bayes (NB),
Multinomial Naive Bayes (MNB), Decision tree
(REPTree and J48), Logistic Regression (LR) and
Support Vector Machine (SMO). The Ensemble
approaches implemented include Bagging (ZaroR,
REpTree, SMO, LR, NB, MNB), Voting Ensemble
(ZeroR, RepTree, SMO, LR, MNB), AdaBoost,
Random Forest and Stacking (MNB, SMO,
RepTree, ZeroR). Meta chlassifier used in stacking
was SMO. Various algorithms produce different
accuracy, precision and recall according to their
working. Table 1. below compares the performance
of various implemented machine and ensemble
learning algorithms.

Table 1. Comparison between various ensemble and machine learning algorithms

Machine Learning Algorithms

Algorithms Accuracy Precision Recall
Multinomial Naive Bayes (MNB) 85.8% 80.2% 95.1%
Naive Bayes (NB) 81.7% 84.2% 78.1%
Decision Tree (REPTree) 88.8% 89.5% 87.9%
Decision Tree(J48) 90.7 % 92.6 % 88.7%
Logistic Regression (LR) 95.4% 95.5% 95.5%
SMO 93.5% 94.6 % 92.3%
Ensemble Methods of Machine learning
Methods Accuracy Precision Recall
Bagging 93.4% 94.9% 91.8%
Voting Ensemble 93.8% 93.1% 94.8%
AdaBoost 95.9% 96 % 95.9%
Random Forest 98.5% 98.7 % 98.2%
Stacking 93.5 % 94.6% 92.4%
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Figures 8-10 provide the detailed result (Screenshot) of through ensemble learning
(screenshot) generated through those machine approaches (AdaBoost & Random Forest) having an
learning algorithms having an accuracy more than accuracy of more than 95%.

90 %. Figures 11-12 provides the detailed result

= Stratified cross-validation ===

Summary ===
Correctly Classified Instances 3873 90.7276 %
Incorrectly Classified Instances 393 9.2124 %
Kappa statistic 0.8158
Mean absolute error 0.1122
Root mean sguared error 0.2507
Relatiwve absolute error 22.4412 %
Boot relative sguared error 56.134 %
Total Number of Instances 4266

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area FPRC Area Class

0.924% 0.113 0.351 0.525 0.810 0.3ls 0.953 0.59358 HON_SUICIDAL

0.387 0.071 0.926 0.887 0.308 0.51a 0.9853 0.53&80 SUICIDAL
Weighted Awyg. 0.902 0.082 0.909 0.90%8 0.90%8 0.21a 0.953 0.94%

=== Confusion Matrix ===

a b <—— classified as
1as0 152 | a = NON_SUICIDAL
241 15893 | k = SUICIDAL

Figure 8. Result generated using Decision tree ( J48) Algorithm

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 4073 95.4759 %
Incorrectly Classified Instances 193 4.5241 %
Fappa statistic 0.590%5%5

Mean absolute error 0.082

Root mean sguared error 0.1977

Relative absolute error 1l2.39 £

Root relative sguared error 39.5348 %

Total Humber of Instances 4266

=== Detailed RAccuracy By CTlass ===

TP Rate FP Rate Precision Recall F-Measure MCOC ROC RArea PRC Area Class

0.555 0.045 0.9535 0.555 0.5955 0.910 0.9583 0.97%9 HON_SUICIDAL

0.355 0.045 0.9535 0.355 0.355 0.310 0.983 0.932 SUICIDAL
Weighted RLwg. 0.955 0.045 0.955 0.955 0.955 0.910 0.923 0.921

=== Confusion Matrix =—=

a b <—— classified as
2035 a7 | a = HON_SUICIDAL
a8 2038 | b = SUICIDAL

Figure 9. Result generated using Logistic Regression Algorithm

Stratified cross-validation =—=

Summary ===
Correctly Classified Instances 39490 a43.5302 %
Incorrectly Classified Instances 278 €.4692 %
Kappa statistic 0.83706
Mean absolute error 0.0647
Root mean sguared error 0.2544
Relatiwve absolute error 12.9395 %
Root relative sguared error 50.2714 %
Total Number of Instances 4266

=== Detailed Accuracy By Class =—=

IP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Rrea Class

0.947 0.077 0.825 0.947 0.936 0.871 0.9335 0.303 WON_SUICIDAL

0.923 0.053 0.948 0.923 0.935 0.871 0.935 0.912 SUICIDAL
Weighted Avg. 0.9335 0.085 0.5936 0.9335 0.935 0.871 0.9335 0.507

=== Confusion Matrix ===

a b <-— classified as
2020 11z | a = NON_SUICIDAL
164 1970 | I = SUICIDAL

Figure 10. Result generated using SMO Algorithm
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Correctly Classified Instances 4092 895.9212 %
Incorrectly Classifisd Instances 174 4.0728 %
Kappa statistic 0.9134
Mean absolute error 0.053%
Root mean sguared error 0.177
Belative absclute error 10.7723 %
Root relative sdguared error 35.4018 %
Total Number of Instances 42646
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
0.%9&60 0.041 0.959 0.%9&60 0.585% a.9ls 0.58590 0.938 HON_SUICIDAIL
0.585% 0.040 0.980 0.585% 0.585% 0.91s8 0.%8590 0.59%0 SUICIDAL
Weighted RAwvg. 0.959 0.041 0.959 0.959 0.959 0.91s 0.9490 0.9849
=== Confusion Matrix ===
a b <—— classified as
2046 36 | a = NOM_SUICIDAL
88 2048 | b = SUTCTDAL
. .
Figure 11. Result generated using AdaBoost
=== Stratified cross-validation ===
=== Summary ===
Correctly Classified Instances 4201 93.4763 %
Incorrectly Classified Instances &5 1.5237 %
Kappa statistic 0.%6%5
Mean absolute error 0.0%13
Eoot mean sguared error 0.1454
Eelative absolute error 13.2643 %
Root relative sguared error 259.6802 %
Total Number of Instances 4266
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision ERecall F-Measure MCC ROC Zrea FPRC Area Class
0.887 0.013 0.852 0.857 0.855 0.870 0.9487 0.84a87 NOM_SUICIDAL
0.8582 0.013 0.8587 0.852 0.8585 0.3870 0.9497 0.9a97 SUICIDAL
Weighted Avg. 0.9838% 0.01% 0.955 0.955 0.955 0.870 0.997 0.9397
=== Confusion Matrix =—=
a b <—— classified as
2105 27 | a = NON_SUICIDAL
38 2098 | b = SUICIDAL

Figure 12. Result generated using Random Forest Algorithm

As little work has been done in classifying
the data on social media related to suicidal ideation.
The proposed work is compared with the most
relevant and recent studies(20), (33),(34) regarding
identification of suicidal Ideation. It is found that
none of these studies achieved the accuracy closer
to our work. Further, the studies done previously
have used simple feature extraction techniques and
data size used to train the model was also low
leading to the bias and skewness in of the machine

learning model. The imbalanced data also caused
skewness in majority/minority class. Our machine
learning achieved balance between precision and
recall values due to the application of feature
selection techniques for extracting relevant features.
The most performing algorithm was Random Forest
having an accuracy of 98.5%, precision of 98.7%
and recall value of 98.2%. Some of the highlights of
comparison is reflected in Table 2 below.

Table 2. Comparison of our Proposed work with some recent studies

Authors Dataset Machine Ensemble
Size used  learning Approaches
used used
Bridianne O’Dea et 2820 v x
al (20)

Fatima Chiroma 1064 v x
(34)

Akshama Chanda 1897 v v
(33)

Proposed Work 4266 v v

Features Used Feature Best
TFIDF BOW  Man- reduction Accuracy
ual technique used achieved
v x x x 76 %
v v x x 80%
x x v x 79.65 %
4 v x v 98.5%
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Evaluation and Validation of Proposed Model:

The performance of algorithms was mainly
evaluated through confusion metrics and the
corresponding ROC curve. ROC curve is the curve
generated by comparing the true positive rate (TPR)
with false-positive Rate (FPR). TPR represents the
recall, and FPR indicates the probability of false
alarm. The classification model is also evaluated
through another metric called the area under the
curve (AUC). The metric produces a value between
0 and 1. The closer to 1 indicates the better
classification. AUC for various classification
algorithms are as under

AUC for Naive Bayes = 0.893, AUC for
Multinomial Naive Bayes = 0.9593, AUC for
REPTree = 0.9373, AUC for J48= 0.9527, AUC for
Logistic Regression = 0.983, AUC for SMO =
0.9353, AUC for Bagging =0.9751, AUC for
Voting = 0.9834, AUC for AdaBoost = 0.9896,
AUC for Random Forest = 0.9972, AUC for
stacking = 0.9355. Moreover, the model was
validated through the 10 cross-validation technique.
Through this technique, the data is partioned
randomly into 10 equal subsamples. Out of 10
partitions, one subsample is used for testing while
other 9 subsamples are used for training purposes.
The cross-validation is then repeated 10 times, but
each of the 10 subsamples is used only once for
validating. The results drawn 10 times are then
averaged to produce a single estimation. Confusion
metrics work on four kinds of metrics as True
Positive (TP), True Negative (TN), False Positive
(FP) and False Negative (FN). TP & TN imply the
correct predicted values while as FP & FN imply
otherwise. Based upon these confusion metrics,
Precision & recall were calculated. Precision is the
number of TP divided by the number of TP plus
number Of FP. The recall is defined as number of
TP divided by number of TP plus number of FN.
From the experiments, it was found that logistic
regression and SMO had a similar kind of accuracy
as of Ensemble approaches. SMO has an accuracy
of 93.5%, precision of 94.6% and a recall of 92.3%.
On the other hand, Logistic Regression has an
accuracy of 95.4%, precision of 95.5% and a recall
of 95.5%. In Ensemble methods, Random Forest
provides the highest accuracy of 98.5%, precision
of 98.7% and recall of 98.2%. Other machine
learning algorithms also performed fairly having the
accuracy above 80%. The ROC curves of the best
performing algorithms are depicted below in figures
13-17, and figure 18 provides the graphical view of
comparative performance of the various machine
and ensemble learning algorithms in classifying the
tweets into two levels of concern.

Plot (Area under ROC = 0.9527)

1 W

0

T
0 0.5 1

Class colour

T
0.5 1

Figure 13. ROC Curve of J48 (AUC =0.9527)

Plot {Area under ROC = 0.983)

T
0 0.s 1

Class colour

Figure 14. ROC Curve of LR (AUC=0.983)

Fiat (Area undar ROC = 0LA343)

1

0.E 1

Figure 15. ROC Curve of SMO (AUC= 0.9353)

P_lot_(nrea under ROC = 0.9896)

Class colour

r
0.000003L

Figure 16. ROC Curve of AdaBoost (AUC =
0.9896)
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Plot {Area under ROC = 0.9972)

L RN N T ———

HAHETE
£ IR Eres
=T
¥

s

i
AN

Class colour

1
1

Figure 17. ROC Curve of RF (AUC = 0.9972)
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Figure 18. Comparative analysis of various
Ensemble and Machine learning Algorithms

Conclusion and Future Work:

The amount of text on social media is
growing on an exponential rate with the use of
popular social networking sites (SNS), and the
people posting their feelings & thoughts on these
SNS. It is, therefore, a necessity to explore and
develop new techniques for detecting posts with
suicidal ideation with a hope to prevent potential
suicide victims.

In this research paper, the possibility of
detecting suicidality from the content generated
through social media is explored and analysed.
Most of the research in mental health was done by
psychological experts with the help- of statistical
tools. There are various limitations, like privacy and
cost associated with obtaining the required data.
Moreover, the social stigma associated with mental
health hampers the findings.

In this paper, various machine learning
algorithms and ensemble approaches like Decision
trees, Naive Bayes, Multinomial Naive Bayes,
Support vector machine (SMO), Regression,
Bagging, Random Forest, AdaBoost, voting and
Stacking are implemented for classifying the
suicide-related tweets into two groups using the real
tweets extracted through Twitter APIL. Random
Forest was found to be the most effective and

performs better with the accuracy of 98.5%,
precision of 98.7% and recall value 98.2%. This
research work will help our future researchers to
work out on various other important aspects of the
research and can contribute to this emerging
problem with the new ways of solving the problem.

Some of the future directions in this regard are:

In future, following points will be considered in
our research.

e The relevant inputs captured through the
questionnaires will be used in our machine
learning algorithms for more accuracy.

e The connectivity between suicidal users
will be explored.

e Blog posts will be investigated that will
provide  the rich  knowledge in
understanding the behaviour of suicidal
users.

Multi-class classification will be done to

separate the different levels of distress.

e Deep learning algorithms like RNN, GAN
and LSTM will be used to explore its
feasibility in classifying the text data related
to suicide.
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