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We present a new measurement of the kinematic Sunyaev-Zel’dovich effect using data from the
Atacama Cosmology Telescope (ACT) and the Baryon Oscillation Spectroscopic Survey (BOSS).
Using 600 square degrees of overlapping sky area, we evaluate the mean pairwise baryon momentum
associated with the positions of 50,000 bright galaxies in the BOSS DR11 Large Scale Structure
catalog. A non-zero signal arises from the large-scale motions of halos containing the sample galaxies.
The data fits an analytical signal model well, with the optical depth to microwave photon scattering
as a free parameter determining the overall signal amplitude. We estimate the covariance matrix of
the mean pairwise momentum as a function of galaxy separation, using microwave sky simulations,
jackknife evaluation, and bootstrap estimates. The most conservative simulation-based errors give
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signal-to-noise estimates between 3.6 and 4.1 for varying galaxy luminosity cuts. We discuss how
the other error determinations can lead to higher signal-to-noise values, and consider the impact of
several possible systematic errors. Estimates of the optical depth from the average thermal Sunyaev-
Zel’dovich signal at the sample galaxy positions are broadly consistent with those obtained from the
mean pairwise momentum signal.

I. INTRODUCTION

The kinematic Sunyaev-Zel’dovich effect [1] (kSZ) is
the only known way to directly measure the peculiar
velocities of objects at cosmological distances. A mov-
ing galaxy cluster containing ionized gas creates a near-
blackbody spectral distortion in the microwave back-
ground radiation passing through it, with an amplitude
proportional to both the total gas mass and the line-
of-sight velocity component, but independent of the gas
temperature. The kSZ effect is hence a valuable source of
information for cosmology, allowing tests of dark energy
and gravity between megaparsec and gigaparsec scales
[2–4].
For large clusters (M > 1014M⊙), the kSZ signal is

more than an order of magnitude smaller than the typi-
cal thermal SZ [5] (tSZ) spectral distortion at most wave-
lengths. Detecting the velocity of individual clusters re-
quires measurements at multiple frequencies and high
precision along with models of the intracluster medium.
To date, the only claimed detection of a peculiar velocity
for a single object comes from Bolocam observations of
the cluster MACS J0717.5+3745, giving a high peculiar
velocity for a particular subcluster v = 3450± 900 km/s
[6]. This analysis modeled the tSZ signal from X-ray data
and then jointly fitted the thermal and kinematic SZ sig-
nals. A more recent analysis [7] mapped the kSZ effect
for a single cluster using data from the New IRAM KID
Arrays [8] detecting the dipolar signature associated with
two merging subclusters.
For lower-mass clusters, the kSZ and tSZ signals are

comparable but both signals are small compared to the
noise level in current microwave background maps. The
Atacama Cosmology Telescope and SDSS collaborations
made the first statistical detection of the kSZ signal by
estimating the mean pairwise cluster momentum from a
sample of clusters identified by their bright central galax-
ies in the Sloan Digital Sky Survey (SDSS) [9]. The
nonzero mean pairwise velocity of galaxy clusters reflects
the slight tendency of any pair of clusters to be moving
towards each other, due to the attractive force of gravity.
This statistic is also advantageous because it is a linear
difference of measured sky temperatures at the positions
of clusters, and most other signals, like tSZ and dust
emission, average out. Recently, detections using the
same estimator have been reported by the Planck collab-
oration using galaxies from SDSS [10] and the South Pole
Telescope collaboration using galaxies from the Dark En-
ergy Survey [11]. The former work has been used in [12]
to measure the amount of missing baryons. The latter
analysis reported a 4.2σ detection, showing for the first
time that the pairwise kSZ signal can be extracted using

photometric data once the redshift uncertainty is prop-
erly taken into account.
A statistical detection of the kSZ effect has also been

achieved with a different technique: a velocity template
is constructed from the BOSS large-scale density field
assuming the continuity equation, then the velocity tem-
plate is cross-correlated with the CMB temperature map
[10, 13]. Schaan et al. (2016) [13] in particular mea-
sured the amplitude of the kSZ signal as a function of
the angular radius around the clusters and reported 2.9σ
and 3.3σ evidence of the kSZ using two different veloc-
ity reconstruction methods. The ACTPol [14] CMB map
used by Schaan et al. (2016) is similar to the one used
in this work. It was combined with the CMASS galaxy
catalog from BOSS DR10 for the analysis. The Schaan
et al. (2016) approach is based on converting galaxy
stellar mass estimates to total masses for the host halos
and then to an optical depth by using the cosmological
baryon abundance. It provides another potential probe
of the fraction of free electrons and the baryon profile
of galaxy clusters. These detections are consistent with
the pairwise measurements presented here and offer a
complementary tool to investigate the physics of galaxy
clusters and to understand potential systematic effects.
A different way to detect the kSZ effect that involves

squaring the CMB anisotropy maps [15] has been im-
plemented by Hill et al. [16] using publicly available
data. Specifically, foreground-cleaned CMB tempera-
ture maps constructed from multi-frequency Planck and
WMAP data were filtered, squared, and cross-correlated
with galaxy measurements from the Wide-field Infrared
Survey Explorer (WISE) [17], which yielded a 3.8–4.5 σ
kSZ detection, depending on the galaxy bias constraints.
The advantage of this method is that it does not require
redshift estimates for individual clusters, which allows
use of photometric data without treating redshift uncer-
tainty.
Here we report a detection of the pairwise kSZ sig-

nal using data from two-year maps of the Atacama
Cosmology Telescope Polarimeter (ACTPol) experiment,
combined with galaxy positions and redshifts from the
Baryon Oscillation Spectroscopic Survey (BOSS). The
deep portion of the ACTPol maps provides around 600
deg2 of overlap with the DR11 release of BOSS, which we
use to obtain a 4.1σ detection of the mean pairwise kSZ
effect. This is an improvement over the initial detection
in Hand et al. (2012), H12 hereafter, and is comparable
to the significance reported in [11], which uses a deeper
optical data set but lacks spectroscopic redshifts.
In Section II we describe the ACT, ACTPol, and BOSS

data used for this analysis. Section III summarizes the
pairwise statistic approach, the map filtering method
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used and the model fitting technique that we use to esti-
mate the cluster optical depths and to quantify the signif-
icance of the detection. In Section IV we describe three
different approaches to estimate the covariance matrix
of the data: simulated CMB maps, bootstrap and jack-
knife. In Section V we show the results of our analysis
and in Section VI compare with the previous ACT re-
sults reported by H12, discussing the differences in the
map filtering approach and in the covariance matrix es-
timation method. Finally, in Section VI we use the same
dataset to extract the tSZ component and use the results
of hydrodynamical simulations to obtain an estimate of
the optical depth independent of the one obtained by the
kSZ. We show that measurements of the tSZ combined
with hydrodynamical simulations can be used to estimate
the average optical depth and thereby convert the pair-
wise momentum measurement into a pairwise velocity.

II. DATA

A. ACTPol data

The CMB data used for this analysis are the com-
bination of sky maps at 148 GHz from two seasons of
ACT observations and two seasons of nighttime observa-
tions with the ACTPol receiver. The ACT data and the
ACTPol data used in this work cover different areas of
the sky, with partial overlap. The ACT data used here
are presented in [18], while the data for the first season
(2013) of ACTPol are presented in [19]. This coadded
map includes the deep patches labeled D5 and D6, cen-
tered respectively at right ascensions (RA) −5◦ and 35◦

near the celestial equators and the region encompassing
D5 and D6, called deep56, which was observed in 2014
by ACTPol [20]. This map is the deepest patch of the
sky observed by ACTPol and covers about 700 deg2 with
a white noise level that ranges from 10 (for the deepest
regions) to 20 µK·arcmin. Fig. 1 shows the ACTPol data
used in this paper with the sources from the BOSS cat-
alog, which overlaps with about 600 deg2 of the coadded
map.

B. BOSS-SDSS data

We use the public Large Scale Structure (LSS) DR11
catalog1 from the BOSS survey [21]. We measure a tem-
perature signal from our CMB maps in the direction
of these objects and assume that the most luminous of
these galaxies coincide with the center of clusters. BOSS
sources within 5 arcmin radius from point sources with
flux > 15 mJy are discarded. In [9], a 220 deg2 ACT
map was combined with a selection of the DR9 sources.

1 http://data.sdss3.org/sas/dr11/boss/lss/

For comparison we repeat our analysis using the DR9 se-
lection used in that paper. These two catalogs contain
roughly the same number of objects in the ACT-only
map, i.e. 27291 for the DR9 selection and 26357 for the
DR11 LSS catalog, although the redshift distributions
are significantly different (see Fig. 2), with the DR9 se-
lection having more high-redshift objects. The redshifts
range from 0.05 to 0.8 with an average reshift of 0.48 for
the DR11 catalog and 0.56 for the DR9 selection.
For the coadded map we find 67938 sources in the

same redshift range from the DR11 catalog. The lumi-
nosities of these sources are calculated based on their
r-band Petrosian de-reddened magnitudes and applying
a K-correction using the k_correct software [22]. The
luminosities range from 1.5× 108L⊙ to 1.25× 1012L⊙.
We also analyze the redMaPPer [23–25] SDSS DR8

catalog of galaxy clusters. The redMaPPer algorithm
provides a more precise determination of the center of the
cluster, at the expense of a smaller sample of objects and
with some of the redshifts estimated photometrically. We
find 31600 clusters in the coadded ACTPol-ACT map, of
which only 2242 have a richness λs > 20 after including
a correction factor accounting for masked clusters and
incompleteness. See Section VB for more details.

III. ANALYSIS

We implement a pairwise statistic following the ap-
proach successfully employed on ACT and BOSS DR9
data in [9] for the first kSZ measurement, although our
analysis differs significantly from [9]. As described below,
we use aperture photometry to filter the CMB maps as
opposed to the matched filter used in [9], and we compare
three different methods for uncertainty estimation.

A. Pairwise momentum estimator and kSZ effect

A well-known prediction of linear perturbation theory
is that the mean pairwise momentum of galaxy clusters
as a function of their comoving separation is negative
for small separations [26–29], implying that galaxy clus-
ters move towards each other on average. The absolute
value of the pairwise momentum peaks around separa-
tions of 30 Mpc. Direct measurements of the pairwise
momenta of clusters would require knowledge of their 3-
dimensional momentum which is not easily measurable.
The mean pairwise momentum p can be still estimated
from the line-of-sight component of the momenta of a
sample of clusters through the estimator [30]:

pest(r) =

∑

i<j(pi · ri − pj · rj)cij
∑

i<j c
2
ij

(1)

where ri is the comoving distance to the ith cluster
calculated from the redshift of the cluster assuming a
fiducial value for the cosmological parameters. Here,

http://data.sdss3.org/sas/dr11/boss/lss/
k_correct
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FIG. 1: ACTPol map used for this analysis, showing the overlap with the 67938 DR11 sources (green dots). The long strip
across the field is the region observed by ACT that was used for the first measurement of the pairwise kSZ effect in [9].
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FIG. 2: Comparison between the DR9 selection used in [9]
(green) for the 220 sq. deg ACT region and the DR11 LSS
catalog overlapping the same area (yellow). The two catalogs
contain 27291 and 26357 galaxies respectively. The blue his-
togram shows the DR11 redshift distribution in the coadded
ACT+ACTPol map that has about 600 sq deg of overlap with
the DR11 catalog. The light blue is the distribution for the
redMaPPer sources with richness λs > 20.

r is the comoving separation between clusters i and j,
r = |rij | = |ri−rj | and the pairwise estimator at separa-
tion r is obtained by summing over all the pairs satisfying
|rij | = r in equation (1). The factor cij accounts for the
alignment of a pair of clusters i and j along the line of

sight:

cij = rij ·
ri + rj

2
=

(ri − rj)(1 + cos θ)

2(r2i + r2j − 2rirj cos θ)
(2)

with θ being the angular separation between two clus-
ters. The line-of-sight momentum of a given cluster is
related to the measured kinematic SZ signal via a sim-
ple direct proportionality: ∆TkSZ,i ∝ −pi · ri, where
the multiplicative factors depend on the cluster proper-
ties (density profile and hence its angular extent in the
sky) and on the pixel scale and beam of the CMB exper-
iment. Extracting the kSZ signal from a single cluster
is a challenging task, as the kSZ temperature fluctuation
can be orders of magnitude lower than other effects, such
as the tSZ or the infrared emission. The advantage of
(1) is that, being a differential measurement, for a large
enough sample of clusters any signal that does not de-
pend on the comoving separation should average to zero.
The primary source of contamination can be caused by
redshift (and hence comoving distance) dependent effects
that could mimic a pairwise signal dependent on the sep-
aration for every pair of sources having significantly dif-
ferent redshifts. Following [9] we account for these effects
by removing a Gaussian weighted average temperature
signal of the sources as function of redshift:

Tz(z) =

∑

i ∆Ti(zi) exp [−(z − zi)
2/σ2

z ]
∑

i exp [−(z − zi)2/σ2
z ]

(3)

where we use σz = 0.01. We have verified that this cor-
rection is only weakly dependent on σz, whose value does
not significantly affect the signal-to-noise ratio. We can
hence rewrite equation (1) as:

pest(r) =

−
∑

i<j
[(∆Ti−Tz(zi))−(∆Tj−Tz(zj))]cij

∑
i<j

c2
ij

. (4)

We apply this estimator to our catalogs, dividing the
comoving separations range into bins of width 10 Mpc
and extending the calculation up to 400 Mpc separations.
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B. Filtering CMB maps

In order to associate a temperature signal to a given
source we use an aperture photometry (AP) filter. For
each source we select a circular disk of a given angular
radius (aperture) α, take the average value of the pix-
els belonging to the disk Tdisk, and subtract from this
average the average value of the pixels (Tring) in a ring

of radii [α, α
√
2]. The temperature associated with a

source i will be Ti = Tdisk,i − Tring,i. This AP filter
has been applied for a similar pairwise statistic analy-
sis in [10] and offers the advantage of being independent
of assumptions about the shape of the density profile of
the cluster, unlike the matched filter approaches used in
[9, 11]. As discussed in [31] the

√
2 factor for the outer

radius of the ring is optimized to remove local fluctua-
tions on scales just above the scale of the inner radius
α without introducing noise by having a too small ring
area. Even though it does not involve assumptions about
the shape of the density profile, the AP filter does assume
that the cluster is contained within the aperture. Using
small apertures would lead to a subtraction of the sig-
nal while large apertures would mix the signal with the
background CMB and noise. For a given map noise, an-
gular resolution and cluster profile it is straightforward
to show that there exists an optimal aperture which max-
imizes the signal-to-noise ratio for each cluster.

C. Model fitting

To estimate the significance of our detection we use
the analytic prediction of linear perturbation theory for
the pairwise velocity [2–4, 26–29], rescaled by a negative
factor −τ̄TCMB/c, where τ̄ is the free parameter of our
fit and can be interpreted as an average optical depth
of the cluster sample used for the pairwise momentum
estimator and averaged over the aperture of the filter.
This average value is hence related only to the number of
free electrons within the aperture of the filter. Clusters
at lower redshifts in particular can have angular sizes
larger than the filter aperture. In this case the AP filter
approach is likely to underestimate the optical depth of
the cluster. However, we have verified that scaling the
aperture of the filter with the cluster redshift affects the
results by . 0.05σ.
It is known that this linear model fails at lower sep-

arations (r < 20 Mpc) because of redshift space distor-
tions and higher order nonlinear effects that cause the
real pairwise momentum to become positive rather than
approaching zero from negative values as predicted by the
linear model [32–34]. For this reason we exclude the first
two bins when fitting to our linear model template. We
include nonlinear redshift space distortion effects follow-
ing the approach of [32, 33] and repeat the fit to the data
extending it to the entire range of comoving separation.
The minimum mass for the sources used to calculate

the pairwise estimator is estimated with a halo model

[35] assuming the empirical galaxy bias-luminosity rela-
tion of [36, 37] and the bias-halo mass relation based on
numerical simulations from [38]. We use the same mass
cut and average redshift of these sources when calculating
the theory curve template. To calculate the theory tem-
plates and to reconstruct the comoving separations from
the source redshifts we assume the Planck cosmology for
a flat universe [39]: Ωbh

2 = 0.02225, Ωch
2 = 0.1198,

H0 = 67.3 km/s/Mpc, σ8 = 0.83, ns = 0.964.

IV. COVARIANCE MATRIX

We implement three different methods to estimate the
covariance matrix. The first approach uses four hun-
dred mock CMBmaps including anisotropic instrumental
noise and atmospheric noise. We create several realiza-
tions by running our estimator on each one of these sim-
ulated maps using the coordinates of the sources in the
catalog to estimate the temperature signal and their red-
shift to calculate the geometrical weights in equation (4).
The cij factors are hence the same for all the realizations
while the temperature values associated with each posi-
tion change from one realization to the other. We then
use these realizations to calculate the covariance matrix
for 40 comoving separation bins in the range 0−400 Mpc.
The main advantage of this method is that the mock
maps are independent of each other and the estimated
covariance matrix properly includes the cosmic variance
contribution from the CMB. Moreover using mock maps
of CMB and noise provides a useful null test by taking the
average of many null realizations. We consider this the
preferred method for estimating the covariance matrix,
with the drawback of being more time consuming.
The second method consists of creating bootstrap real-

izations of the pairwise momentum estimator by resam-
pling the temperature differences (including the redshift
correction) that enter in the estimator (4). For each re-
alization the temperature difference values in a separa-
tion bin are replaced with values randomly selected from
the distribution of all the temperature difference val-
ues. Bootstrap resampling the temperature differences
reduces the risk of a redshift dependent contamination
that might bias the covariance matrix if the correction in
(3) fails to account for these effects. Moreover, it does
not require creating CMB simulations and can be im-
plemented starting from the data sample itself without
external inputs. On the other hand, the temperature dif-
ference values are correlated among the various comoving
bins because each source can contribute to different bins
multiple times. As a consequence, shuffling the values
of temperature differences can significantly alter the es-
timated covariance matrix in a complicated way. As ex-
pected we find that the bootstrap tends to systematically
underestimate the error bars compared to mock maps es-
pecially at separations larger than & 150 Mpc, while for
r . 150 Mpc the differences are smaller, on the order of
∼ 10% and does not recover the full correlation between
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comoving separation bins.
The third method is a jackknife approach similar to the

one implemented by [11]. We split the sample of sources
into N smaller subsamples and remove one subsample at
a time, running the pairwise estimator on the union of the
remaining N − 1 subsamples, obtaining N realizations.
The fact that these realizations are not independent can
be accounted for by a N − 1 factor when calculating the
covariance:

Cmn =
N − 1

N

N
∑

k=1

(

pkm − p̄m
) (

pkn − p̄n
)

(5)

where m and n are the indices for the comoving separa-
tion bins and pkm,n is the pairwise estimator value in the
bins m and n for the realization k. The inverse covari-
ance matrix in (5) is generally a biased estimator of the
true inverse covariance matrix. It is possible to correct
for this bias by multiplying C−1

m,n by (N −K − 1)/N − 1
[40], where K is the number of comoving separation bins.
Similar to the bootstrap approach, the jackknife method
has the advantage of being based on the dataset itself
and of not requiring external maps. On the other hand,
compared to the bootstrap, it is easier to account for dif-
ferent realizations not being independent by using (5).
Moreover, since there is no shuffling involved, but only
subsamples removed from the main cluster sample, the
covariance between bins is recovered with better accu-
racy than it is with the bootstrap method. We find that
this jackknife technique provides a detection consistent
with the one estimated from mock maps, with differences
. 0.5σ.
We perform a full comparison of the detection signif-

icance achieved by using different error estimation ap-
proaches. Table I shows the signal-to-noise ratio esti-
mated with the bootstrap and jackknife methods. It
can be seen that the bootstrap of temperature differences
overestimates the signal-to-noise compared to simulated
maps when considering separations above 150 Mpc. For
example for the case L > 7.9×1010L⊙ the S/N ratio from
bootstrap is 8.8 while simulated maps provide 4.1. The
sharp change in S/N results largely from ignoring the
correlation between comoving bins when the bootstrap
covariance matrix is constructed. We find a maximum
correlation value of around 0.2 even at the larger sep-
arations, which is significantly lower than the expected
correlation from simulated maps with a maximum of 0.55
for r < 150 Mpc. This can be confirmed by using only
the diagonal part of the mock map covariance matrix. In
that case we find a S/N of 7 from simulations, closer to
the 8.8 from bootstrap.
The jackknife approach, on the other hand, produces

results more consistent with the simulated maps. As dis-
cussed above, this is because with the jackknife resam-
pling we are only removing subsamples from the main
cluster sample, which better preserves the correlation be-
tween bins. Moreover it is straightforward to account for
the realizations not being independent with the N − 1

factor in equation (5). For the jackknife covariance ma-
trix we find a maximum correlation value of 0.26 for bins
r < 150 Mpc, which is the range of separations that con-
tributes to most of the S/N. This is a factor of 2 lower
than the correlation found from simulated maps, sug-
gesting that simulations are still the most conservative
approach. Despite this difference, the S/N for the jack-
knife method is close to the one found with simulations.
To check the convergence of the jackknife algorithm we
have varied N and looked for the value that provided a
stable significance against variations of N . We used the
same approach for the other cases in Table I and looked
for the N that provided a stable S/N.

A. Contributions to the covariance matrix

The covariance matrix for the mean pairwise momen-
tum includes contributions from several terms: cosmic
variance, primordial CMB and instrumental and atmo-
spheric noise. In addition to these terms, the thermal
SZ effect, particularly for clusters with masses M &
1014M⊙, can potentially contaminate the kSZ statistics
as found by Soergel et al. in [11]. The galaxies used
in this work are associated with less massive halos. To
verify that the tSZ is not a significant contribution to
the noise, we have removed the most luminous sources
from our sample, corresponding to masses M & 1014M⊙

as based on the halo model. For this mass cut we have
removed only 237 galaxies from our sample and we have
found that the significance of the kSZ pairwise momen-
tum detection is not affected by this cut.
In order to estimate the relative contribution of the

various noise sources to the covariance matrix, we have
produced two additional sets of simulated maps: simu-
lated maps of noise-free primary CMB, and simulated
maps of instrumental and atmospheric noise, not includ-
ing primary CMB anisotropies. We run our estimator
on these simulated maps 400 times for each set and cal-
culate the covariance matrix for each of these sets. We
have found that the instrumental plus atmospheric noise
contributes 80% of the total covariance matrix, while the
primary CMB represents the remaining 20% of the un-
certainty.
It should be noted that none of the methods men-

tioned above, including the CMB simulations approach,
accounts for the cosmic variance of the velocity field. The
cosmic variance contribution can be estimated analyti-
cally, for example by following the calculations in [2–4].
We have found that, despite the relatively small sky area
(fsky ≃ 0.013), the redshift range is large enough (z =
0.1-0.8) to provide a significant cosmological volume. We
estimate that the cosmic variance contribution is 1% or
less (depending on the separations) of the current uncer-
tainty and is not expected to provide a significant contri-
bution to the noise. Future more sensitive surveys might
have to account for this effect, depending on the cos-
mological volume used for the kSZ pairwise statistic. For
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example, depending on the selection of redshift bins, sur-
veys attempting to reconstruct the pairwise signal as a
function of redshift will need to apply the estimator to
smaller volumes. The cosmic variance can become signif-
icant in those cases.

V. RESULTS

A. ACTPol+ACT and DR11

We explore the dependence of the signal on the mini-
mum luminosity of the sample in eight bins in the range
5.3×1010L⊙−11.6×1010L⊙, corresponding to the bright-
est 50000 and 5000 sources respectively. The bins are
chosen by using the 5000 most luminous objects, then
increasing the number of objects in steps of 5000 (and
steps of 10000 for the largest bins). We study the signif-
icance of the detection as function of the luminosity cut
to avoid possibe look-elsewhere effects, where one can
find an arbitrarily high signal-to-noise ratio by looking
for the highest fluctuation in the S/N as a function of
the luminosity cut. The mean pairwise momentum esti-
mator and the best fit model are shown in Fig. 3 for a
selection of 20000 objects (L > 7.9 × 1010L⊙) from the
DR11 Large Scale Structure catalog and a filter aperture
of 1.8 arcmin. This aperture is consistent with the radius
required to efficiently remove the CMB plus map noise
from the ACTPol map, which can be estimated analyt-
ically (see for example [41]). The signal-to-noise ratio
is stable for small variations around this aperture. As
mentioned above, significantly smaller apertures would
subtract the signal while larger apertures would not re-
move the background efficiently.
The best fit average optical depth for this case is

τ̄ = (1.46± 0.36)× 10−4, providing 4.1σ evidence of the
kSZ signal in the coadded ACTPol-ACT map as deter-
mined from 400 simulations. The model is a good fit to
the data with a best fit χ2 of 23 for 37 dof, including
correlations between bins. Error bars are estimated by
running our estimator on 400 simulations of the CMB sky
including noise. We estimate the detection significance
and the best fit average optical depth with a χ2 statis-
tic including the full covariance matrix of the estimator.
In Fig. 3 we also show the correlation matrix estimated
from the mock maps. We find a significant correlation
between comoving separation bins for the larger separa-
tion bins. For this reason we bin differently the large
separation data points when plotting the estimator and
the covariance matrix but conduct the analysis on the 40
equally spaced bins with size 10 Mpc. We have verified
that the significance of the detection is not affected by
the binning. The increased correlation at the largest sep-
arations is expected from analytical calculations (see for
example [3]) because the number of sources in common
between pairs belonging to neighboring bins increases at
larger separations. The correlation implies that most of
the contribution to the S/N is determined by the lower

comoving separation bins. We find that excluding bins
above 150 Mpc changes the significance of the measure-
ment by . 0.1σ. Considering only the diagonal part of
the covariance matrix overestimates the signal to noise,
yielding up to S/N ≃ 7, implying that even correlations
at the 20− 30% level like those observed at r < 150 Mpc
have a significant impact on the overall signal-to-noise.

We have excluded from the fit the two data points at
comoving separations . 20 Mpc. Scales smaller than
those are affected by nonlinear effects and redshift space
distortions that are not described by the linear model.
Nonlinear models [32–34] predict the change of sign in
the pairwise velocities around separations of about 10h−1

Mpc that can be seen in Fig. 3. To show this we imple-
ment a nonlinear calculation following [32, 33]. The solid
line in Fig. 3 shows the expected nonlinear model. The
evidence for this effect is not particularly strong (1.8σ for
the 5 Mpc bin) but the low separation points can have
an effect on the total S/N. If we fit to the entire range of
comoving separations from 0 to 400 Mpc the linear model
provides a 3.8σ detection. Fitting to the nonlinear model
recovers the 4.1σ detection, demonstrating that the low
separation points fit better when including nonlinear ef-
fects, although the effect on the signal-to-noise is small.
These nonlinear models are strongly dependent on the de-
tails of the halo model used to calculate them, including
the small scale velocity dispersion of dark matter parti-
cles. Hence, we do not attempt to extract astrophysical
information from this range of separations and we only
quote the significance of the measurement for the lin-
ear range, but we emphasize that the expected change of
sign in the mean pairwise momentum can be clearly seen
using spectroscopic data. A proper modeling of these ef-
fects will be valuable for future more powerful surveys,
and has the potential to probe intra-halo physics.

The low comoving separation part of the kSZ pairwise
estimator might also be affected by the overlap between
disks and rings associated with different sources [12]. For
large separations the overlap between filters can occur
as a projection effect; however in this case the overlap
between filters simply provides another source of back-
ground noise. Moreover, we have found that, for a radius
of 1.8

√
2 arcmin, the pairs affected by overlapping fil-

ters are about 11% of the total in the first bin, 1.5% for
the second bin and less than 0.3% for larger separations.
Since in this work we discard small separations (< 20
Mpc), the overlap between filters does not have a sig-
nificant effect on the measured optical depth. This sys-
tematic however might need to be modeled or corrected
when interpreting data at low separations.

We have found that the significance of the detection
increases consistently with decreasing luminosity cut,
down to L > 7.9 × 1010L⊙. The inclusion of fainter
sources in the estimator does not improve the signifi-
cance of the detection. For example, lowering the lu-
minosity cut to L > 6.9 × 1010L⊙, corresponding to
the 30000 brightest sources, provides S/N = 3.6 and
a best fit τ̄ = (0.99 ± 0.28) × 10−4. For a luminosity
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Luminosity cut/1010L⊙ Mass cut (M200/10
13M⊙) N τ̄ /10−4 S/N Simulations S/N bootstrap S/N jackknife

L > 11.6 M > 7.6 5000 1.22± 0.82 1.5 2.9 2.0
L > 9.8 M > 6.1 10000 1.13± 0.60 1.9 4.9 2.1
L > 8.7 M > 5.2 15000 1.66± 0.43 3.8 7.1 3.8
L > 7.9 M > 4.6 20000 1.46± 0.36 4.1 8.8 3.7
L > 7.4 M > 4.2 25000 1.17± 0.31 3.7 8.9 3.9
L > 6.9 M > 3.8 30000 0.99± 0.28 3.6 9.0 3.7
L > 6.1 M > 3.2 40000 0.78± 0.21 3.7 9.3 3.2
L > 5.3 M > 2.8 50000 0.84± 0.20 3.8 10.1 4.3

7.9 < L < 9.8 4.6 < M < 6.1 10000 1.42± 0.68 2.1 3.6 −
5.3 < L < 7.9 2.8 < M < 4.6 30000 0.89± 0.37 2.4 2.9 −

TABLE I: Signal-to-noise and best fit τ̄ as a function of the luminosity cut and of the number of sources (N). The bottom part
of the table shows disjoint luminosity ranges. We also report the signal-to-noise ratio for different estimation methods of the
covariance matrix. The mass cut is estimated from the halo model and it is used to calculate the mean pairwise velocity curves.

cut of L > 5.3 × 1010L⊙ (50000 brightest sources) we
find S/N = 3.8 and τ̄ = (0.84 ± 0.20) × 10−4. These
results are summarized in Table I. In Fig. 4 we show
the estimator for several luminosity cuts. While the de-
tection remains generally strong, close to 4σ, the overall
signal-to-noise ratio does not increase as might naively
be expected because of the increased number of pairs.
The first 8 bins of Table I are not independent because
all share the most massive sources. To facilitate the com-
parison between different luminosity ranges we run the
analysis on two disjoint samples of the catalog with lumi-
nosity 7.9× 1010 < L/L⊙ < 9.8× 1010 and 5.3× 1010 <
L/L⊙ < 7.9×1010. These two cases are listed in the two
bottom rows of Table I. Note that the case reported in
the second row of the same table (L > 9.8 × 1010L⊙)
represents another sample that is disjoint from these
two ranges. For these cases we have found a signifi-
cance close to 2σ, specifically 1.9σ for the most lumi-
nous 10000 sources, 2.1σ for the next 10000 sources with
7.9 × 1010 < L/L⊙ < 9.8 × 1010 and 2.4σ for the 30000
sources in the range 5.3× 1010 < L/L⊙ < 7.9× 1010.
While the amplitude of the signal is expected to de-

crease with low luminosity objects, the statistical uncer-
tainty decreases as well, because of the larger number of
pairs. The lack of a significant improvement could be
caused by systematic effects becoming more dominant
for less massive clusters. For example, low luminosity
objects are more likely not to lie at the center of clus-
ters and to be satellite galaxies. Mis-centering effects are
known to reduce the amplitude of the signal [11, 42] and
including a significant amount of satellite galaxies could
lead to counting low mass halos multiple times, which
would reduce the amplitude of the signal per comoving
separation bin.

Finally, we note that the best fit optical depth values
reported above might include a contribution from gas
not bound to the clusters. This has previously been ob-
served when the same filtering approach (aperture pho-
tometry) was used for a catalog of central galaxies from
the seventh release of the Sloan Digital Sky Survey com-
bined with Planck data [10, 12]. In particular Hernandez-
Monteagudo et al. (2015) [12] find that simulations of the

smooth, linear velocity field around the central galaxies
provide a better description of the motion of electrons
around these galaxies compared to mock catalogs of ha-
los, which describe only the velocity of the halos hosting
the central galaxies. The optical depth estimates in Ta-
ble I are consistent with those reported in [12], which, for
similar physical apertures and similar halo masses, esti-
mated τ in the range 0.2− 2× 10−4. This is encouraging
and might imply that the pairwise kSZ signal detected in
this work is also sensitive to the motion of electrons not
bound to the clusters. We note however that a detailed
direct comparison between the τ values of our paper and
those of [12] is complicated by the different redshift pop-
ulation, which is limited to z ∼ 0.1 for the sample used
in [12], and by the different angular resolutions involved.

B. redMaPPer

redMaPPer is a red-sequence cluster finder algorithm,
which provides cluster center positions based on the best
esimates for the position of the central galaxy. As de-
scribed above, the redMaPPer SDSS DR8 catalog has
about 31683 clusters in the ACT+ACTPol area. To ac-
count for incompleteness and masking effects, redMaP-
Per recommends using a corrected richness, λs = λ/s,
where s is a correction factor. In our region we find only
2242 clusters with richness λs > 20 and with an average
redshift of 0.35. These are shown in Fig. 2. Clusters with
λs < 20 have larger uncertainties on the richness and we
do not include them in the analysis. Given the reduced
number of clusters above the λs = 20 threshold we did
not find a significant detection of the kSZ signal using
this catalog. This stresses the importance of having deep
optical catalogs to overlap with the CMB maps for these
kinds of studies.
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FIG. 3: Top: Mean pairwise momentum estimator and best
fit model for a selection of 20000 objects (L > 7.9× 1010L⊙)
from the DR11 Large Scale Structure catalog. Based on the
halo model these luminosities correspond to masses M >
4.6× 1013M⊙. The filter aperture is 1.8 arcmin. The best fit
average optical depth is τ̄ = (1.46± 0.36)× 10−4 when fitting
the linear model (dashed line) to separations r > 20 Mpc,
providing a 4.1σ evidence of the kSZ signal in the coadded
ACTPol-ACT map. The solid line shows the model prediction
including nonlinear redshift space corrections. The covariance
matrix is estimated from four hundred CMB plus noise real-
izations of the same area. Bottom: binned correlation matrix
for the comoving separation bins of the estimator shown in the
top plot, estimated from mock CMB maps. Note the strong
correlation at large separations even with large bins.

C. Null tests

We performed several null tests to confirm that the
signal is not due to systematic effects in the maps or in
the analysis. The simplest null test can be performed by
transforming the difference in (4) into a sum so that the
kSZ will average to zero like all the other contributions to
the temperature fluctuations associated with the clusters.
The fit to the template provides an amplitude consistent
with the null signal as expected, τnull = (−0.07± 3.5)×
10−5, and a χ2 of 13 for 19 degrees of freedom (dof) with
a probability to exceed (PTE) of 0.84.

The CMB simulated maps that we use for the covari-
ance matrix provide a more stringent null test. The
average of 400 null tests obtained by applying the es-
timator to these mock maps of CMB and noise provides
τnull = (−0.14 ± 0.19) × 10−5 and a χ2 of 16 for 19 dof
(PTE = 0.66), again consistent with no signal.

Finally, we randomly shuffle the temperature values of
the sources, keeping their position fixed (and hence the
cij weights of the estimator), and take the average of
these realizations. This case is also consistent with no
signal: τnull = (0.06 ± 0.14) × 10−5 and χ2 = 17 for 19
dof (PTE = 0.59). The null tests are shown in Fig. 5.
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FIG. 4: Mean pairwise momentum estimator as a function
of luminosity cut, see also Table I for comparison. Each lu-
minosity cut has a horizontal offset for clarity. The inner
box shows the same cases in the relevant comoving separa-
tion range where the signal is expected. While the nega-
tive decrement is always visible, the amplitude of the signal
decreases systematically with the minimum luminosity. The
signal-to-noise ratio is largest at L > 7.9 × 1010L⊙ and does
not improve significantly for fainter objects (see text for fur-
ther discussion).



10

0 50 100 150 200 250 300 350 400
r (Mpc)

0.4

0.2

0.0

0.2

0.4

p 
(µ

K)

0 50 100 150 200 250 300 350 400
r (Mpc)

0.04

0.02

0.00

0.02

0.04

p 
(µ

K)

FIG. 5: Null tests. Top: Same as in Fig. 3 but changing the
sign in (4). In this case we find τnull = (−0.07± 3.5)× 10−5.
Bottom: Average of 400 null tests obtained from mock maps
of CMB and noise (blue). We find τnull = (0.10±0.11)×10−5.
The red points are the average of 400 null tests obtained by
shuffling the temperature values, keeping the sources fixed at
their positions. In this case we find: τnull = (−0.05± 0.14)×
10−5. All these null tests are consistent with zero signal as
expected.

VI. COMPARISON WITH THE PREVIOUS

ACT ANALYSIS

This analysis is an extension of the work presented by
H12 in [9]. In that work, the authors used a 220 deg2 map
from ACT, combined with a selection of the BOSS DR9
galaxy catalog, and reported the first evidence for the
kSZ pairwise momentum, rejecting the null signal with a
significance of 3.1σ.
Despite the 2.7 times wider area used in this paper

and the lower map noise, the evidence for the pairwise
momentum presented in the previous section is not sub-
stantially higher than the one found by H12. This is
due to a combination of the more conservative covariance
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FIG. 6: Top: Mean pairwise momentum from the 7800 most
luminous (L > 7 × 1010L⊙) DR9 galaxies in the ACT re-
gion for a 1.7 arcmin aperture photometry filter. We used 40
comoving separation bins for the analysis, but the large sepa-
rations points are strongly correlated and we re-binned them
for plotting purposes. We show error bars from mock CMB
maps (blue) and bootstrap (red). Note that the bootstrap
uncertainty estimates are much smaller at large separations.
Bottom: Ratio between error bars from the bootstrap ap-
proach to those from simulations. The error bar differences
range between 10% and 20% up to 150 Mpc, which was the
maximum separation used by H12 in [9].

matrix calculation and map filtering approaches and the
different optical catalog used. In H12 the CMB maps
were filtered with a matched filter (MF) assuming that
the cluster profile was described by a Gaussian with a
1.4 arcmin FWHM (similar to the ACT beam profile)
and the covariance matrix was calculated with a boot-
strap resampling. Here we adopt the more conservative
model independent aperture photometry (AP) filter de-
scribed in III B and estimate the covariance matrix using
simulations.

To compare with H12, we apply our approach to the
same ACT region used in H12, covering 220 deg2 with
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FIG. 7: Mean pairwise momentum from the 9800 most lumi-
nous (L > 7.3 × 1010L⊙) DR11 galaxies in the ACT region
for a 1.7 arcmin aperture photometry filter. Error bars are
estimated from mock CMB maps.

right ascension ranging from −43◦ to +45◦ and declina-
tion −1.25◦ to +1.25◦ and the same selection of DR9
sources. H12 reported evidence of the kSZ pairwise mo-
mentum in the range of separations 0-150 Mpc, with a
probability of the signal being due to random errors of
p = 0.002, corresponding to a 3.1σ rejection of the null
signal. After exploring various luminosity cuts we have
confirmed this result using the AP filter and estimating
the covariance matrix using simulations. For the same
range of comoving separations used by H12(0-150 Mpc)
the null signal is rejected at 3σ, consistent with the result
reported by H12.

In Fig. 6 we show the results of this new analysis with
7800 objects (instead of the 5000 used in H12), corre-
sponding to a minimum luminosity of L > 7 × 1010L⊙.
The filter aperture used for this analysis is 1.7 arcmin,
consistent with the typical cluster size in the sample con-
sidered, and the significance is stable against small vari-
ations of this aperture. By fitting to the pairwise kSZ
velocity template we find an amplitude τ̄ = (3.8± 0.9)×
10−4. The covariance matrix calculation is based on sim-
ulations and it is one of the main differences between this
work and the H12 paper, where the bootstrap approach
was used to estimate the uncertainties. Fig. 6 shows the
results for this analysis with error bars estimated with
the two methods. As described above, the uncertainties
from bootstrap are between 10% and 20% smaller than
those calculated with simulations for separations r < 150
Mpc. The difference becomes more relevant at larger sep-
arations.

To study the effect of changing the optical sample, we
have repeated the same analysis using the same ACT
map used by H12 combined with the DR11 LSS catalog

(Fig. 7). As described above this catalog has about 1000
fewer objects and more low redshift sources compared
to the DR9 H12 selection. We find that the maximum
signal to noise ratio is achieved for a slightly different
luminosity cut, L > 7.3 × 1010L⊙, corresponding to the
9800 brightest objects in the catalog, for the same filter
aperture of 1.7 arcmin. The best fit amplitude for the
model template is τ̄ = (2.7 ± 0.7) × 10−4, slightly less
significant than the same analysis using the DR9 catalog.
The rejection of the null signal is also lower: 2.6σ. Since
both the CMB map and the filter scheme are the same we
conclude that the different significance achieved is related
to the differences between catalogs. The luminosity cut
for the DR9 analysis provides sources with an average
redshift of z = 0.56, while for the DR11 cut we find
z = 0.48. The higher number of low-redshift sources in
DR11 might imply that a larger fraction of these sources
are satellite galaxies that do not properly trace the center
of clusters. This difference stresses the dependence on the
catalog and the importance of the optical sample used for
the kSZ pairwise analysis.

VII. OPTICAL DEPTH FROM THE THERMAL

SZ SIGNAL

A. Overview

Reconstructing pairwise velocities from the mean pair-
wise momentum estimator requires knowledge of the op-
tical depth τ of the objects used for the statistics. In the
kSZ effect this is completely degenerate with the peculiar
velocity itself. Hence, estimating peculiar velocities from
the kSZ requires including additional information. The
thermal component of the SZ effect (tSZ) has a depen-
dence on the optical depth and the electron temperature
Te, making it possible to measure the tSZ effect for the
same sources used for pairwise statistics and infer τ from
the tSZ signal [43]. This measurement can then be used
to convert the pairwise momentum into a pairwise veloc-
ity. This section shows an example of this approach.
A direct measurement of τ from the tSZ effect would

require either assuming a temperature or estimating Te,
to break the τ -Te degeneracy. Here we use a different
approach, by measuring the average tSZ signal from the
same sample used for the kSZ analysis by stacking on
the positions of sources belonging to the same luminos-
ity bins. We apply a matched filter to the entire coad-
ded ACTPol-ACT map using a cluster profile template.
The matched filter provides an estimate of the central
SZ temperature decrement associated with a cluster. We
use this central value to normalize the cluster profile,
which, by assumption, has the same shape as the one
used for the matched filter. We then estimate the comp-
tonization parameter in a 1.8 arcmin circle, that is, the
same aperture used for the kSZ analysis above and use
a theoretical relation between optical depth and Comp-
tonization parameter from hydrodynamical simulations
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of clusters to infer the optical depth (Battaglia (2016)
[44]). Finally, we compare this tSZ estimated τ with the
one measured from the kSZ pairwise momentum. The
next section discusses the limits and possible systematic
effects associated with this approach.

B. Thermal SZ

For tSZ analysis the best signal-to-noise is obtained
by filtering the CMB map with a matched filter. We
filter our coadded map using the same matched filter
approach used in Hasselfield et al. [45], based on a
Universal Pressure Profile [46], with a fixed scale of
θ500 = 5.9 arcmin (see also discussion below). After
the filter is applied, the sources from the DR11 catalog
are binned using the same luminosity bins as Table I.
For each luminosity bin, a 10.5 arcmin by 10.5 arcmin
submap centered on each source is repixelized from 0.5
arcmin per pixel to 3.75 arcsec per pixel. Resizing the
pixels minimizes the errors associated with the relatively
large pixel size of the ACTPol-ACT maps (0.5 arcmin)
[47]. The temperature decrement associated with each
source is taken to be the central pixel value in µK. These
decrements are averaged within each luminosity bin to
obtain a stacked tSZ signal per bin, δTtSZ. The error
associated with each temperature decrement is obtained
by taking the standard deviation of the pixels within
an annulus of inner radius R1 = 3 arcmin and an outer
radius of

√
2R1. The 3 arcmin size of this annulus is

a conservative estimate of the local noise in the map.
This approach has the advantage of not requiring the
modeling of variations of the noise across the map.
We have verified that the distribution of the standard
deviation values is similar for annuli around the sources
and for annuli selected in source free regions, implying
that, regardless of the presence of sources, there can be
non-negligible variations in the noise across the map. We
have also verified that the error increases monotonically
up to 3 arcmin and is stable for larger rings. In Table II
we present the δTtSZ per luminosity bin.

To obtain the comptonization parameter we follow the
steps detailed in [45]. The tSZ temperature signal is re-
lated to the Comptonization parameter y by:

∆T (θ)

TCMB
= fSZ y(θ), (6)

where y(θ) is the Compton parameter at a projected
angle θ from the cluster center, and in the non-
relativistic limit, fSZ depends on observed radiation
frequency alone. At an effective frequency of 146.9 GHz,
fSZ = −0.992frel(t) where frel(t) = 1 + 3.79x − 28.2x2

and x = kBTe/mec
2. A cluster gas temperature of

T = 0.5 keV is assumed, and fSZ varies minimally with
this choice of temperature. For each source, y(θ = 0) is
obtained from the central pixel temperature decrement

via equation (6), and the averaged ȳ per luminosity bin
is reported in Table II.

The angular averaged Compton parameter ȳ is found
for each source by integrating over the generalized
Navarro-Frenk-White (GNFW) pressure profile [48],

y(θ) ∝
∫

dsP
(

√

s2 + (R500θ/θ500)2
)

, (7)

where θ500 = R500/DA(z), DA(z) is the angular diameter
distance to the source with redshift z and we vary R500

to fix θ500 = 5.9 arcmin. The integral s is along the line
of sight, with P (r) being the pressure profile, defined as
in [45]. We normalize this integral with the y0 value of
each luminosity bin and calculate an averaged Compton
ȳθ parameter:

ȳθ =
2

θ2

∫ θ

0

y(θ′)θ′dθ′. (8)

A recent analysis of cluster hydrodynamical simula-
tions has found a strong relationship between the aver-
aged ȳ and the cluster optical depth (Battaglia (2016),
[44]). Specifically, in simulations with AGN feedback
Battaglia (2016) finds ln(τ) = ln(τ0) + m ln(ȳ/10−5),
where ln(τ0) = −6.40 and m = 0.49 at z = 0.5.
We check the viability of using the τ inferred from

tSZ measurements and hydrodynamical simulations to
obtain an estimate of the mean pairwise velocity from
the mean pairwise momentum. Unless systematic biases
are present in the analysis, the optical depth obtained by
fitting to the pairwise velocity template should be consis-
tent with the one estimated from the thermal SZ within
the same angular aperture. To quantify the agreement
between these measurements we fit a linear relation to
the three independent τ estimates, corresponding to the
first bin and the last two bins in Table I, accounting for
the uncertainties both on the kSZ and the tSZ measure-
ments. Battaglia (2016) provides fitting relations for the
angular averaged comptonization parameter (8) and the
optical depth averaged in circular areas of radii 1.3, 1.8,
2.6 and 5.2 arcmin. These hydrodynamical simulations
also provide an estimate of the systematic uncertainty on
the best fit parameters of the ȳ-τ relation, accounting for
differences between radiative cooling and AGN feedback
models. For 1.8 arcmin, the same aperture used for the
kSZ analysis of this paper, the uncertainties are 4% and
8% respectively on ln τ0 and m.
We compare the kSZ optical depths to those obtained

from tSZ measurements using the ȳ-τ relation and find
a slope m1.8 = 1.60 ± 0.49(stat) ± 0.59(sys) (see Fig. 8)
where the systematic uncertainty is related to the un-
certainty on the best fit parameters for the ȳ-τ relation.
The resulting slope is within 1.3σ and 1σ of unity consid-
ering the statistical and systematic uncertainties respec-
tively, suggesting that the tSZ and kSZ optical depth
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estimates are consistent given current uncertainties and
that this approach is promising for extracting pairwise
velocities from pairwise momentum measurements. Im-
proved data are needed to perform a more detailed search
for systematics, such as mis-centering, dusty galaxy con-
tamination of the tSZ signal, modeling of the pairwise
velocities, or filtering of the maps. We note that a po-
tential source of bias is that the hydrodynamical simula-
tions provide the ȳ-τ relationship for clusters with masses
M500c = 9 × 1013M⊙ at z = 0.5, higher than the mass
range predicted from the halo model for the clusters used
in this analysis.
In Table II we summarize the tSZ temperature decre-

ment, the averaged comptonization parameters for an
aperture of 1.8 arcmin and the corresponding optical
depth, as well as the uncertainty on the optical depth
from simulations for each luminosity bin. We rescale
the best fit pairwise momentum of Fig. 3 using the
tSZ estimated optical depth for the same luminosity cut
(τtSZ,1.8 = (1.93±0.26)×10−4) and find a mean pairwise
velocity of 145 ± 40(stat) ± 72(sys) km/s at separation
35 Mpc. This is within 1σ of the ΛCDM model predic-
tion for the same mass and average redshift of the sample
considered, vΛCDM = 193 km/s.

FIG. 8: Best-fit line for the tSZ and kSZ optical depth
measurements. We only fit to the dark blue points, which
correspond to the three independent luminosity bins (sec-
ond row and and last two rows in Table I) indicated by
the labels (in units of 1010L⊙). The cyan points corre-
spond to the remaining bins. Fitting to the 1.8 arcmin ȳ-
τ relation from hydrodynamical simulations we find a slope
m1.8 = 1.60±0.49(stat)±0.59(sys). The gray areas represent
the 1σ statistical (dark) and systematic (light) uncertainty
range.

VIII. SYSTEMATIC EFFECTS

Several systematic effects can affect the amplitude of
the kSZ signal. One of the main potential sources of
error when using galaxies to trace clusters is the mis-
centering of the galaxies with respect to the cluster cen-
ters. The details of the sub-halo structure can affect the
measured pairwise momentum especially at low separa-
tions and is not easily modeled. The filtering of the CMB
map also can affect the recovered S/N. Flender et al.[42]
have quantified several of these effects using N-body sim-
ulations and found that the mis-centering of sources can
reduce the amplitude of the signal at most by 10% at
all separations, in a pessimistic scenario. They have also
found that star formation and feedback can reduce the
amplitude of the pairwise kSZ by ∼ 50%. Comparing the
AP filter with a matched filter they have found that the
former could be slightly more conservative than the lat-
ter, providing a S/N from 10% to 18% lower, depending
on the kSZ model.
Imperfect removal of other effects, especially of the

tSZ, can bias the pairwise kSZ signal. For the pairwise
statistic this could happen if there are not enough pairs to
achieve a perfect cancellation of the tSZ effect, especially
for the most massive clusters. Schaan et al.[13] found
that, for the reconstructed velocity method, removing
the most massive clusters (M > 1014M⊙) is important
to avoid contamination. The sample used in this paper
has mostly clusters with masses below that range. Based
on halo model estimated masses we have found only 237
objects withM > 1014M⊙. Removing those objects from
the sample does not affect the significance of the pairwise
kSZ measurement.
For the thermal SZ stacking, a potential systematic is

emission from dusty star-forming galaxies. At the 148
GHz frequency used for this analysis the dust emission is
not negligible [49, 50]. Data at 220 GHz, where the tSZ
effect vanishes, can be used to estimate the dust con-
tribution and remove it from the measured temperature
decrement at 148 GHz with an appropriate frequency
scaling (see for example [51]). We do not yet have mea-
surements at 220 GHz covering the full coadded ACTPol
+ ACT map. A 220 GHz map is available for the nois-
ier ACT only region. Using these data we have found
that removing the dust can increase the value of the es-
timated tSZ optical depth by about 20% for luminosities
> 7.9 × 1010L⊙ and up to 50% for the lower luminos-
ity bin, where the tSZ signal is weaker. Estimating the
dust contribution will hence be very important for fu-
ture data. The ongoing Advanced ACTPol [52] survey
will soon provide multi-frequency maps covering a wider
region, allowing for an appropriate analysis of the dust
contamination.
Another potential source of systematics is the ȳ-τ con-

version. In addition to the quoted systematic uncertainty
between different hydrodynamical simulations, there is
also uncertainty in extrapolating from the larger masses
in the hydrodynamical simulations to the lower mass ob-
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Luminosity cut/1010L⊙ N < L > <z> δTtSZ (µK) y0/10
−7 ȳ1.8/10

−7 τ1.8/10
−4 σsims/10

−4

L > 11.6 4650 14.90 0.52 -3.70 ± 0.49 13.60 ± 1.82 6.09±0.81 4.22±0.28 ±1.11
L > 9.8 9269 12.73 0.51 -1.67 ± 0.35 6.17 ± 1.29 2.78±0.58 2.87±0.29 ±0.78
L > 8.7 13898 11.56 0.50 -1.23 ± 0.29 4.52 ± 1.06 2.05±0.48 2.47±0.28 ±0.68
L > 7.9 18586 10.75 0.49 -0.91 ± 0.25 3.35 ± 0.92 1.52±0.42 2.14±0.29 ±0.60
L > 7.4 23251 10.13 0.48 -0.90 ± 0.22 3.32 ± 0.82 1.51±0.37 2.13±0.26 ±0.60
L > 6.9 27877 9.64 0.48 -0.79 ± 0.20 2.92 ± 0.75 1.34±0.34 2.01±0.25 ±0.58
L > 6.1 37190 8.85 0.47 -0.65 ± 0.18 2.41 ± 0.65 1.11±0.30 1.83±0.24 ±0.54
L > 5.3 46448 8.22 0.47 -0.52 ± 0.16 1.91 ± 0.58 0.88±0.27 1.64±0.24 ±0.49

7.9 < L < 9.8 9299 8.77 0.45 -0.15 ± 0.35 0.54 ± 1.30 0.25±0.60 0.88±1.04 ±0.21
5.3 < L < 7.9 27880 6.53 0.45 -0.26 ± 0.20 1.00 ± 0.75 0.45±0.35 1.17±0.45 ±0.40

TABLE II: Extracted tSZ temperature decrements δTtSZ, central Compton parameter y0, angular averaged ȳ for a 1.8 arcmin
radius circle and estimated optical depth τ for the same luminosity ranges as Table I. The number of sources (N) considered
per luminosity cut is listed along with average luminosity 〈L〉 and average redshift 〈z〉 for the sample. Note that the number of
sources per luminosity bin differs from those in Table I because the wider submaps needed for tSZ stacking require discarding
more sources at the edges of the map.

jects in our sample. Future simulations extending to
lower masses can address this uncertainty. Alternatively,
wider surveys with deeper optical data will allow the
use of larger catalogs, providing a significant number of
sources with masses in the same range as the current sim-
ulations. We also observe that the ȳ-τ relation provided
by Battaglia (2016) does not involve any filtering of the
simulated clusters. To assess whether the matched filter
affects the measured τ we apply the same matched fil-
ter used in our analysis to the projected simulated maps
used by Battaglia (2016), without instrumental noise nor
CMB backround. We find that the mean optical depth
estimated after applying the matched filter is about 30%
larger than the optical depth without filtering. A de-
tailed investigation of this bias will require more exten-
sive work. However, under the pessimistic assumption
that all the optical depths estimated with the matched
filter are biased 30% high, we find that the slope for the
tSZ-kSZ optical depths fit is in better agreement with
unity: m = 1.20 ± 0.32(stat) ± 0.51(sys). This value is
well within the error bars of the best fit quoted in the
previous section. We conclude that, at this stage, the
approach used in this paper is dominated by statistical
and systematic uncertainties. Addressing proper filter-
ing of the simulated maps and how the ȳ-τ relation is
affected by the filter should be addressed before apply-
ing this approach to data from future surveys.

In this analysis we used the best fit relation provided
by Battaglia (2016) for a redshift z = 0.5. This is a rea-
sonable choice, because, as shown in Table II, the average
redshift of all the luminosity bins is close to 0.5. We have
checked the redshift dependence of the ȳ-τ conversion by
repeating the analysis for the best fit values provided by
Battaglia (2016) for z = 0.3 and z = 0.7. We have found
variations in the value of τ in the range 6-20%. These
variations are still within 1-2σ of our estimates but sug-
gest that future larger surveys, which will be able to split
the cluster sample into redshift bins, will need to account
for the redshift dependence of the ȳ-τ relation.

IX. DISCUSSION

We have presented new measurements of the pairwise
kSZ signal from the most recent ACTPol maps com-
bined with the ACT data. We used the LSS DR11 cata-
log from the Baryon Oscillation Spectroscopic Survey to
trace the positions of galaxy clusters and found a 4.1σ
detection of the kSZ signal from the 20000 most lumi-
nous sources. By fitting to a pairwise velocity template
corresponding to the same average redshift and mass cut
of this sample we have found an average optical depth
τ̄ = (1.46 ± 0.36) × 10−4. We have explored the de-
pendence of the estimated signal-to-noise ratio on the
method used to reconstruct the covariance matrix. The
correlation between bins of comoving separation has a
complicated structure and we show that the approach
used to estimate the covariance matrix has important ef-
fects on the estimated significance of the measurement.
The most stable and conservative method is based on
simulations of the CMB sky plus noise.
We found that the optical depth estimated with tSZ

measurements is consistent with the one estimated by fit-
ting the kSZ pairwise momentum measurements to the
analytical pairwise velocity, assuming a ΛCDM cosmol-
ogy. This shows that using tSZ data may be a viable
approach for normalizing the mean pairwise velocity.
This work represents an extension and an improvement

over the first kSZ measurement presented in [9] using
ACT data and a sample of the DR9 BOSS galaxies. We
have used an aperture photometry filtering approach and
a more conservative but more stable covariance matrix
estimation, based on simulations of the CMB sky and
noise. We have also confirmed the evidence of the kSZ
effect in [9] over the same range of comoving separations.
The recent work presented by Soergel et al.[11] re-

ported a 4.2σ measurement of the pairwise momentum
using CMB data from the South Pole Telescope and data
from the Dark Energy Survey, using an approach similar
to the one presented in this paper, fitting to a model
template. The Soergel et al. work is particulary in-
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teresting because it uses photometric redshifts, showing
that, with an appropriate treatment of the photomet-
ric uncertainty, photometric catalogs can provide signif-
icant evidence for the pairwise momentum. Soergel et
al. used clusters with richness λs > 20 and average red-
shift z̄ = 0.5, while the SDSS-based redMaPPer catalog
overlapping with the CMB map used in our work has
a lower average redshift, z̄ = 0.35. The best fit opti-
cal depth value reported in [11] is (3.75 ± 0.89) × 10−3,
higher than the values reported in this paper. This dif-
ference is due to the more massive clusters used in the
Soergel et al. analysis (M500 > 1014M⊙). Moreover, the
matched filter approach used in their work is more sen-
sitive to the signal at the center of the clusters, while
the aperture photometry used here measures the average
optical depth in a wider area around the center of the
clusters. The S/N reported by Soergel et al. is compa-
rable to the one presented in this work, even though our
analysis uses spectroscopic redshifts. Several factors may
contribute to this, such as the use of a catalog of clusters
at higher redshifts which might be less affected by cen-
tering issues, and the different approach used to estimate
the covariance matrix (jackknife instead of simulations).

Different methods have been used and proposed to ex-
tract the kSZ signal. Schaan et al. in [13] used a velocity
reconstruction approach to measure the amplitude of the
kSZ signal as a function of the angular radius around the
clusters, reporting a 2.9 and 3.3 σ evidence of the kSZ
signal, depending on the velocity reconstruction method
used. The ACTPol CMB map used by Schaan et al. is
similar to the one used in this work (about 660 deg2)
and it was combined with the CMASS galaxy catalog
from BOSS DR10. Galaxy stellar mass estimates were
converted to total masses for the host halos and then to
an optical depth by using the cosmological baryon abun-
dance. This method provides a potential probe for the
free electron fraction in galaxy clusters and for the baryon
profile of clusters. This different approach is complemen-
tary to pairwise kSZ measurements and could be used to
understand and remove potential systematic effects.

Recently, Ferraro et al. [15] and Hill et al. [16]
have studied and applied a projected field approach,
consisting of squaring the CMB anisotropy maps.
Foreground-cleaned CMB temperature maps constructed
from multi-frequency Planck and WMAP data were fil-
tered, squared, and cross-correlated with galaxy mea-
surements from the Wide-field Infrared Survey Explorer
(WISE), finding 3.8-4.5σ evidence for the kSZ, depend-
ing on the galaxy bias constraints. This method requires
knowledge of the redshift distribution but not of the red-
shifts of single objects, allowing use of photometric data
without treating redshift uncertainties and provides an
additional method for probing the baryon distribution as
a function of scale and redshift.

Improved measurements from ACTPol are expected
with the 2015 data, which has roughly 3 times larger
overlap with BOSS [20]. Future surveys, like Advanced

ACTPol [52], SPT-3G [53], the Simons Observatory 2

and a stage IV CMB experiment [54] can apply the kSZ
pairwise statistic, velocity reconstruction and projected
fields methods to achieve strong detections of the kSZ ef-
fect and to probe the baryon content of galaxy clusters.
Multi-frequency data will enable measurements optical
depth and peculiar velocities simultaneously and for sin-
gle clusters. With these data the pairwise kSZ signal
may become an important new cosmological probe that
is complementary to current observables and is able to
constrain cosmology over a large range of physical scales.
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Parque Astronómico Atacama in northern Chile under
the auspices of the Comisión Nacional de Investigación
Cient́ıfica y Tecnológica de Chile (CONICYT). Compu-
tations were performed on the GPC supercomputer at
the SciNet HPC Consortium. SciNet is funded by the
CFI under the auspices of Compute Canada, the Govern-
ment of Ontario, the Ontario Research Fund – Research
Excellence; and the University of Toronto. Colleagues
at RadioSky provide logistical support and keep oper-
ations in Chile running smoothly. We also thank the
Mishrahi Fund and the Wilkinson Fund for their gen-
erous support of the project. The development of mul-
tichroic detectors and lenses was supported by NASA
grants NNX13AE56G and NNX14AB58G.
Funding for SDSS-III has been provided by the Alfred

P. Sloan Foundation, the Participating Institutions, the
National Science Foundation, and the U.S. Department
of Energy Office of Science. The SDSS-III web site is
http://www.sdss3.org/.
SDSS-III is managed by the Astrophysical Research

2 http://simonsobservatory.org/

http://www.sdss3.org/
http://simonsobservatory.org/


16

Consortium for the Participating Institutions of the
SDSS-III Collaboration including the University of Ari-
zona, the Brazilian Participation Group, Brookhaven
National Laboratory, Carnegie Mellon University, Uni-
versity of Florida, the French Participation Group,
the German Participation Group, Harvard University,
the Instituto de Astrofisica de Canarias, the Michigan
State/Notre Dame/JINA Participation Group, Johns
Hopkins University, Lawrence Berkeley National Labora-
tory, Max Planck Institute for Astrophysics, Max Planck
Institute for Extraterrestrial Physics, New Mexico State
University, New York University, Ohio State University,
Pennsylvania State University, University of Portsmouth,
Princeton University, the Spanish Participation Group,
University of Tokyo, University of Utah, Vanderbilt Uni-
versity, University of Virginia, University of Washington,
and Yale University.



17

[1] R. A. Sunyaev and Y. B. Zeldovich, Comments on As-
trophysics and Space Physics 4, 173 (1972).

[2] S. Bhattacharya and A. Kosowsky, Phys. Rev. D77,
083004 (2008), 0712.0034.

[3] E.-M. Mueller, F. de Bernardis, R. Bean, and M. D.
Niemack (2014), 1412.0592.

[4] E.-M. Mueller, F. de Bernardis, R. Bean, and M. D.
Niemack, Astrophys. J. 808, 47 (2015), 1408.6248.

[5] R. A. Sunyaev and Y. B. Zeldovich, AP& SS 7, 3 (1970).
[6] J. Sayers et al., Astrophys. J. 778, 52 (2013), 1312.3680.
[7] R. Adam, I. Bartalucci, G. W. Pratt, P. Ade, P. André,
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