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ABSTRACT

Zolotukhin, Mikhail
On data mining applications in mobile networking and network security
Jyväskylä: University of Jyväskylä, 2014, 72 p.(+included articles)
(Jyväskylä Studies in Computing
ISSN 1456-5390; 189)
ISBN 978-951-39-5675-2 (nid.)
ISBN 978-951-39-5676-9 (PDF)
Finnish summary
Diss.

This work focuses on the application of different methods and algorithms of data
mining to various problems encountered in mobile networks and computer sys-
tems. Data mining is the process of analysis of a dataset in order to extract knowl-
edge patterns and construct a model for further use based on these patterns. This
process involves three main phases: data preprocessing, data analysis and vali-
dation of the obtained model. All these phases are discussed in this study. The
most important steps of each phase are presented and several methods of their
implementation are described. In addition, several case studies devoted to dif-
ferent problems in the field of computer science are presented in the disserta-
tion. Each of these studies employs one or more data mining techniques to solve
a posed problem. Firstly, optimal positions of relay stations in WiMAX multi-
hop networks are calculated with the help of genetic algorithm. Next, the pre-
diction of the next mobile user location is carried out based on the analysis of
spatial-temporal trajectories and application of several classifying methods. Af-
ter that, the use of clustering and anomaly detection techniques for the detection
of anomalous HTTP requests is presented. Finally, the data mining approach
is applied for the detection and classification of malicious software. These case
studies show that data mining methods can help to solve many different prob-
lems related to mobile networking and network security.

Keywords: Data mining, machine learning, classification, clustering, anomaly de-
tection, relay station, mobile data, network security
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1 INTRODUCTION

This chapter presents the motivation behind the research devoted to the appli-
cation of different data mining algorithms, which are used for solving several
problems in mobile networks and network security. Next, the research topics are
outlined and research approach is briefly described. Following the presentation
of the structure of the dissertation, the articles included in this dissertation and
the author’s contribution to them are individually introduced.

1.1 Research motivation

Recent growth in the use of computer technologies, both for work and personal
use, has led to the development of new means to automatically gather huge vol-
umes of diverse data. The analysis of the collected data is supposed to help in
solving problems related to behavior and interactions of humans and machines.
An example of such data could be users locations that a mobile service provider is
able to collect with the help of their mobile communication devices. Afterwards,
the provider can use these data to optimize the allocation of the network’s limited
resources and ensure that the network service is available anywhere and anytime
[AGA10]. Another example is statistics of network traffic sent to and received by
a web server and gathered by a special computer software installed on this server.
The analysis of the gathered data can help the system administrator to prevent
users’ activity that can corrupt the server or be used to collect confidential in-
formation [PJ13]. System call sequences issued by the executed software, their
parameters and their return values can be collected by a special computer pro-
gram. After analyzing the collected statistics, the program can potentially detect
computer viruses and malicious software by their suspicious behavior [FSHS10].

These problems are connected with each other by the fact that all of them
rely on the analysis and the discovery of patterns from large amounts of data
of different types: text, numeric and boolean. In computer science, this analysis
process is known as data mining, and it involves database and data management
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FIGURE 1 The scheme of the data mining process

aspects, data preprocessing, model and inference considerations, interestingness
metrics, complexity considerations, post-processing of discovered structures, vi-
sualization, and online updating [CEF+06]. The main aim of the data mining
process is to extract information from a dataset and transform it into an under-
standable structure for further use [PSF91, FPSS96, Loh12]. Nowadays, differ-
ent data mining methods and algorithms are employed, in a varying degree, in
business [PTC13] and decision making [BP10], medicine [XKB+05] and biology
[CHS+01], software engineering [TTLC09] and network security [LDb10].

As shown in Figure 1, the data mining process for knowledge extraction
from input data usually includes three main steps: data preprocessing, data anal-
ysis and result validation [DYY13]. Preprocessing is an essential step in analyzing
the multivariate datasets before data mining algorithms can be used. This step
can include the extraction of necessary statistics from the raw data, the selection
of the most essential features and dimensionality reduction, and the standardiza-
tion and normalization. During this step, the most effective data transformations
are supposed to be carried out so that a data analysis algorithm can work effi-
ciently. In addition, these transformations must properly encode a priori knowl-
edge of the problem.

During the data analysis step, an appropriate data mining algorithm should
be chosen to build a model which accurately describes the structure of the data
and allows one to extract required information from the dataset. Data mining
involves six common classes of tasks [FPSS96]: anomaly detection [CBK09], asso-
ciation rule learning [HGN00], clustering [Jai10], classification [SSB11], regression
[KP09], and summarization [RS02]. On this stage, an algorithm is supposed to be
selected carefully according to the posed problem, and its implementation must
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take into account the specifics of the dataset.

The final step of the data mining process is to verify that the patterns pro-
duced on the data analysis stage occur in the wider dataset. For this purpose, the
result validation process uses a test set of data on which the data mining algo-
rithm was not trained. The learned patterns are applied to this test set, and the
result is compared to the desired output.

The resulting "knowledge" extracted during the data mining process in-
cludes previously unknown patterns such as clusters of data samples, anomalous
data structures, or dependencies between data features. These patterns form a
model that describes the structure of the analyzed data. Furthermore, this model
can be applied to analyze sets that contain data of similar kind.

In mobile networks, data mining schemes can be used to evaluate a net-
work performance, find unexpected delays and system faults [LR05], predict
bandwidth capacity requirements, allocate network’s limited resources based on
the analysis of time-series extracted from historical traffic data [GX09], and pro-
vide location-based recommendations and advertisements by exploring the mo-
bile user’s previous moves and current context [GTL12]. Data mining algorithms
have also many applications in computer network security. They are applied
to classify web-based attacks by analyzing logs of web servers [JS12], cluster net-
work traffic based on packet statistics [LK12], detect computer viruses and trojans
by exploring binary and opcode sequences extracted from files [SBUPB13] or by
evaluating a software system calls [FSHS10], and find and block spam emails and
messages with the help of various textual mining techniques [AAN11].

1.2 Research topics

The objective of the research is to apply different methods and schemes of data
mining to various problems encountered in mobile networking and network se-
curity. To achieve this, several case studies are presented in this dissertation. In
each of these studies, one or more data mining techniques are employed in order
to solve a posed problem. All issues considered in the studies can be divided into
the following groups:

1. Search for optimal positions of relay stations in WiMAX multi-hop networks
with the help of a genetic algorithm.

2. Prediction of the next user location based on the analysis of spatial-temporal
trajectories.

3. Application of clustering and anomaly detection techniques to identify in-
trusive HTTP requests.

4. Data mining approach for the detection of known and zero-day malware.
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1.3 Research approach

The techniques and methods used in the research described in this dissertation
can be referred to as the Constructive Research Approach (CRA). This approach
aims to create an innovative artifact in order to solve a real-world problem and
therefore to contribute to the field of study where it has been applied [PG13].
Here artifact may denote a model, chart, plan or strategy, organizational struc-
ture, commercial product, or information system.

The CRA process starts by finding or choosing a scientifically relevant real-
world problem. The second step is the analysis of this problem and review of
relevant literature to gain a holistic and thorough understanding of the problem
and find existing methods for its solution. The third phase is the construction of
an innovative artifact which is intended to solve the problem and supposed to be
strongly connected to existing theoretical knowledge or practical experience. On
the next step, CRA implies implementation of the artifact in order to test its func-
tionality and applicability. The last phase of the process consists of observation
of the outcome of the artifact installation and comparison of this outcome with
the results observed before the artifact was introduced. Positive results can lead
to the development of a new theory or the refinement of an existing one.

This approach is widely applied to data mining tasks. In such tasks, a prob-
lem refers to the analysis of data obtained from a real-world system and aims
to extract knowledge patterns from these data. In this case, an artifact is a novel
data mining algorithm or a modification of an existing one that takes into account
the specifics of the problem. The algorithm is implemented as a computer pro-
gram and applied to a test dataset to estimate the algorithm performance and to
compare it with existing analogues. This comparison forms part of the theoretical
contribution.

1.4 Structure of the work

The rest of this thesis is organized as follows. First, the theoretical background
of several approaches and algorithms of data mining is discussed. Second, the
contribution of research articles and case studies is presented. The last part draws
the conclusions and outlines future work.

In Chapter 2, the process of data mining is introduced. The main steps of
data preprocessing are presented. These include feature extraction and selection,
standardization, normalization and dimensionality reduction. Next, such data
mining tasks as classification, clustering and anomaly detection are discussed.
In addition, several schemes and methods for data preprocessing and analysis
are described in more detail. Finally, techniques for algorithm validation and
performance evaluation are shown.

Chapter 3 outlines the research contribution of the dissertation. It focuses on
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the use of different data mining algorithms to solve several problems encountered
in the field of mobile networks and computer network security. First, each of
these problems is briefly introduced. Next, the approach for the problem solution
is described. Finally, the results of numerical simulations are shown.

Chapter 4 concludes the dissertation and briefly outlines the author’s future
steps directed to solve not only issues presented in Chapter 3 but also other prob-
lems found in computer networks and systems, for which the application of data
mining methods can be useful.

1.5 Author’s contribution to the included articles

The author’s contribution to the included articles is in the development of the
entire framework required to find a solution of each problem posed. Such frame-
work involves the problem formulation, the development of a method for its
solution, the evaluation of the proposed mechanism performance, and its com-
parison with existing analogues. Articles [PI, PII] present the problem of opti-
mal relay station deployment for the IEEE 802.16j networks. In article [PV], next
user location is predicted based on the analysis of spatial-temporal trajectories.
In [PIII, PIV, PVI], the problem of online detection of anomalous HTTP requests
is considered. Finally, in order to solve the problem of malware detection and
classification, articles [PVII, PVIII] apply an approach based on data mining.

In [PI], the problem of calculation of optimal positions of relay stations in a
IEEE 802.16j network is formulated. A region which already contains several base
stations is considered. The aim is to deploy relay stations in a way that allows
maximization of the signal-to-noise ratio for every user in the cell, taking into ac-
count the interference increase caused by the deployment of relays. The author
formulates this problem as a nonlinear, non-convex and non-separable integer
programming problem, solves it by using a genetic algorithm and carries out
numerical calculations and network performance simulations. The proposed al-
gorithm also allows us to find the optimal number of relay stations which should
be placed in the region to maximize the available bandwidth.

The deployment of relay stations is one of the most promising technologies,
not only to improve the signal-to-noise ratio for users in poor radio conditions
but also to extend the service area. Article [PII] considers an optimization prob-
lem of cost-effective relay station deployment for the IEEE 802.16j networks in a
case where the coverage is extended on a new residential area. The author cal-
culates the provider’s profit as a function of the network coverage area and tries
to maximize it by finding an optimal number of relay stations and their optimal
positions with the help of a genetic algorithm. The model also takes into account
the costs caused by the deployment of relay stations. Finally, the author presents
a numerical example of the proposed relay deployment mechanism, and the re-
sults show that the provider can drastically increase its own profit by using this
method.
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Article [PV] presents the problem of a mobile user’s next location prediction
based on periodic patterns learned from the previous user’s moves and current
context. The main aim is to employ a reliable user-specific approach which allows
one to analyze spatial-temporal trajectories of a user and determine the next user
location depending on his/her current location and time. The author reduces
this problem to a classification problem with several specifics and solves it with
the help of several classifying algorithms. The proposed scheme for the solution
is tested using real data collected from the mobile phones of several non-related
users over periods of time varying from a few weeks to two years. The simulation
results show that the next user location can be predicted with an accuracy rate
that is higher than of the existing analogues.

In Article [PIII], online detection of intrusive HTTP requests is described.
For this purpose, an approach based on anomaly detection is employed. Such
approach learns the features of event patterns corresponding to normal behav-
ior and classifies patterns that deviate from the established norms as intrusions,
therefore being able to detect zero-day attacks. The author’s contribution in-
volves the transformation of HTTP requests to numeric vectors by applying an n-
gram model and the application of adaptive growing hierarchical self-organizing
maps to find anomalies among these vectors. The technique proposed is self-
adaptive and allows the detection of online HTTP attacks in the case of continu-
ously updated web applications. Finally, the method is tested using logs which
include normal and intrusive requests. As a result, almost all attacks recorded on
these logs are detected while the number of false alarms remains very low.

Article [PIV] extends the results obtained in [PIII]. As previously, in this
study the approach based on anomaly detection is used to find anomalous HTTP
requests. In addition to the detection of intrusive HTTP queries by growing hier-
archical self-organizing maps, the author employs a statistical distribution model
to find code injections in HTTP headers. This model relies on the analysis of the
lengths of header values and relative frequencies of non-alphanumeric symbols.
The proposed approach allows one to detect various kinds of attacks based on
HTTP response splitting or malicious redirecting in the case of continuous up-
dated web-applications. To test the algorithm, the author uses logs and included
normal and intrusive requests acquired from a large real-life web service. Simu-
lation results show that almost all attacks from these logs are detected.

In article [PVI], the author continues to apply the anomaly detection based
approach for the detection of intrusive HTTP requests. The study focuses on
an algorithm processing HTTP queries, which allows the analysis of all HTTP
request messages at once and does not separate them by resource. The author
proposes a technique that takes into account combinations of non-alphanumeric
symbols and frequencies of appearance of n-grams in each HTTP query sepa-
rately and in the whole server log. After this preprocessing has been carried out,
standard clustering techniques are employed to find anomalous HTTP requests.
The algorithm proposed can be used to quickly build the model of normal behav-
ior, even if the set of HTTP requests free of attacks cannot be extracted.

In [PVII], an approach based data mining, for both the detection of malware
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and its classification, is employed. The proposed approach relies on supervised
machine-learning. The author works with executable files presented in the form
of byte and opcode sequences and employs n-gram models to extract features
from these sequences. A genetic algorithm is used to select the most essential
features and a classification model is then built with the help of support vec-
tor machines. The author considers the problem of the combined classifiers as a
decision-making task and applies game theory methods to detect executable files
infected with a malware. Numerical examples show that the algorithm produces
good results in terms of malware detection and classification accuracy.

The problem of malware detection is also presented in [PVIII]. As pre-
viously, the author contributes to the analysis of operation code sequences ex-
tracted from executable files, to the application of n-gram models to discover es-
sential features from these sequences and to the construction of a benign software
model to detect malicious executables within new files. This model is based on
the iterative usage of support vector machines and support vector data descrip-
tions. The scheme proposed allows one to detect malware unseen previously, and
the simulation results show that the method results in a higher accuracy rate than
that of the existing analogues.

1.6 Other published articles

In addition to the included articles, the author has also participated in the re-
search of advanced receivers for high-speed single frequency network (HS-SFN)
in High-Speed Downlink Packet Access (HS-DPA) and spectrum bandwidth man-
agement between spectrum holder and primary and secondary users. The results
have been published in the following articles:

– O. Puchko, M. Zolotukhin, V. Hytonen, T. Hohne and T. Chapman. En-
hanced LMMSE equalizer for high-speed single frequency network in HS-
DPA. In Proc. of the Communication Technologies Workshop (Swe-CTW),
pp. 92–97, 2011.

– O. Puchko, M. Zolotukhin, T. Hohne, T. Chapman and V. Hytonen. Phase
Adjustment in HS-SFN for HSDPA. In Proc. of the 5th International Confer-
ence on New Technologies, Mobility and Security (NTMS), pp. 1–5, 2012.

– M. Zolotukhin, A. Garnaev and T. Hämäläinen. A Stackelberg tariff game
between a provider, a primary and a secondary user. In Proc. of the 5th In-
ternational Conference on Game Theory and Management (GTM), pp. 344–
358, 2011.

From a mathematical point of view, the studies described in these papers are re-
duced to different optimization problems. Optimization is also a key point of
many data mining algorithms. Thus, mathematical techniques used to find a so-
lution for the problems presented in these studies might be similar to the methods
applied during the data mining process.



2 THEORETICAL FOUNDATION

In this chapter, the data mining process is discussed in more details. The chapter
mostly focuses on methods and algorithms employed in the articles included in
this dissertation. First, the preprocessing step is outlined and its most important
parts such as feature extraction, normalization and selection are described. Next,
such data mining tasks as classification, clustering and anomaly detection are
presented. Finally, metrics for a result evaluation are introduced and validation
techniques are described.

2.1 Data preprocessing

As a rule, data preprocessing is an initial step in the data mining process. Due
to the fact that data gathering methods are often loosely controlled, the resulting
data can contain out-of-range values, impossible data combinations and missing
values, among other things. The main aim of the preprocessing is to remove irrel-
evant and redundant information present in the data. The deletion of noisy and
unreliable data allows the extraction of knowledge from the data more accurately
and reduces processing time during later phases of the data mining process. Data
preprocessing can include feature extraction and selection, standardization and
normalization, and transformation and dimensionality reduction. The resulting
product of data preprocessing is a training set from which knowledge can be dis-
covered [KKP06].

2.1.1 Feature extraction

After data has been gathered, it is supposed to be transformed into a reduced
representation set of features. During the feature extraction process, the relevant
information from the input data is extracted. It allows us to perform the desired
task by using the reduced representation instead of the full-size raw data.

Features extracted from a dataset can be of different types. As a rule, all



21

feature types can be divided into two groups: discrete and continuous. Discrete
features include nominal, which have finite or countably infinite sets of values
and provide only information to distinguish one object from another, and ordi-
nal, which provide enough information to order objects. Continuous features can
be separated to two types: interval and ratio. For interval features, only the dif-
ferences between values are meaningful, while, for ratio features, both differences
and ratios are meaningful.

The method applied to extract essential features from a raw dataset strongly
depends on the given task. For example, in order to analyze network traffic and
detect anomalous connections from each network flow, IP address and port of
the source and the destination host as well as number of transferred bytes can be
extracted [NLLS11]. To solve a face recognition problem, the features extracted
from a face image can involve coordinates of eyes, nasal wings and corners of the
mouth [RHB11]. States and transitions of a deterministic finite automaton which
goes through tokens generated by an incoming HTTP request and adds a new
transition and a new state when encountering a previously unseen token can be
employed to detect anomalous HTTP requests [LDb10].

2.1.1.1 N-gram

One method which is widely used in the articles included in this thesis is based
on the application of n-gram models. Such models are widely used in statistical
natural language processing [Sue79] and speech recognition [HPK09]. An n-gram
is a sub-sequence of n overlapping items (characters, letters, words) from a given
sequence. For example, the 2-gram word model applied to the string "this is
a feature" gives the following result: (“this“, ”is”), (“is”, “a”), (“a”, “feature”).
In language modeling, to simplify the problem of learning the language model
from data, it is assumed that each word depends only on the last n − 1 words
and, therefore, an n-gram model can be applied as an approximation of the true
underlying language.

Various techniques based on the application of n-gram models are often
used to extract features from textual and numeric data. In study [LWSH05],
an n-gram model is applied to analyze binary content of files and to categorize
their type. An n-gram distribution is computed by sliding a fixed-size window
through the set of data and counting the number of occurrences of each gram. In
order to detect anomalous programs, study [HBN11] uses n-gram modeling of
short sequences of system calls along with the occurrence frequency in the train-
ing traces. In [JS12], each HTTP request is first transformed to several sequences
of n characters with the help of an n-gram model, and then these sequences are
used to construct a vector, which expresses the frequency of every n-character in
the analyzed request.
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2.1.2 Standardization and normalization

Normalization is one of the first steps supposed to be applied to the continuous
features extracted from a dataset. This step is very important when dealing with
parameters of different units and scales. For example, if a data mining technique
uses the Euclidean distance, all features should have the same scale for a fair
comparison between them.

There are various methods available to perform data normalization. For
example, min-max normalization performs a linear alteration on the original data
so that the values are normalized within the given range. To map a value xi of an
attribute x = (x1, x2, . . . , xn) from range [xmin, xmax] to a new range [x̄min, x̄max],
the computation is carried out as follows

x̄i = x̄min +
xi − xmin

xmax − xmin
(x̄max − x̄min), (1)

where x̄i is the new value in the required range [SM09]. The benefit of min-max
normalization is that all the values are mapped into a certain range. On the other
hand, if a dataset contains outliers, min-max normalization will scale the normal
data to a very small interval, which can cause difficulties during the analysis
stage.

Another well-known normalization technique is referred to as z-score nor-
malization or standardization. This approach normalizes a feature x based on the
mean µ and standard deviation σ of its values:

x̄i =
xi − µ

σ
, (2)

where x̄i is the new value of xi [SM09]. The absolute value of x̄i represents the
distance between the raw value xi and the feature’s mean in units of the stan-
dard deviation. Z-score normalization allows us to compare disparate measures.
However, it assumes that the data have been generated with the Gaussian law. If
it is not the case in reality, the representation of the data can be spoiled after the
application of z-score standardization.

2.1.3 Feature selection

The number of extracted features can be huge, which may result in the use of
large amounts of computing and memory resources when applying a data min-
ing algorithm. Moreover, some of those features cannot provide any useful in-
formation in any context. Feature selection is the process of selecting a subset of
the most relevant features for use in model construction. Feature selection allows
us to improve model interpretability, reduce training times and enhance general-
ization by reducing overfitting. An optimal feature subset can be generated with
the help of an algorithm of global search for the most relevant features. Another
option is to sequentially add and remove items from a subset of features until the
most optimal subset is found. The optimality criterion might be based on corre-
lation, mutual information, error probability, or inter-class distance [MBN02].
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2.1.3.1 Relief

RELIEF is a feature selection algorithm widely used in classification. The algo-
rithm requires that data contained in the training dataset has been categorized
[KR92]. It is noise-tolerant and robust to feature interactions and can be applied
for discrete or continuous data.

The key idea of the method is to estimate features according to how well
their values distinguish among instances that are near each other. For this pur-
pose, for each feature i a weight wi equal to zero is assigned. Then, for a feature
vector x = {x1, x2, . . . , xn f

} selected randomly, the algorithm searches for its two
nearest neighbors: one from the same category (called the nearest hit) and the
other from a different category (called the nearest miss). Once the nearest hit
xh = {xh

1, xh
2, . . . , xh

n f
} and the nearest miss xm = {xm

1 , xm
2 , . . . , xm

n f
} have been

found, we update the weight value for each feature as follows:

wi = wi + (xi − xm
i )

2 − (xi − xh
i )

2. (3)

After that, a new feature vector is selected randomly and the process of updating
the weights continues. Finally, the features with the highest weights are selected.

Although the original algorithm is supposed to be used only for binary clas-
sification, it can be easily generalized to multi-class problems [KSRS97]. The al-
gorithm could also employ the kernel trick and, therefore, select features in the
kernel space [CSS+07]. Such feature selection method is well-suited for support
vector machines [NT10, WRG+10], because in the space of selected features a
hyperplane separating individuals which belong to different categories can be
found easier and more accurately. In [PVIII], RELIEF is used to reduce dimen-
sionality of feature vectors for the problem of malware detection.

2.1.3.2 Genetic Algorithm

Genetic algorithm (GA) is stochastic algorithm in which the principles of organic
evolution are used as rules in optimization. Genetic algorithm starts with an ini-
tial set of feasible solutions called population. Applied to the problem of feature
selection, each individual in this population can be a binary vector in which one
is placed in the i-th position if the i-th feature is selected, and zeros correspond to
non-selected features.

GA tends to an optimal solution, using processes similar to evolution: cros-
sover and recombination. Recombination, or mutation, is used to maintain ge-
netic diversity from one generation of a population to the next. Mutation alters
one or more values in an individual from its initial state, which potentially allows
us to obtain better solutions:

[

1 0 0 1
]

→
[

1 0 1 0
]

(4)

A common method of implementing the mutation operator involves generating
a random variable for each value in an individual. This random variable tells
whether or not a particular value will be modified.
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Crossover combines two solutions (parents) to produce a new solution (off-
spring). The idea behind crossover is that the new solution may be better than
any of the parents if it takes the best characteristics from each of the parents. A
simple crossover operator, called one-class crossover, randomly selects a point
within a solution and then interchanges the two parent solutions at this point to
produce two new offspring:

[

1 0 | 0 0 1
]

+
[

0 0 | 0 1 0
]

→

[

1 0 0 1 0
0 0 0 0 1

]

(5)

There are many ways to implement a crossover: from the simple single-point
crossover, described above, to more complicated crossovers [MCW04, ZC09].

Recombination and crossover contribute new solutions to the population
during each iteration, i.e. generation, of the algorithm. After that, several so-
lutions are selected for the next generation in such a way that better solutions
have a higher probability to be selected for the new population. The quality of
a solution is measured with the help of a fitness function. This function always
depends on the problem posed. For the problem of feature selection, the fitness
function can be defined as the cross-validation accuracy, which is discussed later
in this chapter. Genetic algorithms where the best individuals survive with the
probability of one are known as elitist genetic algorithms or genetic algorithms
with elitism. Elitism guarantees the survival of the best element of the popula-
tion, which guarantees that at least the fitness of the population measured as the
fitness of the best individual does not decrease after the next iteration [SL06]. The
algorithm stops when some stopping criterion is fulfilled, e.g. maximal number
of generations has been reached, maximal number of function evaluations has
been made, or some other similar criterion.

Genetic algorithm can be applied to an optimization problem when special-
ized techniques are not available or standard methods fail to give satisfactory
answers [Her99, MGSK88]. GA is also used to automatically determine the rela-
tive importance of many different features and to select a good subset of features
available to the system [PG93, SKLM05]. In articles [PI, PII], genetic algorithm
is applied to solve a nonlinear, non-convex and non-separable integer program-
ming problem, whereas study [PVII] uses genetic algorithm to select the most
essential features and, therefore, to escape from high dimensionality in a classifi-
cation task.

2.1.4 Dimensionality reduction

Dimensionality reduction is a process where new features are extracted from the
input data to map this data to a space of fewer dimensions while the informa-
tion content of the data remains the same. The feature selection process can be
considered as a simple case of dimensionality reduction with a linear transfor-
mation function. Dimensionality reduction can be used to produce a compact
low-dimensional encoding of a given high-dimensional dataset or simplify, re-
duce, and clean the data for subsequent supervised training.
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Dimensionality reduction methods can be divided into two groups: super-
vised and unsupervised. As a rule, unsupervised dimensionality reduction tech-
niques try to save as much information presented in the dataset as possible. Su-
pervised algorithms are applied for data samples which are labeled as belonging
to one of several predefined categories or groups. Usually supervised techniques
utilize this label information to project data onto low-dimensional space in such
a way that data samples belonging to different categories are separated.

Principal components analysis (PCA) is one of the most popular techniques
for unsupervised dimensionality reduction [Jol86]. Classic PCA is an orthogonal
linear transformation that maps the data to a new coordinate system where the
axis directions contain maximal variance. These axes are ordered in such a way
that the greatest variance by any projection of the data lies on the first coordi-
nate, called the first principal component, the second greatest variance is on the
second coordinate, and so on. This mapping is performed by analyzing eigen-
vectors of the covariance matrix calculated for extracted feature vectors. PCA
can be extended by using a kernel function which allows us to perform a nonlin-
ear data transformation, and, therefore, to model nonlinear variabilities in high-
dimensional data [MMR+01].

Locally linear embedding (LLE) is another unsupervised approach which
address the problem of nonlinear dimensionality reduction. LLE identifies the
neighbors of each data point, computes the weights that best linearly reconstruct
each point from its neighbors, and, finally, finds the low-dimensional embedding
vector which is best reconstructed by its weights [CY06]. Thus, LLE computes
low-dimensional, neighborhood preserving embedding of high-dimensional data.

Laplacian Eigenmaps Method (LEM) is an approach closely related to LLE.
It starts by constructing a weighted graph which includes a set of edges connect-
ing neighboring points. Weights of this graph are used to define a Laplacian ma-
trix and embedding vectors are calculated as eigenvectors of this matrix [BN03].

Multidimensional Scaling (MDS) offers an alternative perspective on unsu-
pervised dimensionality reduction. It tries to map the original high-dimensional
space to a lower dimensional space in such a way that distance between each pair
of points is preserved. MDS calculates pairwise distances between data points
in an original high-dimensional space and attempts to find points in new low-
dimensional space so that they minimize the sum of differences between the cor-
responding distances in original and new spaces. Nowadays, there are many dif-
ferent versions of MDS proposed for different problems related to dimensionality
reductions [BG05].

Isomap is a nonlinear generalization of classical MDS. It performs MDS,
not in the input space but in the geodesic space of the nonlinear data manifold.
The geodesic distances represent the shortest paths along the curved surface of
the manifold measured as if the surface were flat. This can be approximated by
a sequence of short steps between neighboring sample points. Isomap applies
MDS to the geodesic rather than straight line distances to find a low-dimensional
mapping that preserves these pairwise distances [Yan02].

Stochastic Neighbor Embedding (SNE) tries to embed the original high-
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dimensional data to a low-dimensional space so as to preserve neighborhood
identity as well as possible [HR]. This is achieved by minimizing a cost function
which is the sum of Kullback-Leibler divergences between high-dimensional and
low-dimensional distributions over neighbors for each data sample. This cost is
high if widely separated points in the low dimension are used to represent nearby
points in the high dimension, and it is small when using nearby low-dimensional
points to represent widely separated high-dimensional points. Thus, the SNE
cost function focuses on retaining the local structure of the data in the new low-
dimensional space.

Stochastic Proximity Embedding (SPE) generates low-dimensional Euclidean
embeddings that best preserve the similarities between data samples supplied in
the form of proximities [Agr03]. The SPE algorithm repeatedly selects pairs of
samples at random and adjusts their coordinates so that their distances in the new
low-dimensional space match more closely their respective proximities. These
adjustments are controlled with the help of a learning rate parameter, which de-
creases during the simulation to avoid oscillatory behavior.

Semi-definite Embedding (SDE) is a variation of kernel PCA, in which the
kernel matrix is learned from the data. It creates a graph in which each input
is connected with its nearest input vectors and all nearest neighbors are con-
nected with each other. This neighborhood graph is then analyzed with the help
of semi-definite programming, which aims to find an inner product matrix that
maximizes the pairwise distances between any two inputs that are not connected
in the neighborhood graph while preserving the nearest neighbors’ distances. A
low-dimensional embedding is finally obtained by application of MDS on the
learned inner product matrix [WS04].

Diffusion maps is a nonlinear geometric method of unsupervised dimen-
sionality reduction. It preserves the diffusion distance between probability dis-
tributions centered at data points in the original space as Euclidean distance in
the low-dimensional space. Coordinates in the new space are computed from the
eigenvectors and eigenvalues of a diffusion operator on the input data. Diffusion
maps focuses on discovering the underlying manifold from which the data has
been sampled. By integrating local similarities at different scales, diffusion maps
gives a global description of the dataset [CLL+05].

One well-known method for supervised dimensionality reduction is based
on the analysis of Fisher’s linear discriminant [Fis38]. This algorithm finds a lin-
ear projection of the original high-dimensional data samples onto low-dimensional
space such that the ratio of between-groups variability to within-groups variabil-
ity is maximized. This problem is solved by finding eigenvectors and eigenvalues
of the multiplication of the reverse within-classes scatter matrix and the between-
classes scatter matrix. A kernel trick can also be applied to extend Fisher’s dis-
criminant analysis for data classes with nonlinear boundaries [MRW+99].

Neighborhood Components Analysis (NCA) is a supervised dimensionality
reduction method that learns a distance metric by finding a linear transformation
of input data such that the average leave-one-out classification performance is
maximized in the new low-dimensional space [GRHS04]. Leave-one-out classifi-



27

cation predicts the class label of a single data point based on its nearest neighbors
with a given distance metric. The transformation matrix can be found with the
help of an iterative solver such as gradient descent.

Large Margin Nearest Neighbors (LMNN) is an supervised dimensional-
ity reduction algorithm that tries to improve the classification accuracy of the
k-nearest neighbors rule [WS09]. LMNN attempts to learn a linear transforma-
tion of the input space such that training inputs with different labels are widely
separated and each training input shares the same label as its k-nearest neigh-
bors. Extensions of LMNN include the use of multiple metrics instead of a single
global metric, and the application of kernels for LMNN classification [WS09].

As described in the previous sections, genetic algorithm and RELIEF can
also be considered as supervised methods of dimensionality reduction.

2.2 Data analysis and patterns extraction

After raw data have been preprocessed and the training set has been obtained,
a data mining algorithm can be employed to build a model which accurately
describes the structure of the data and allows one to extract required information
from the dataset. The built model is supposed not only to extract knowledge
patterns from the given data but also to be applicable to describe another dataset
of similar kind. This thesis focuses on the three most popular classes of problems
in the data analysis: classification, clustering and anomaly detection.

All these tasks rely on machine-learning algorithms that can be classified
into three different types: supervised learning, unsupervised learning and semi-
supervised learning. Supervised machine-learning algorithms require the train-
ing dataset to be properly labeled [Kot07], whereas unsupervised algorithms try
to discover the structure of the data inside the training dataset and do not require
the data be labeled [KP04]. Finally, semi-supervised machine-learning algorithms
use a mixture of both labeled and unlabeled data to build models and therefore
improve the accuracy of unsupervised methods [CSZ10].

2.2.1 Classification

In the problem of classification, each item in a set of data is classified into one of
predefined set of categories or groups. The data analysis task in a classification
problem is to find a function that assigns samples in a data collection to target
classes. The goal of classification is to accurately predict the target class for each
case in the data [KS13]. An example would be classifying network traffic as FTP,
P2P, multimedia, etc. based on statistics about packet length, inter-packet tim-
ings and information derived from the transport protocol [LK12]. Classification
has also many applications in customer segmentation [RS11], business model-
ing [KLS09], marketing [GX09], credit analysis [HH09], and biomedical modeling
[RP05].
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In the problem of classification, categories are discrete and do not imply
order. The simplest type of classification problem is binary classification, in which
the target class has only two possible values. Correspondingly, in a problem of
multi-class classification the number of categories can be greater than two.

During the process of building a model, a classification algorithm finds rela-
tionships between the values of the extracted features and the values of the target
category. Different classification algorithms use different techniques for finding
these relationships. After the relationships have been found, they are summa-
rized in a model, which can then be applied to a different dataset in which the
class assignments are unknown [KS13]. As a rule, classification is based on su-
pervised machine learning algorithms.

In this section, such well-known classification methods as multilayer per-
ceptron and support vector machines are described in more detail. Other widely-
used algorithms include Decision Trees [BFOS84], Bayesian Networks [FGG97],
k-Nearest Neighbors [CD07], etc.

2.2.1.1 Multilayer Perceptron

Multilayer Perceptron (MLP) is one of the best-known supervised Artificial Neu-
ral Network (ANN) models [Hay98]. Like any ANN, a multilayer perceptron
maps sets of input data onto a set of appropriate output. A regular MLP consists
of multiple layers of nodes in a directed graph, with each layer fully connected to
the next one, as shown in Figure 2. The number of layers is equal to three or more:
an input layer, an output layer and one or more hidden layers. For a classification
problem, a feature vector is supplied to the input layer, and the vector obtained
on the output layer defines the class which this feature vector belongs to. For
example, it can be implemented in such a way that the length of the output layer
is equal to the number of different classes and the class corresponds to the index
of the maximum value in the output vector.

Except for the nodes of the input layer, each node has a transfer function φ

which uses data from neurones of the previous layer as variables and transfers
the function value to the next layer. Using this function, the value in the i-th node
of the l-th layer sl

i can be calculated as follows:

sl
i = φ(

nl−1

∑
j=1

wl
ijs

l−1
j + bl

i), (6)

where nl−1 is the number of nodes on the l-th layer, wl
ij is the weight of the con-

nection between the i-th node of the l-th layer and the j-th node of the previous
l − 1 layer, sl−1

j is the output from the j-th node of the l − 1 layer and bl
i is the i-th

value of the bias vector on the l-th layer.
As a rule, for training the network, MLP utilizes a supervised learning

technique called back-propagation. This technique implies changing connection
weights after processing each feature vector x based on the amount of error Ex in
the output yo(x) = (yo

1(x), . . . , yo
n(x)) compared to the expected result ye(x). For
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FIGURE 2 An example of multilayer perceptron

example, Ex can be considered as the mean square error:

Ex =
1
2

n

∑
i=1

(ye
i (x)− yo

i (x))2. (7)

Using the gradient descent algorithm, changes in each weight ∆wl
ij and bias ∆bl

i
can be found as follows:

∆wl
ij = −η

∂Ex

∂wl
ij

,

∆bl
i = −η

∂Ex

∂bl
i

,
(8)

where η is a parameter defining the learning rate and partial derivatives ∂Ex

∂wl
ij

and

∂Ex

∂bl
i

are calculated as follows:

∂Ex

∂wl
ij

= sl
jδ

l+1
i ,

∂Ex

∂bl
i

= δl+1
i .

(9)

Here δl+1
i measures how much the i-th node of the l-th layer is responsible for an

error in the output, and it can be obtained as

δl
j = −(ye

j(x)− yo
j (x))φ′, for the output layer,

δl
j =

(

nl+1

∑
i=1

wl
ijδ

l+1
i

)

φ′, for input and hidden layers.
(10)
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Besides the backpropagation technique, MLP can use more advanced tech-
niques such as Levenberg-Marquardt [Kis04] or quasi-Newton algorithms [SH95].
There are also several methods, in addition to the gradient descent algorithm, to
adapt a multilayer perceptron. These methods include the steepest descent, the
conjugate gradient method, the delta-bar-delta rule, SuperSAB [Rie94]. Regular
MLP and its modifications are applied to various problems in diverse fields: from
face recognition [HH89] to public key cryptography [YS02]. In study [PV], MLP
is applied to a classification problem to predict the next user location.

2.2.1.2 Support Vector Machine

Support Vector Machines (SVMs) are supervised learning models that mostly are
used for the problem of classification. As a rule, during the training an SVM
takes a set of input points, each of which is marked as belonging to one of two
categories, and builds a model representing the input points in such way that the
points of different categories are divided by a clear gap that is as wide as possible.
Thereafter, a new data point is mapped into the same space and predicted to
belong to a category based on which side of the gap it falls on. Over the last
decade, SVMs have been applied for many classification problems [BL02] because
of their flexibility and computational efficiency.

SVM models can efficiently perform linear and nonlinear classification by
mapping input vectors into high-dimensional feature spaces. By using a hyper-
plane in such a way that the distance from this hyperplane to the nearest data
point on each side is maximized, a classic binary linear SVM model separates
data samples belonging to two different categories. If such a hyperplane does not
exist, a hyperplane that splits input points as cleanly as possible is chosen by the
algorithm. In this case, a penalty function which measures the degree of misclas-
sification of the data points is introduced for mislabeled points. Subsequently,
the model is built to maximize the distance from the separating hyperplane to
the nearest data point on each side, taking into account the penalties caused by
mislabeled data points. In case when data classes have nonlinear boundaries, the
kernel trick [ABR64] can be used to separate points by a hyperplane in a trans-
formed feature space.

A regular SVM model classifies data belonging to two different categories
(see Figure 3). Let us consider a classification problem where n samples belong to
two categories: if sample xi belongs to the first category, then it has label y(xi) =
1, and otherwise y(xi) = −1. In this case, the hyperplane (w, b) for the SVM
model can be found after solving the following optimization problem:

min
w,b,ξi

1
2

wTw + C
n

∑
i=1

ξi,

subject to

{

y(xi)(w
Tφ(xi) + b) ≥ 1 − ξi,

ξi > 0, ∀i = {1, . . . , n},

(11)

where ξi is the slack variable which measures the degree of misclassification of
xi, C is the penalty parameter and function φ(x) maps x to a higher dimensional
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FIGURE 3 An example of binary support vector machine

space. Once optimal hyperplane (w, b) is found, a new sample x is classified as
follows:

y(x) =

{

1, if s(x) ≥ 0,

−1, if s(x) < 0,
(12)

where function s(x) is calculated as

s(x) = wTφ(x) + b. (13)

If the feature vectors belong to more than two different classes, the classi-
fication is carried out based on the application of several binary SVM classifiers.
One well-known strategy to deal with this is to build (Ny)(Ny − 1)/2 binary clas-
sifiers, where Ny is the number of different categories in the training set. Each
such classifier is trained on data belonging to two different categories yi and yj

and returns the corresponding function sij(x), where i, j ∈ {1, . . . , Ny} and i �= j.
A new sample x goes through all functions sij(x), and it is defined either belong-
ing to the i-th (sij(x) ≥ 0) or the j-th (sij(x) < 0) category. Finally, the category of
x is defined as the one which collects the most votes [Fri96]. Another solution is
to use fuzzy multi-class SVM [AI02]. Based on fuzzy SVM, a vector x is classified
as belonging to category y(x) as follows:

y(x) = argmaxi∈{1,...,Ny}mi(x),

where mi(x) = min
j∈{1,...,Ny}, j �=i

(1, sij(x)). (14)

Multi-class SVM based on major votes is applied to the problem of predicting
next user location in [PV]. In article [PVII], the problem of binary SVM classifiers
combination is considered as a decision-making task, and it is solved with the
help of game theory methods.



32

2.2.2 Clustering

Clustering is a division of data into groups of objects without knowing the struc-
ture of the dataset. Each such group is called a cluster and consists of objects that
are in some way similar between themselves and dissimilar to objects of other
groups [Ber02]. From a machine learning point of view, clustering corresponds to
the unsupervised discovery of hidden patterns presented in the dataset to repre-
sent a data structure. Clustering plays a prominent role in the analysis of data in
such areas as text mining [DHCW10], web analysis [YD11], marketing [TSD09],
medical diagnostics [Alb03], and many others.

There are many different clustering algorithms which can be categorized
based on the notation of a cluster. The most popular categories include hierarchi-
cal clustering algorithms [RVC12], centroid-based clustering algorithms [GT12]
and density-based clustering algorithms [LP14]. Hierarchical clustering starts
with a set of singleton clusters or a single cluster of all feature vectors and pro-
ceeds iteratively with merging or splitting of the most appropriate clusters until
the stopping criterion is reached. In centroid-based clustering, clusters are rep-
resented by a central object, which is not necessarily a member of the dataset.
In density-based clustering, clusters are defined as areas of higher density, while
objects in sparse areas are considered as noise. In this thesis, a hierarchical single-
linkage clustering algorithm and centroid-based clustering technique k-means
are described in more details. A density-based clustering algorithm DBSCAN
is presented in the next section as an algorithm of anomaly detection.

2.2.2.1 Single Linkage Clustering

Single-linkage clustering algorithm belongs to a class of agglomerative hierarchi-
cal clustering methods. In the beginning of the algorithm, each feature vector
in the training dataset forms a cluster, i.e. the number of clusters is equal to the
number of feature vectors, and every cluster consists of only one element. Dur-
ing the algorithm iterations, these clusters are sequentially combined into larger
clusters.

The single-linkage clustering algorithm requires that the number of clusters
is defined beforehand. At each iteration, the algorithm combines those two clus-
ters which are the least distant from each other. The distance d(Ci, Cj) between
two clusters Ci and Cj is defined as the minimal distance between two vectors of
these clusters, such that one vector is taken from each cluster:

d(Ci, Cj) = min
x∈Ci,y∈Cj

(d(x, y)). (15)

The algorithm stops when the required number of clusters is formed. An example
of the algorithm application with the predefined number of clusters equal to two
is shown in Figure 4.

Study [Sib73] proposes a more advanced version of the single-linkage clus-
tering algorithm, improving both compactness of storage and speed of operation.
In [PVI], single-linkage clustering algorithm is used to classify n-grams extracted
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FIGURE 4 An example of the application of single linkage clustering algorithm with
the number of clusters equal to two

from HTTP requests to define the most frequent ones. In [PIV], this algorithm is
applied to find anomalous HTTP headers.

2.2.2.2 K-means and k-medoids

K-means is a unsupervised partitioning technique which classifies a dataset of
objects into k clusters. As a rule, the number of clusters k is given beforehand.
This algorithm tries to minimize the sum of Euclidean distances between each
feature vector and the mean value of the cluster this vector belongs to.

The most common of these algorithms uses an iterative refinement tech-
nique [Llo06]. First, k means are initiated, e.g. by randomly choosing k feature
vectors from the dataset. Let us denote these means as m1, . . . , mk. After that,
each feature vector x is assigned to the cluster corresponding to the least distant
mean. Thus, the i-th cluster Ci is formed as follows:

Ci =
{

xj : ||xj − mi||
2 ≤ ||xj − ml||

2 ∀l, 1 ≤ l ≤ k
}

. (16)

For recently built clusters, new means are calculated:

mnew
i =

1
|Ci|

∑
xj∈Ci

xj. (17)

These two steps, the assignment of feature vectors to clusters and the calculation
of new means, are repeated until there are no longer changes in clusters during
the assignment step (see Figure 5).
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FIGURE 5 An example of the application of k-means with the number of clusters equal
to two (circles denote mean values)

There is no guarantee that the k-means algorithm converges to the global
optimum. Besides, the result strongly depends on the initial clusters [BMvL12].
There are several techniques for the initialization of means, e.g. random initial-
ization [For65] or the minmax method [HS85]. K-means can also be applied in
case the number of clusters is unknown [PSN05]. Study [PVI] applies k-means to
classify n-grams extracted from HTTP requests.

The main drawback of the k-means algorithm is that the use of a distance
function other than Euclidean distance may stop the algorithm from converging.
K-medoids, which can deal with this problem, is a variation of k-means. The
k-medoids algorithm tries to minimize the sum of dissimilarities between each
feature vector and its medoid [PT10]. A medoid can be defined as an object of a
cluster, whose average dissimilarity to all the feature vectors in the cluster is min-
imal. For all feature vectors in the dataset, the algorithm assigns each vector to
the nearest cluster, depending upon the vectors distance from the cluster medoid.
After every assignment of a data object to a particular cluster, a new medoid is
calculated for this cluster. The k-medoids algorithm minimizes the sum of pair-
wise dissimilarities instead of a sum of squared Euclidean distances, and it is
more robust to noise and outliers compared to k-means. In [PV], a supervised
version of the algorithm based on k-medoids is used to solve the problem of the
next user location prediction.

2.2.3 Anomaly Detection

Anomaly detection is the problem of finding patterns in data that do not con-
form to expected behavior [CBK09]. Anomaly detection finds extensive use in
a wide variety of applications in different areas: from the analysis of medical
time series [LKFH05] to intrusion detection in computer and network systems
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[GTDVMFV09]. It also can be used as a part of preprocessing to remove anoma-
lous data from a dataset. Removing anomalous feature vectors from the dataset
may increase accuracy of a supervised machine learning technique applied sub-
sequently [SM11].

As a rule, a problem of anomaly detection refers to the search for one of the
following types of anomalies: point, contextual or collective. A point anomaly is
the simplest anomaly type, and it can be defined as an individual data instance
which significantly deviates from the rest of data. The majority of research nowa-
days focuses on the detection of anomalies of this type [QMG12, JS12]. A con-
textual anomaly is a data instance which is anomalous in a specific context. The
problem of contextual anomaly detection is apparent where each data vector has
features that can determine the context or neighborhood for that vector. Contex-
tual anomalies have been most commonly explored in time-series data [GSCJ13]
and spatial data [JYTK11]. A collective anomaly is a collection of related data
instances which is anomalous with respect to the entire data set. The individual
data instances in a collective anomaly may not be anomalies by themselves, but
their occurrence together as a collection is anomalous. Collective anomalies can
only be discovered in a data set in which data instances are somehow related.
Collective anomalies can be found in sequence [KP12], graph [Ski07], or spatial
data [SLZ01].

In this chapter, we consider two anomaly detection methods based on the
cluster analysis performed by self-organizing maps and density-based spatial
clustering of applications with noise. In addition, an anomaly detection method
based on the description of a class of normal data with the help of support vectors
is presented. Anomaly detection algorithms include also distance-based tech-
niques such as k-nearest neighbors [ZS09] and local outlier factor [BKNS00].

2.2.3.1 Self-Organizing Map

Self-Organizing Map (SOM) is an unsupervised, competitive learning algorithm
that allows us not only to compress high-dimensional data but also to create a
network that stores information in such a way that any topological relationships
within the dataset are maintained. Due to this, SOMs are widely applied for
visualizing the low-dimensional views of high-dimensional data [SZWS09].

A regular SOM is formed from a grid of neurones, each of which is fully
connected to the input layer. The i-th neuron of the SOM is associated with the
n-dimensional prototype vector pi = [pi1, pi2, . . . , pin], where n is equal to the
dimension of the input vectors. Thus, the i-th neuron has two positions: one in
the input space defined by the prototype vector pi, and another in the output
space on the map grid qi.

During the training, the prototype vectors move so that they follow the
probability density of the input data. At the beginning of training, the number
of neurons, the dimensions of the map grid, the map lattice and shape, and the
prototype vectors should be initialized. SOM is very robust with respect to the
parameter initialization, but properly accomplished initialization allows the al-
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gorithm to converge faster to a good solution. At each training step t, one feature
vector xt from the input dataset is picked up randomly, and the distance between
it and all the prototype vectors pi(t) is calculated. The prototype vector that is
the least distant from input xt is denoted as the Best Matching Unit (BMU) for
xt. Feature vector xt is mapped to the location of the best matching unit, and the
prototype vectors of the SOM are updated so that the vector of the BMU and its
topological neighbors are moved closer to xt in the input space:

pi(t + 1) = pi(t) + η(t)N(dout(qb(t)(t), qi(t)), r(t))din(x(t), pi(t)), (18)

where η(t) is the learning rate, din(x(t), pi(t) is the distance between x(t) and
the i-th prototype pi(t) in the input space, and N(dout(qb(t)(t), qi(t)), r(t)) is the
neighborhood function, which depends on neighborhood radius r(t) and the dis-
tance between BMU qb(t) and i-th neuron in the output space dout(qb(t)(t), qi(t)).
An example of neighborhood function would be

N(dout(qb(t)(t), qi(t)), r(t)) = e
−

d2
out(qb(x(t))(t),qi(t)))

2r2(t) . (19)

Thus, the effect of learning is proportional to the distance of a neuron from the
current BMU. As a rule, the amount of learning is fading over distance, and at
the edges of the BMUs neighborhood the learning process has almost no effect.
Another important feature of the learning algorithm is that the area of the neigh-
borhood shrinks over time. This is achieved with the help of the neighborhood
radius function, which can be defined as follows:

r(t) = r0e−
t
λ , (20)

where r0 is the width of the map lattice and λ denotes a time constant. An exam-
ple of the training process of SOM is shown in Figure 6.

Despite the fact that SOM is a clustering technique, it can be easily used
in order to solve an anomaly detection problem [MD09, ROT03]. For example,
it can be performed in such a way that when a new feature vector is mapped
onto a trained SOM it is classified as normal if it is sufficiently close to its BMU;
it is classified as anomalous if its distance from the BMU is more than a preset
threshold [ROT03]. Another approach involves using the distance relationships
and density structures in the training dataset [Ult05].

Despite SOM having been successfully employed for the analysis of high-
dimensional data, the effectiveness of traditional SOM models is limited by the
static nature of the model architecture. The size and dimensionality of the SOM
model is fixed prior to the training process, and there is no systematic method
for identifying an optimal configuration. Another disadvantage of the fixed grid
in SOM is that traditional SOM cannot represent hierarchical relations that might
be present in the data. Growing Hierarchical Self-Organizing Map (GHSOM)
can resolve these limitations [DMR00]. GHSOM is a multi-layered hierarchical
architecture which adapts its structure according to the input data. It is initialized
with one SOM and grows in size until it achieves an improvement in the quality
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FIGURE 6 An example of the training of a self-organizing map in input space

of data representation. In addition, each node in this map can dynamically be
expanded down the hierarchy by adding a new map at a lower layer, providing
thus a further detailed representation of data.

As a rule, a GHSOM starts with the main node at zero layer and a 2× 2 map
at the first layer trained according to the SOM training algorithm. The main node
represents the complete dataset and its prototype vector p0 is calculated as the
mean value of all feature vectors. This node controls the growth of the SOM at
the first layer and the hierarchical growth of the whole GHSOM. The growth of
each SOM in the GHSOM is controlled with the help of the quantization error

ei = ∑
xj∈Si

din(pi, xj), (21)

where ei is the quantization error for the i-th node, Si is the set of feature vectors
xj projected to the i-th node, and pi is the prototype vector of the i-th node. The
quantization error Em of SOM m is defined as

Em =
1

|Qm|
∑

i∈Qm

ei, (22)

where Qm is the subset of the m-th map nodes onto which data is mapped.
The key idea is that error Em must be less than the certain fraction α1 ∈ (0, 1)

of error eu of the corresponding parent unit u in the upper layer. If this condition
is not satisfied, new neurons are added to the m-th map. For this purpose, the
neuron je with the highest mean quantization error is found. After that, we select
the neighboring neuron which is the most dissimilar to the ie-th neuron:

jd = max
j

(din(pje , pjd)), for qj ∈ Nje , (23)
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where Nje is the set of neighboring neurones of the je-th node. A new row or

column of neurones is placed in between the je-th and the jd-th neuron. The

prototype vectors of the newly added neurones are initialized with the mean of

their corresponding neighbors. The growing process is stopped when

Em < α1eu. (24)

Thus, the parameter α1 controls the breadth of the maps.

After the SOM growth process is completed, every node of this SOM has to

be checked for the fulfillment of the global stopping criterion:

ei < α2e0, (25)

where α2 ∈ (0, 1) is the parameter which controls the hierarchical growth of GH-

SOM, and e0 is the quantization error of the main node. Nodes which do not

satisfy (25) represent a set of too diverse feature vectors. They are expanded to

form a new map at a subsequent layer of the hierarchy. For this purpose, a new

map of initially 2 × 2 nodes is created. This map’s prototype vectors are initial-

ized to mirror the orientation of the neighboring the units of its parent [CP02].

The newly added map is trained by using only the feature vectors mapped onto

its parent. This new map grows, and the whole process is repeated for the subse-

quent layers until the global stopping criterion (25) is met by all neurones of the

GHSOM.

Similar to regular self-organizing maps, GHSOMs are widely applied to

various problems related to high-dimensional data analysis [RMD02]. In stud-

ies [PIII, PIV], a framework based on the use of GHSOMs is proposed for the

detection of anomalous HTTP requests.

2.2.3.2 Density-based spatial clustering of applications with noise

Density-based spatial clustering of applications with noise (DBSCAN) is a power-

ful density-based clustering algorithm, which is often used for detecting outliers.

It discovers clusters in the training dataset starting from the estimated density

distribution of feature vectors [EKJX96]. All cluster-less vectors are classified as

anomalies. DBSCAN requires two parameters: the size of neighborhood ε and

the minimum number of points required to form a cluster Nmin.

The algorithm starts with an arbitrary feature vector x that has not been

checked. The number of feature vectors Nε(x) contained in the ε-neighborhood

of x is found and compared to Nmin:

{

If Nε(x) < Nmin, then x is labeled as noise,

If Nε(x) ≥ Nmin, then x is a part of a cluster.
(26)

Vectors marked as noise might later be discovered as a part of another vector ε-

environment and hence be made a part of a cluster. If a vector is found to be

a part of a cluster, its ε-neighborhood is also part of that cluster. After that, each

point y contained in the ε-neighborhood is checked. If y is density-reached from x
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FIGURE 7 An example of the application of DBSCAN

with respect to ε and Nmin, it is added to the cluster. Vector y is density-reachable
from x with respect to ε and Nmin, if there is a chain of points x1, x2, . . . , xm, where
x1 = x and xm = y, such that ∀i ∈ {1, 2, . . . , m − 1} the two following conditions
are satisfied:

{

d(xi, xi+1) ≤ ε,

Nε(xi) ≥ Nmin,
(27)

where d(xi, xi+1) is the distance between xi and xi+1. The cluster is built when all
vectors density-reachable from x have been found. Then, a new unvisited vec-
tor is processed, leading to a discovery of a further cluster or noise. All points
which remain cluster-less after the algorithm is finished are classified as anoma-
lies. Figure 7 shows an example of the application of DBSCAN, with Nmin = 3
and ε = 0.25 (radius of each circle).

In addition to discovered anomalies, DBSCAN can find arbitrarily-shaped
clusters and does not require to know the number of clusters in the dataset a
priori. DBSCAN requires just two parameters that should be optimally chosen.
There are several studies devoted to this problem [Kim11, Smi12]. DBSCAN
cannot be successfully applied to a dataset with large differences in densities of
samples contained in it. However, some modifications of the algorithm can deal
with this task [HYLZ09, XYYP08]. In [PVI], DBSCAN is used to cluster pseu-
dodistances of HTTP queries from the normal set of n-grams and, therefore, find
anomalous HTTP request messages.
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2.2.3.3 Support Vector Data Description

By constructing a hypersphere which contains all data of one category, an SVDD
finds a closed boundary around the data belonging to this category [TD04]. This
sphere is characterized by center c and radius R > 0, as shown in Figure 8.

Let us assume that there are q data vectors x1, x2, . . . , xq which belong to
one class, i.e. y(xi) = −1, ∀i ∈ {1, . . . , q}. The center c of SVDD hypersphere
(c, R) for this dataset can be defined as c = ∑

q
i=1 αixi. Here α = (α1, . . . , αq) is the

solution of the following optimization problem:

max
α

q

∑
i=1

αi(φ(xi)
Tφ(xi))−

q

∑
i=1

q

∑
j=1

αiαjφ(xi)
Tφ(xj),

subject to

{

∑
q
i=1 αi = 1,

0 ≤ αi ≤ C, ∀i ∈ {1, . . . , q},

(28)

where function φ(x) maps x to a higher dimensional space and C is the penalty
parameter which controls the trade-off between the hypersphere volume and
classification errors. The radius R of the sphere (c, R) is calculated as follows:

R = φ(xk)
Tφ(xk)− 2 ∑

i:αi<C

αiφ(xi)
Tφ(xk) + ∑

i:αi<C
∑

j:αj<C

αiαjφ(xi)
Tφ(xj), (29)

where xk is any vector from the dataset such as αk < C. Once optimal hyper-
sphere (c, R) is found, a new sample x is classified as follows:

y(x) =

{

−1, if d(x) ≥ 0,

1, if d(x) < 0,
(30)

where function d(x) is calculated as

d(x) = R2 − (φ(x)Tφ(x)− 2
q

∑
i=1

αi(φ(x)Tφ(xi)) +
q

∑
i=1

q

∑
j=1

αiαjφ(xi)
Tφ(xj)). (31)

Here y(x) = 1 means that x is classified as an anomaly.
An SVDD can be easily applied for a problem of anomaly detection [WX11,

YHGL10]. There are also modifications of SVDD which search for the optimal
boundary hypersphere when "positive" feature vectors are present in the training
dataset [TD04]. These vectors can be incorporated in the training to improve
the description by finding a boundary hypersphere more accurately. If a dataset
contains several classes of feature vectors, SVDD can be improved to give each
class in the dataset a hyper-spherically shaped boundary [HCY10]. In [PVIII],
SVDDs are used to build a benign software behavior model.

2.3 Algorithm performance evaluation

Not every pattern found by a data mining algorithm in a training set is neces-
sarily valid for a more general dataset. For this reason, once a model which de-
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FIGURE 8 An example of support vector data description

scribes the structure of the input data has been built, this model is supposed to
be evaluated to verify that it can describe a wider dataset. If the data used for
training a data mining model is used to estimate the performance of the model, a
non-realistic and over-optimistic prediction can be generated. For this reason, the
evaluation uses, as a rule, a test set of data on which the data mining algorithm
was not trained. The learned patterns are applied to this testing dataset, and the
result is compared to the desired output.

2.3.1 Performance Metrics

Probably the most important metric for a data mining problem is the prediction
accuracy, which refers to the ability of a model to correctly predict the class label
of new or previously unseen data. Another property which should be taken into
account is the computation costs involved in generating and using the model. In
addition, a data mining model is supposed to show the ability to make correct
predictions in the case of noisy data or data with missing values. Finally, a data
mining model has to be reliable, i.e. it must generate the same type of predictions
or find the same patterns regardless of the test data used.

The prediction accuracy is usually evaluated by using classification accu-
racy or misclassification error. Classification accuracy A is calculated as the ratio
of the number of correctly classified testing samples Ncc to the number of testing
samples N:

A =
Ncc

N
. (32)
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The misclassification error ε is the ratio of incorrectly classified testing samples
Nuc = N − Ncc to the number of testing samples N:

ε =
N − Ncc

N
. (33)

In the case of a binary classification task, e.g. anomaly detection, there are
several additional metrics that can be useful for a data mining algorithm evalu-
ation. Let us label classes in a binary classification task as "positive" and "nega-
tive". In the problem of anomaly detection, "positive" class is usually corresponds
to anomalies, whereas "negative" is used to denote normal instances. In this case,
the following performance metrics can be introduced:

– True Positive Rate (TPR) is the ratio of the number of correctly classified
"positive" samples to the total number of "positive" samples in the testing
set,

– False Positive Rate (FPR) is the ratio of the number of "negative" samples
classified as "positive" to the total number of "negative" samples in the test-
ing set,

– True Negative Rate (TNR) is the ratio of the number of correctly classified
"negative" samples to the total number of "negative" samples in the testing
set,

– False Negative Rate (FNR) is the ratio of the number of "positive" samples
classified as "negative" to the total number of "positive" samples in the test-
ing set,

– Precision is the ratio of the number of correctly classified "positive" samples
to the number of samples classified as "positive".

Another widely used approach to illustrate the performance of a binary classifier
is a receiver operating characteristic (ROC) curve. It shows the dependence of
TPR on FPR at various parameters used in the analyzed classification algorithm
(Figure 9). ROC analysis allows us to select method parameters to reach the re-
quired value of TPR while minimizing FPR. The area under ROC curve (AUC) is
usually used to represent the performance of a binary classification. For example,
an AUC of 1.0 would mean that the tested algorithm could be used to perfectly
classify samples. On the other hand, if AUC is equal to 0.5, it means that the
algorithm is equivalent to random guessing.

2.3.2 Validation techniques

Validation is one the key points in any data mining process. Its main purpose
is to predict how well the final model will work in the future or even whether
it should be used at all. Validation helps to choose the most relevant technique
for the given data mining problem and define optimal parameters for the chosen
technique. When a huge number of data samples is available, the validation can
be carried out in such a way that a large slice of data is used for training and
another large portion can be used as test data. Such validation pattern is called
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FIGURE 9 ROC curve examples

hold-out. On the other hand, when only a limited amount of data is available,
more complex methods are needed to achieve an unbiased estimate of the model
performance over unseen examples [SMJ02].

K-fold cross-validation approach divides the training set randomly into k

equal-size subsets. One of these k subsets is retained as the validation data for
testing the model and the remaining k − 1 subsets are used as training data. The
cross-validation process is then repeated k times, with each of the k subsets used
exactly once as the validation data. The advantage of this method is that all ob-
servations are used for both training and validation, and each observation is used
for validation exactly once. K-fold cross-validation is probably the most popular
approach for validation of data mining algorithms [RTR+01, LZO04].

Leave-one-out is a validation scheme in which a data mining algorithm is
trained on the full dataset, excluding only one sample against which it is then
tested. Due to the use of training sets that are larger than those in the cross-
validation technique, leave-one-out yields high accuracies. On the other hand, it
can take a lot of time to validate an algorithm with this technique, especially in
the case of large number of samples in the training dataset.

Bootstrap samples a subset of instances from the dataset with replacement.
The number of samples in this subset is equal to the size of the original dataset.
Next, a model is trained and evaluated with this subset calculating the error over
this subset etraining and over the remaining examples etesting. The final error is
estimated as e = 0.632etraining + 0.368etesting. These steps are repeated to average
the obtained error estimates. The number of repetitions is equal to the number of
samples in the original training dataset [ET94].



3 RESEARCH CONTRIBUTION

In this chapter, the case studies and their results are presented. First, the problem
of searching for optimal positions of relay stations in WiMAX multi-hop networks
is considered. Next, the prediction of the next user location based on the analysis
of spatial-temporal trajectories is explored. In addition, the contribution to the
problem of detection of intrusive HTTP requests is shown. Finally, the problem
of detection and classification of malware is discussed.

3.1 Optimal relay stations deployment

In WiMAX multihop networks, a mobile user can connect to a serving base station
directly or via a relay station [PH09]. As a rule, a relay station has a lower cost
compared to a base station and does not need to have any cable connection to the
backhaul network. In addition, deploying relays is simpler and faster, because
simpler equipment is used in it. Thus, the deployment of relay stations is one of
the most promising means to improve the signal-to-noise ratio for users in poor
radio conditions [CCLC09] and to extend the network service area [NHKH09].

Paper [PI] aims to position several relay stations in a WiMAX cell in such
a way that the available bandwidth capacity is maximized. This problem is for-
mulated as an integer programming problem. While such approach is not novel,
existing research loses sight of the increasing interference caused by relay stations
[CCLC09] or assumes that relays transmit a signal in different time frames and
therefore do not interfere with each other [SWW08]. In [PI], a region containing
several base stations is considered. The aim is to deploy several relay stations
in this region, taking into account the interference increase caused by relay de-
ployment. The proposed algorithm can also be used to find the optimal number
of relays which should be placed in the region to maximize the available band-
width and satisfy user throughput requirements.

To find optimal locations for relay stations, the considered region is divided
into several small sectors distributed uniformly. For each sector, the available
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bandwidth capacity is defined as a function of relay stations’ coordinates. These
coordinates are used to determine which sectors are connected to base stations
directly and which are connected through relay stations. The capacity is defined
as a logarithmic function of a signal-to-noise ratio, where signal is equal to power
of signal from a serving station and noise is the sum of power of signals from all
other stations except the serving one [TV05]. After that, a nonlinear, non-convex
and non-separable integer programming problem is formulated. For this prob-
lem, two variants of the objective are explored: the maximization of the sum of
available bandwidth capacity values and the maximization of the minimal capac-
ity value. The first variant allows the maximization of average available band-
width per sector, while the second approach leads to a more uniform distribution
of network resources. The optimization problem is solved with the help of an
elitist genetic algorithm. Each individual in the algorithm is defined as a vector
of relay station coordinates inside a cell.

The obtained solutions were simulated using network simulator ns-2 and
its extension, Winse [SAM+11]. Ns-2 is a packet-level network simulator that can
model the access service networks to obtain true end-to-end simulation results.
In the research community, it is widely used for evaluation of performance of
different network topologies and protocols [GRS+09, WSH+10, AIJ11]. We con-
sider the case of the deployment of 3 relay stations. The simulation results show
that the proposed method of relay stations’ optimal deployment is bandwidth-
efficient and exhibits good fairness in multi-hop networks. Figure 10 presents the
cumulative distribution function for the downlink connection throughput (CDF).
The figure shows that when the total available bandwidth capacity is maximized,
about 60% of the users have a lower throughput compared to when minimal
available bandwidth is maximized.

Paper [PII] investigates the problem of cost-effective relay station deploy-
ment for extending network coverage area. This problem is usually considered
as a search for relay positions so that bandwidth requirements would be satisfied
for all subscribers in the fixed region considered as a network coverage extension
[NHKH09]. In our research, we analyze a case where a provider has one base sta-
tion already located in a new residential area and tries to attract new customers
in this area by increasing the coverage area with the help of relay stations. To
maximize the profits, the provider tries to find a balance between the increased
income and costs caused by the relay deployment.

The provider’s income is calculated based on the difference between the
coverage area extended with relays and the area covered by the base station alone.
The coverage area is defined in such a way that if the signal-to-noise ratio in the
point is equal or greater than a given threshold then a point belongs to the area.
Thus, the extended coverage area can be determined as a function of the number
of relay stations deployed in the area and a set of these relay stations’ coordinates.
This function is found as the definite integral of the implicit function defined with
the help of signal-to-noise value calculated for a given point of the coverage area.
The provider’s costs consist of one-time costs and recurring costs and can also
be determined as the function of the number of relay stations deployed and the
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FIGURE 10 Cumulative distribution function for the downlink throughput in the case
of three relay stations deployed in the cell

coordinates of their positions. Thus, we can formulate a maximization problem,
in which the objective function is defined as the difference between the provider’s
income and costs as a function of the number of relays and their coordinates.
Similarly to the previous study, this optimization problem is solved with the help
of a genetic algorithm.

We considered an example of residential area where one base station is lo-
cated. The numerical results for this region show that the coverage area starts
shrinking after the deployment of a large number of relay stations. This is caused
by the increase of the interference level in the considered area. After that, the
problem of cost-effective relay deployment was solved for different values of
costs of the relay stations. The coverage area is shown in Figure 11 as the shaded
area. The provider’s income and costs calculation proves that the provider’s
profit can be increased drastically by using the proposed mechanism.

Although the considered problems of the optimal deployment of relay sta-
tions cannot be considered as directly related to data mining applications, they
are solved with the help of a genetic algorithm which is widely-used in data anal-
ysis. Genetic algorithm is often applied for the selection of the most essential fea-
tures. Genetic programming is a machine-learning technique based on genetic al-
gorithm, which is employed in problems of regression and classification [Kor07].
In addition, many machine-learning algorithms, e.g. support vector machines
and multilayer perceptrons, are based on the solution of optimization problems.
For this reason, the studies described above can be considered as a contribution
to the field of data mining.
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FIGURE 11 Relay stations optimal positions and coverage area for different values of
one-time costs: (a) low one-time costs, (b) high one-time costs

3.2 Prediction of the next user location

Prediction of the next location of a mobile user is a challenging data mining task
that can be applied for recognizing human behavior and forecasting the dynamics
of crowds. There are several studies in which this problem is solved based on
social behavior of users [CML11, GLJ+11]. However, it is usually very difficult
or even impossible to define a social interrelation between different users based
on the analysis of the data gathered from their mobiles. Due to this fact, user-
specific prediction techniques based on spatial trajectories and temporal patterns
seem more reasonable to use [LSPS11, GTL12].

In study [PV], we apply a user-specific approach for the problem of a mo-
bile user’s next-location prediction based on temporal-spatial patterns. For this
purpose, we analyze data collected from mobile phones of several non-related
users over different periods of time. For each mobile user, spatial and temporal
features are extracted from these data. Spatial features include only the current
user location, while temporal features contain the day of the week and the time
of the day when the user changes location and the amount of time spent in the
current place before moving to the next location. Once a feature matrix has been
constructed, the problem of the next-location prediction is reduced to a classifica-
tion problem. This classification problem is supposed to be solved by taking into
account constant changes in the user’s habits.

In this study, classification methods such as k-medoids, support vector ma-
chine and multilayer perceptron are applied. The k-medoids algorithm is modi-
fied to classify objects in a supervised way. For each mobile user, several clusters
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FIGURE 12 The cumulative distribution of the prediction accuracy obtained with help
of k-medoids, SVM and MLP

are created and filled with feature vectors. The labels of these clusters are based
on the possible locations of this user. To make the algorithm capable of adjusting
to changes in the user’s habits, only feature vectors with maximal score partici-
pate in the building of the clusters. This score value is calculated based on how
frequently and how recently the user visits a location. Multi-class support vector
machines with linear and Gaussian kernels are also employed for the problem.
In order to solve the problem of possible changes in a user’s behavior, SVM is
trained using only a portion of the last temporal-spatial patterns contained in
the training set. Finally, a multilayer perception with three layers of neurons is
used. Since the present temporal-spatial patterns are more useful than the pat-
terns from long time ago for predicting the user’s moves in the future, the MLP
model employs a forgetting function during the training phase. Optimal param-
eters for each classifier are found using the validation dataset which contains
patterns from the last portion of the training set. For each user, the most accu-
rate classifier is defined and the user’s next place is predicted based on this best
classifier.

The algorithm was tested with a set containing data collected from mobile
phones of several non-related users. The cumulative distribution function of the
prediction accuracy for all users is shown in Figure 12. As one can see, on average
SVM outperforms other classifiers, and it is selected as the most accurate classifier
for most users. However, for several users, either k-medoids or ANN is chosen
as the best classifier. The proposed algorithm shows better results compared with
its analogues, as can be seen from Table 1.
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TABLE 1 Average accuracy of the algorithm for the next-location prediction based on
k-medoids, SVM and MLP compared with analogues

Algorithm Accuracy
Most frequently visited places 35.00 %
First order Markov chains 44.88 %
Hierarchical Pitman-Yor Prior Hour-Day Model 50.53 %
Gradient Boosted Decision Trees 57.63 %
Dynamical Bayesian Networks 60.07 %
Artificial Neural Networks 60.83 %
Algorithm based on k-medoids, SVM and MLP 62.83 %

3.3 Detection of anomalous HTTP requests

Computer networks and systems are vulnerable to different forms of intrusions.
One of the most popular attack targets is web-servers and web-based applica-
tions. Usually, users of such applications request and send information using
queries, which in HTTP traffic are strings containing a set of attributes. It is pos-
sible to manipulate these queries and create requests which can corrupt the server
or collect confidential information [NTGG+05]. One means to ensure the security
of web-servers and web-based applications is the use of intrusion detection sys-
tems. There are two basic approaches for detecting intrusions from network data:
misuse detection and anomaly detection. In the misuse detection approach, the
IDS scans the computer system for predefined attack signatures. This approach is
usually accurate, but cannot detect attacks for which it has not been programmed
[Gol06]. The anomaly detection approach learns normal behavior patterns and
classifies patterns that deviate from established norms as anomalies. Thus, sys-
tems which use anomaly detection are able to detect zero-day attacks [KV03].
However, the number of false alerts increases because not all anomalies are intru-
sions.

Paper [PIII] focuses on the analysis of dynamic HTTP requests, which are
handled by the Web-applications of a web-server because it is difficult to inject
code via static queries unless there are major deficiencies in the server itself. It is
pointed out that most HTTP requests which are coming to the HTTP server are
normal, i.e. the portion of intrusive requests is small. The study concentrates on
that part of each dynamic request which consists of the path to the desired web
resource and a query string which is used to pass parameters to the referenced
resource. Based on the analysis of these parts, the method for the detection of
anomalous HTTP requests is proposed.

First, the n-gram character model is applied to transform each HTTP re-
quest to the sequence of n-characters. Each such sequence is represented as a se-
quence of arrays each of which contains n decimal ASCII codes. A feature vector
is built by counting the number of occurrences of each such array in the analyzed
request. Feature vectors are separated into several feature matrices based on the
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web resource they are related to. Each feature matrix is used to train a growing hi-
erarchical self-organizing map. After each GHSOM has been trained, anomalous
neurons are found by calculating U∗-matrices for each SOM [Ult05]. Each such
matrix represents a combination of distance relationships and density relation-
ships and can give an appropriate clustering. Anomalous neurons correspond
to high values of a U∗-matrix, since most requests are normal and intrusions are
mapped to neurones which are located on cluster borders. A new HTTP request
is classified as an intrusion if the distance between this request and its BMU pro-
totype vector is greater than a threshold or if the BMU is an anomalous neuron.
The study states that GHSOMs should be retrained after a certain period of time
to be capable to classify new requests.

The proposed method was tested using logs acquired from a large real-life
web service. These logs contain mostly normal traffic, but they also include in-
trusive HTTP requests. In the first simulation, a GHSOM was constructed for
each unique web resource. The U∗-matrix for one of these GHSOMs is shown
in Figure 13. Almost all real attacks were classified correctly as intrusions when

FIGURE 13 U∗-matrix of the GHSOM after the training stage (one web resource)

2-gram and 3-gram models were used. At the same time, the number of false
alarms remained very low. However, since the construction of one GHSOM for
each unique web resource is disadvantageous in terms of time and memory, the
paper proposes to combine HTTP requests that have a similar structure to one
group. After that, for each such group a GHSOM is constructed. The U∗-matrix
for one of these new GHSOMs can be seen in Figure 14. In this case, the accuracy
of the method remains very high.

In paper [PIV], the method described in [PIII] is extended to allow one to
find code injections in HTTP header fields. Such fields usually contain informa-
tion about user agent, preferred response languages, connection type, and other
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FIGURE 14 U∗-matrix of the GHSOM after the training stage (one group of web re-
sources)

things. An attacker can inject malicious code to these fields to create attacks based
on HTTP response splitting or malicious redirecting.

Different header types are analyzed separately. For each header field, its
length and all non-alphanumeric symbols are extracted. Two distance functions
are introduced based on the mean and variance of the lengths of header fields and
the frequencies of non-alphanumeric symbols used in them [CG10]. All length
and frequency values are classified into two clusters by using a single-linkage
clustering algorithm. All anomalies are mapped to a small cluster and removed
from the model. The remaining values are used to define normal values of head-
ers. A new HTTP request is classified as anomalous if one of its header fields
contains anomalous non-alphanumeric symbol or if its length is greater than a
threshold value. As previously, almost all real attacks were correctly classified as
intrusions, and the false positive rate was about zero.

Paper [PVI] describes an algorithm for processing HTTP queries which al-
lows the analysis of all HTTP request messages at once without separating them
by web resource. The algorithm proposed can be used to classify HTTP requests
even in the case the set of requests free of attacks cannot be extracted. The tech-
nique is based on the extraction of features with the help of more advanced n-
gram models and the analysis of feature vectors by simple clustering techniques.

The algorithm starts with the extraction of features for each HTTP query and
header field. These features include all unique symbol n-grams found in a query,
frequencies of their appearance and the length of each query. For each n-gram,
the frequency of its usage in the training set is calculated. Based on these fre-
quency values, all n-grams are divided into two groups by using k-means or the
single-linkage clustering algorithm. The cluster with the biggest centroid value is
considered as the one containing the most popular n-grams. N-grams belonging
to the second cluster are denoted as abnormal. After that, a function that mea-
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sures the "distance" between an HTTP request, and the set of popular n-grams
is introduced. This function takes into account the frequency of appearance of
abnormal n-grams extracted from this request, frequency of usage of those n-
grams in the training set and the length of the request. This function is applied
to all HTTP requests contained in the training set. The values of this function are
then clustered by applying DBSCAN. All cluster-less values are removed from
the model. A threshold is defined by using the remaining "distance" values. A
new HTTP request is classified as an intrusion if the value of the "distance" func-
tion calculated for this request is greater than this threshold.

To test the method, HTTP logs of a large web service are used. Normal
HTTP queries are generated based on requests to this service. In addition, several
types of intrusive requests and header injections are added. The application of
the proposed scheme showed that all HTTP requests to one web resource were
classified correctly with the help of n-gram models when n is equal to two or
three. The algorithm’s performance results compared to several other methods
are presented in Tables 2 and 3.

TABLE 2 Performance of the method for detecting intrusive HTTP queries based on
advanced n-gram and DBSCAN compared to other techniques (one web re-
source)

Algorithm True positive
rate

False positive
rate

Accuracy Precision

K-nearest neighbor 59.31 % 0.06 % 97.93 % 97.99 %
N-gram + GHSOM 92.51 % 0.19 % 99.45 % 96.21 %
N-gram + Diffusion
Maps

98.72 % 0 % 99.94 % 100 %

Advanced n-gram +
DBSCAN

100 % 0 % 100 % 100 %

TABLE 3 Performance of the method for detecting intrusive HTTP queries based on
advanced n-gram and DBSCAN compared to other techniques (several web
resources)

Algorithm True positive
rate

False positive
rate

Accuracy Precision

K-nearest neighbor 55.51 % 2.05 % 97.79 % 59.12 %
N-gram + GHSOM 58.22 % 0.86 % 97.05 % 78.56 %
N-gram + Diffusion
Maps

97.37 % 23.15 % 77.94 % 19.11 %

Advanced n-gram +
DBSCAN

100 % 0 % 100 % 100 %

As one can see, all algorithms show good results when only one web re-
source is explored. When the number of resources grew, the accuracy of other
methods decreased, but the accuracy of the algorithm proposed remained the
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same. Thus, the results proved that the method allows us to analyze all HTTP
request messages without separating them by resource. However, this method is
recommended to be used only in the case of simple HTTP requests that contain
textual or numerical attributes.

3.4 Malware detection and classification

Today, malicious software, or malware, remains a significant threat to network
security [MBM+12]. Trojan horses, spyware and Internet worms are designed by
attackers to harm computers or networks to allow them to profit at the expense of
ordinary users. The most popular commercial malware detection approach based
on a search of signatures is not able to deal with constantly appearing new types
of malware and variants of the existing ones until an instance of this malware
has damaged several computer networks or systems. One method to handle this
problem relies on the application of data mining algorithms [SWL08].

In study [PVII], a data-mining-based approach is applied to detect and clas-
sify malware among executable files. It is pointed out that a quite big set of
properly labeled executable files is available. Most of these files are goodware.
However, few files belong to different types of malware. The aim is to employ a
supervised machine-learning technique to train a model which is able to detect
these malware types in future. In addition, the detected malware is supposed to
be classified so that to enable selection of a specific action to this malware de-
pending on its type.

In the beginning of the algorithm, files of the training set are presented
in the form of byte and opcode sequences. By using an n-gram word model,
these sequences are transformed to feature vectors which express the frequency
of appearance of every n-byte and n-opcode. To reduce time and computing re-
sources when classifying these vectors, a genetic algorithm is employed to select
the most essential features and, therefore, escape from the high dimensionality of
the problem. This algorithm uses classification accuracy as the fitness function.
A classification model is then built with the help of several binary support vector
machines. For the feature vector extracted from a new executable file, values of
functions defined by these binary classifiers are calculated. Based on these val-
ues, a zero-sum matrix game [Rom97] with strategies corresponding to different
SVM classifiers is constructed. If this game has a saddle point in pure strategies,
the label which corresponds to this point is assigned to the new file. Otherwise,
the file is classified based on the saddle point in mixed strategies.

The method was tested using opcode and byte sequences extracted from
real executable files, some of which were infected with malware. The proposed
algorithm applied to byte sequences showed better results in terms of the true
positive rate in case of the 2-gram model. On the other hand, when the 1-gram
model is employed, opcode sequences obtain fewer false alarms. The perfor-
mance of the algorithm compared with well-known classifying techniques ap-



54

plied along with several dimensionality reduction techniques is presented in Ta-
bles 4 and 5. The comparison results prove that binary support vector machines
integrated with the game-theoretic approach and genetic algorithm outperform
all other techniques in terms of classification accuracy.

TABLE 4 Malware detection and classification accuracy (in brackets) of the algorithm
based on binary SVMs and zero-sum matrix games (ZSGSVM) compared to
analogues (in percent) applied to opcode sequences

Algorithm LDA PCA+NCA PCA+LMNN RELIEF GA
MLP 89.58

(85.76)
92.01
(89.93)

86.00
(82.25)

94.44
(87.15)

88.89
(85.42)

DT 93.06
(91.67)

89.24
(88.54)

81.94
(78.13)

96.88
(93.07)

93.40
(89.24)

KNN 94.79
(92.01)

94.79
(92.71)

93.06
(90.63)

97.22
(95.14)

94.10
(92.36)

SSDBSCAN 92.36
(92.01)

95.83
(92.36)

94.10
(90.63)

91.32
(90.63)

92.71
(92.01)

MVSVM 93.06
(87.15)

94.79
(93.06)

94.44
(93.06)

96.88
(94.44)

97.57

(95.83)
FSVM 93.06

(87.15)
94.79
(93.06)

94.44
(93.06)

96.88
(94.44)

97.57

(95.83)
ZSGSVM 93.06

(85.76)
94.79
(93.06)

94.44
(93.06)

96.88
(95.14)

97.57

(96.18)

TABLE 5 Malware detection and classification accuracy (in brackets) of the algorithm
based on binary SVMs and zero-sum matrix games (ZSGSVM) compared to
analogues (in percent) applied to byte sequences

Algorithm LDA PCA+NCA PCA+LMNN RELIEF GA
MLP 92.71

(86.46)
89.58
(85.76)

85.50
(83.50)

88.19
(84.38)

88.89
(87.50)

DT 95.14
(91.67)

91.32
(90.28)

86.46
(83.68)

96.18
(94.10)

94.44
(91.32)

KNN 95.49
(94.79)

95.14
(93.75)

95.83
(94.79)

96.53
(95.14)

96.53
(94.44)

SSDBSCAN 93.40
(89.93)

94.10
(91.67)

93.75
(91.67)

92.36
(91.32)

93.75
(91.67)

MVSVM 96.86
(95.14)

98.26

(94.79)
89.93
(88.89)

95.49
(94.79)

98.26

(95.83)
FSVM 96.86

(95.14)
98.26

(94.79)
89.93
(88.89)

95.49
(94.79)

98.26

(95.83)
ZSGSVM 96.86

(95.14)
98.26

(95.49)
89.93
(89.24)

95.49
(94.79)

98.26

(96.18)

However, the proposed method cannot be used to detect new malware types.
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Paper [PVIII] focuses on the construction of a benign software behavior model by
using a supervised anomaly detection approach. In this study, the training set
consists of executable files, some of which are known as malicious executables or
files already infected by malware. The aim is to build a model which would allow
us to detect malware among new executable files even if types of these malware
are not presented in the training set.

Similarly to the previous paper, each executable file is represented as a se-
quence of opcodes. An n-gram word model is applied to transform each such
opcode sequence to an n-gram feature vector, which expresses the frequency of
every n-opcode in the analyzed sequence. The most relevant features are selected
with the help of RELIEF. After that, the benign software model is constructed by
iteratively applying support vector machines. These are applied in such a way
that separation of all feature vectors which correspond to goodware into sev-
eral groups becomes possible. During this process a binary or fuzzy multi-class
SVM is trained based on feature vectors corresponding to files belonging to these
groups and to the group of feature vectors extracted from malware executables.
Once all files have been classified, the label correction procedure starts. On this
stage, feature vectors are regrouped to represent relationships between files in
the training set more accurately. In addition, support vector data descriptions are
employed for each group of feature vectors extracted from benign software files.
A new executable file is classified based on either SVM or SVDD, depending on
which of those classifiers works better on the files of the training set.

As previously, we tested the algorithm, using opcode sequences extracted
from real executable files. The set of files was divided into a training set and a
testing set in such a way that all the infected files in the testing set would be-
long to malware types not presented in the training set. First, the iterative SVM
clustering and SVDD were applied along with different dimensionality reduc-
tion techniques to check the convergence of the algorithm. It is shown that the
scheme takes only few iterations to converge and the resulting number of good-
ware groups strongly depends on the dimensionality reduction technique. For
low values of false positive rate, the method shows the best results in terms of
true positive rate when RELIEF is applied to find the most relevant features (see
Figure 15). Finally, the proposed algorithm was compared with well-known su-
pervised classifiers and outlier detection techniques. The comparison results are
listed in Table 6. As one can notice, the algorithm based on iterative SVM clus-
tering and SVDDs outperforms all other techniques in terms of the zero-day mal-
ware detection accuracy.
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FIGURE 15 The dependence between false positive and true positive rates of the mal-
ware detection scheme based on iterative SVM clustering and SVDD for
different n-gram models and dimensionality reduction techniques

TABLE 6 Zero-day malware detection accuracy (in percent) of the algorithm based on
iterative SVM clustering (ISVMC) and SVDDs compared to analogues

Algorithm 1-gram 2-gram
+ PCA

2-gram
+ SNE

2-gram
+ SPE

2-gram
+ LDA

2-gram
+ RLF

MD 89.82 90.55 91.64 90.55 92.73 90.91
K-means 88.00 89.82 88.00 92.36 86.18 90.55
SOM 73.45 86.91 88.73 88.73 88.36 87.27
KNN 90.18 90.91 90.55 90.55 92.73 89.45
DBSCAN 90.91 90.91 91.64 90.91 91.64 90.91
LOF 90.18 90.55 92.36 92.36 91.27 74.55
SVM 91.64 91.27 91.27 90.91 90.55 92.36
OCSVM 89.82 90.91 90.18 90.18 91.27 84.36
ISVMC+SVDD 91.27 91.27 91.27 90.91 92.73 97.09



4 CONCLUSION

Nowadays, tasks related to the analysis of huge amounts of data are encountered
in various areas of computer science. As a rule, the aim of such analysis is to
extract knowledge patterns from these data for further use. This discovery pro-
cess is called data mining. This dissertation describes the main phases of the data
mining process and presents the application of different data mining algorithms
to several problems encountered in mobile networks and network security.

This thesis can be divided into two main parts. The first part considers
three main phases of the data mining process, which are data preprocessing, data
analysis and validation of the result. These phases are further described in this
dissertation. The most important steps of each phase are outlined and several
implementation schemes are presented.

In the second part, several case studies devoted to different problems in the
field of computer science are presented. Each of these studies employs one or
more data mining techniques in order to solve a posed problem. Firstly, genetic
algorithm is used to find optimal positions of relay stations in WiMAX multi-hop
networks. Next, the prediction of the next-mobile-user location is carried out
based on the application of several classifying methods to spatial-temporal tra-
jectories of the user. Several clustering and anomaly detection techniques applied
to detect intrusive HTTP requests are then presented. Finally, the data mining ap-
proach is applied for the detection and classification of malicious software.

In the next stage of our research, we are planning to apply the data min-
ing approach to detect network intrusions based on flow-based traffic analysis. A
flow-based intrusion detection approach uses information in packet headers, and,
therefore, it has to handle a considerably lower amount of data than payload-
based approaches. Thus, this approach can be employed in high-speed networks
for the detection of certain types of attacks such as Denial of Service (DoS), scans,
worms and botnets. In addition, we are going to consider the problem of the de-
tection of malware designed for mobile devices. The popularity of smartphones
and tablets has led to the spread of mobile malware. However, the accuracy of
methods applied for their detection remains low.
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YHTEENVETO (FINNISH SUMMARY)

Tämä väitöskirja, Tiedonlouhinta-algoritmien käyttö matkaviestinverkoissa ja verkon

turvallisuudessa, keskittyy erilaisten tiedonlouhintamenetelmien ja -algoritmien
soveltamiseen erilaisiin tietotekniikan ongelmiin. Tiedonlouhinta on aineistojen
analysointiprosessi, jonka tarkoituksena on tietämysrakenteiden löytäminen ja
mallin rakentaminen jatkokäyttöä varten perustuen näihin rakenteisiin. Tämä
analysointiprosessi sisältää tietokantojen hallintaa, tietojen esikäsittelyä, mallin
valintaa, vaativuuden huomiointia, löydettyjen rakenteiden jälkikäsittelyä, visu-
alisointia ja päivittämistä. Nykyään erilaisia tiedonlouhintamenetelmiä ja algo-
ritmeja käytetään liiketoiminnassa, päätöksenteossa, lääketieteessä, biologiassa ja
ohjelmistotuotannossa. Tässä väitöskirjassa kuvataan tärkeimmät tiedonlouhin-
taprosessin vaiheet, käsitellään useita tiedonlouhinta-algoritmeja ja esitellään use-
ita tapaustutkimuksia, joissa erilaisia tiedonlouhinta-algoritmeja käytetään usei-
den matkaviestinverkkojen ja verkon turvallisuuteen liittyvien ongelmien ratkai-
semiseen.

Väitöskirja voidaan jakaa kahteen osaan. Ensimmäisessä osassa tarkastel-
laan tiedonlouhintaprosessin kolmea päävaihetta, jotka ovat tietojen esikäsittely,
analysointi sekä tuloksen validointi. Esikäsittely on aineistojen analysoinnin alku-
vaihe, joka voi sisältää tarvittavien tilastojen poimimista raakadatasta, tärkeim-
pien piirteiden valintaa, ulottuvuuksien vähentämistä, standardointia ja normal-
isointia. Tiedon analysointivaiheen aikana valitaan asianmukainen tiedonlouhin-
ta-algoritmi, jotta voidaan rakentaa malli, joka kuvaa tiedon rakenteen tarkasti ja
mahdollistaa tarvittavan tiedon poimimisen aineistosta. Viimeisessä tiedonlou-
hintaprosessin vaiheessa todennetaan, että tämä malli esiintyy laajemmissa sa-
mantyyppisiä tietoja sisältävässä aineistossa. Kaikki nämä kolme vaihetta on ku-
vattu tässä väitöskirjassa. Lisäksi on esitetty useita tiedonlouhinta-algoritmeja ja
menetelmiä.

Toisessa osassa esitetään useita matkaviestinverkkoihin ja verkon turval-
lisuuteen liittyviä tapaustutkimuksia. Jokaisessa esimerkkitapauksessa sovelle-
taan yhtä tai useampaa tiedonlouhintatekniikkaa, jotta voidaan ratkaista esitet-
tyjä ongelmia. Ensin käytetään geneettistä algoritmia toistimien optimaalisten
koordinaattien löytämiseksi WiMAX-verkoissa. Seuraavaksi liikkuvan käyttäjän
seuraavan paikan ennustaminen suoritetaan soveltamalla useita luokittelumene-
telmiä käyttäjän spatiotemporaalisiin liikeratoihin. Sitten sovelletaan useita klus-
terointi- ja poikkeamienhavaitsemisalgoritmeja, jotta havaitaan epätavallisia
HTTP-pyyntöjä. Lopuksi, tiedonlouhintamenetelmää käytetään haittaohjelmien
havaitsemiseen ja luokitteluun.
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