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Abstract 

This article employs Least Square Support Vector Machine 
(LSSVM) for determination of Compression Index (Cc) of marine 
clay in east coast of Korea. This study uses LSSVM as a regression 
tool. In LSSVM, the regression equation is obtained as the solution 
to a linear system instead of a quadratic programming (QP) 
problem. The input parameters of LSSVM are natural water content 
(n), liquid limit (1), initial void ratio (e0), and plasticity index (PI). 
Equations have been also developed for the prediction of Cc of marine 
clay. The comparison between the developed LSSVM and the 
regression models shows that the developed LSSVM models perform 
better than the regression models. This article shows that the developed 
LSSVM can be used to predict Cc of marine clay in east coast of 
Korea. 

     Keywords: Marine Clay; Compression Index; Least Square Support Vector 

Machine; Prediction. 
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1        Introduction 

Marine clay is highly compressible and produces high settlement. Compression 

index (Cc) is an important parameter to determine the settlement of marine clay. 

So, the determination of Cc of marine clay is an imperative task in earth science. 

Researchers use different correlations for determination of Cc (Lambe and 

Whitman, 1969; Mayne, 1980; Nakase et al., 1988; Skempton, 1944; Terzaghi and 

Peck, 1967; Yin, 1999). The available correlations are based on the regression 

analysis which uses least-square method for prediction. Least-square method is 

sensitive to the presence of outliers, and it performs poorly when the underlying 

distribution of the additive noise has a long tail (Haykin, 1999). So, the available 

correlations are not suitable for determination of Cc.  

 

This study adopts Least Square Support Vector Machine (LSSVM) for determination 

of Cc of marine clay in east coast of Korea based on different properties {natural 

water content (n), liquid limit (1), initial void ratio (e0), and plasticity index (PI).  

This study uses the database collected by Yoon et al.(2004). The dataset contains the 

information about n,1,e0,PI and Cc of  the marine clay in east coast of Korea. In 

LSSVM, Vapnik’s ε-insensitive loss function has been replaced by a sum-squared 

error (SSE) cost function. LSSVM considers equality type constraints instead of 

inequalities as in the classic Support Vector Machine (SVM) approach (Suykens et 

al., 2002; Vapnik, 1995, 1998). LSSVM has been successfully applied for solving 

different problems in engineering (Bayler et al., 2009; Samui and Sitharam, 2008; 

Wang and Ye, 2004).  

 

This study has the following aims: 

 To examine the capability of LSSVM for prediction of Cc of marine clay in 

the east coast of Korea 

 To develop equation for prediction of Cc of marine clay in the east coast of 

Korea 

 To make a comparative study between the developed LSSVM and the 

regression models developed by Yoon et al.(2004) 

 

2         Details of LSSVM  

LSSVM models are an alternate formulation of SVM regression (Vapnik and 

Lerner, 1963) proposed by Suykens et al (2002). Consider a given training set of 

N data points  N
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the N-dimensional vector space and r is the one-dimensional vector space. For 

prediction of Cc of marine clay using single marine clay parameter, 

 01 erPIrrx n    and  cCy  . For prediction of Cc of marine clay using 

multiple marine clay parameters,  01,, ePIx   and  cCy  . 

In feature space LSSVM models take the form 

                                                             bxwxy T                                           (1) 

 

Where the nonlinear mapping  .  maps the input data into a higher dimensional 

feature space; nRw ; rb ; w = an adjustable weight vector; b = the scalar 

threshold. In LSSVM for function estimation the following optimization problem 

is formulated: 

 

Minimize: 
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k

T eww
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Subject to:     kk

T ebxwxy    , k=1,…,N.                                                   (2) 

 

Where ek=error variable and = regularization parameter. The following equation 

for Cc prediction has been obtained by solving the above optimization problem 

(Smola and Scholkopf, 1998; Vapnik, 1998). 
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Where K(x,xk) is kernel function. The radial basis function has been used as 

kernel function in this analysis.  The radial basis function is given by 
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Where is the width of radial basis function. 

 

3     Details of Present Analysis  

This article adopts the above LSSVM model for determination of Cc of marine clay in 

the east coast of Korea. To develop LSSVM, the data have been divided into the 

following two groups: 

 

Training Dataset: This has been used for constructing the LSSVM. This study uses 

180 data out of 257 as a training dataset 
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Testing Dataset: This has been used to assess the performance of the LSSVM. The 

remaining 77 data have been used as a testing dataset.  

The data are normalized between 0 and 1. The normalization has been done by using 

the following equation: 

                                  
 

 minmax

min

dd

dd
dnormalized




                                                      (5) 

 

Where d=any data (input or output), dmin= minimum value of the entire dataset, 

dmax= maximum value of the entire dataset, and dnormalized=normalized value of the 

data. The design values of  and  has been determined by the trial and error 

approach during the training of LSSVM. The program of LSSVM has been 

developed by using MATLAB.  

 

4. Results and Discussion      

The coefficient of correlation (R) is the main criterion to access the performance of 

LSSVM model. The value of R has been determined by using the following equation: 
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Where Ccai and Ccpi are the actual and predicted Cc values, respectively, caC  and 

cpC  are mean of actual and predicted Cc values corresponding to n patterns. The 

design values of  and  have been presented in Table 1. The performance of 

training and testing dataset for single input variable has been depicted in figures 1 

and 2. It is observed from figures 1 and 2 that the performance of LSSVM is quite 

well for single input variable. Equations (by putting  
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and different b values for 1,n, e0 , PI in equation 3) have been developed based 

on single input variable from the LSSVM model. Table 1 shows the different 

equations for prediction of Cc based on different single input variables. The values 

of  have been given in figure 3.    

 

For multiple input variables, the design values of  and  have presented in Table 

1. The performance of training dataset has been determined by using the design 
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value of and Figure 4 illustrates the performance of training dataset. The 

performance of testing dataset has been also depicted in figure 4. The performance 

of LSSVM is quite well for determination of Cc based on the multiple input 

variables. Equations (by putting      
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=0.09 and b =0.2773 in equation 3) have been developed based on single input 

variable from the LSSVM model.  Table 1 shows the equation for determination 

of Cc based on the multiple input variables.   

 

Table 1. Performance of the different LSSVM models. 
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Fig.1: Performance of training dataset for single input variable. 

 

 

 

 

 

 

 

 

 

Fig. 2: Performance of testing dataset. 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Values of  for single input variable. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Actual Normalized Cc

P
re

d
ic

te
d

 N
o
rm

a
li

ze
d

 C
c

Cc=f(1),R=0.749

Cc=f(n),R=0.718

Cc=f(e0),R=0.661

Cc=f(PI),R=0.719

Actual=Predicted 

 

-200

-150

-100

-50

0

50

100

150

200

250

300

350

1 21 41 61 81 101 121 141 161

Training Dataset 



Cc=f(n)

Cc=f(1)

Cc=f(e0)

Cc=f(PI)

 



  

 

 

51                                                                        Determination of Compression… 

                          

Fig. 4: Performance of LSSVM model for multiple input variables. 

 

 

 

 

 

 

 

 

Fig.5: Values of  for multiple input variables. 

An comparative study has been carried out between the developed LSSVM 

models and the regression models developed by Yoon et al.(2004). Comparison has 

been done for testing dataset. Figure 6 shows the bar chart of R values for the 

regression and the LSSVM models. It is clear from figure 6 that the performance of 

the developed LSSVM models is better than the regression models.    

 

 

 

 

 

 

 

 

 

-30

-20

-10

0

10

20

30

1 21 41 61 81 101 121 141 161

Training Dataset



 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

R

REGRESSION 

LSSVM

1 n e0 PI PI,1,e0 



  

 

 

Pijush Samui et al.                                                                                                  52 

Fig.6 : Bar chart of R for the regression and LSSVM model. 

5.     Conclusion  

 This study has presented LSSVM model for determination of Cc of marine clay in 

east coast of Korea.  The LSSVM structure that we have built had given very 

promising results in predicting Cc of marine clay in east coast of Korea. The 

developed LSSVM models outperform the regression models.  User can use the 

developed equation for prediction of Cc of marine clay in east coast of Korea. Due 

to the use of statistical learning theory, LSSVM can avoid several disadvantages 

such as local optimal solution, low convergence rate, especially poor 

generalisation when few samples are available, etc. In summary, it can be 

concluded that the developed LSSVM is a robust model for determination of Cc of 

marine clay in east coast of Korea.  
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