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Abstract. — We have applied the InfraRed Flux Method (IRFM) to a sample of 475 dwarfs and subdwarfs in
order to derive their effective temperatures with a mean accuracy of about 1.5%. We have used the new homogeneous
grid of theoretical model atmosphere flux distributions developed by Kurucz (1991, 1993) for the application of the
IRFM. The atmospheric parameters of the stars cover, roughly, the ranges: 3500 K ≤ Teff ≤ 8000 K; −3.5 ≤ [Fe/H]
≤ +0.5; 3.5 ≤ log(g) ≤ 5. The monocromatic infrared fluxes at the continuum, and the bolometric fluxes are derived
using recent results, which satisfy the accuracy requeriments of the work. Photometric calibrations have been revised
and applied to estimate metallicities, although direct spectroscopic determinations were preferred when available. The
adopted infrared absolute flux calibration, based on direct optical measurements of angular stellar diameters, sets
the effective temperatures determined using the IRFM on the same scale than those obtained by direct methods.
We derive three temperatures, TJ , TH and TK , for each star using the monochromatic fluxes at different infrared
wavelengths in the photometric bands J , H, and K . They show good consistency over 4000 K, and no trend with
wavelength may be appreciated. We provide a detailed description of the steps followed for the application of the
IRFM, as well as the sources of the errors associated to the different inputs of the method, and their transmission
into the final temperatures. We also provide comparison with previous works.
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1. Introduction

The stellar effective temperatures might be, in princi-
ple, determined following a fundamental or direct method
based on the combination of the bolometric fluxes and the
angular diameter measurements according to the equa-
tion:

Teff = (
4

σ
)1/4θ−1/2F

1/4
Bol , (1)

where σ is the Stefan-Boltzmann constant, θ is the angu-
lar diameter of the star, and FBol is the bolometric flux
measured on the surface of the earth.

However, in practice, we need atmosphere models to
perform secondary corrections to both the angular diam-
eter measurement (limb darkening) and FBol (interstellar
absorption). The Sun is obviously the only exception, since
its limb darkening can be empirically determined, and its
interstellar absorption is negligible. In any event, the main
difficulty affecting the direct procedure is the limited num-
ber of stars with a reliable measurement of their angular
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diameter (see for instance Table 4 from Mozurkewich et
al. 1991). This problem is remarkably severe for the low
main sequence, as there are no direct measurements of an-
gular diameter for stars later than F5V, with the above
mentioned exception of the Sun. For this reason, relatively
large uncertainties still remain on the scale of stellar ef-
fective temperatures in the low main sequence, especially
when the effect of metallicity is considered.

Thus, we are compelled to use semi-direct methods,
which require, as a basis, atmosphere models in addition
to observational information (see the review by Böhm-
Vitense 1981). Among the different methods of this type
the Infrared Flux Method (hereafter IRFM; Blackwell et
al. 1990, and references therein) seems especially adequate
to analyse the temperatures of F, G, and K stars. The
IRFM has been successfully applied to different samples
of population I stars (e.g. Blackwell et al. 1990; Bell &
Gustafsson 1989; Saxner & Hammarbäck 1985). However,
the works based on the IRFM devoted to metal poor stars
(Magain 1987; Arribas & Mart́ınez-Roger 1987, 1989) are
restricted to rather limited samples.

The present paper is part of a long term programme
aimed to a better definition of the scale of temperatures
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Table 1. The calibration of q- and R- factors versus metallicity, log(g) and effective temperature in λeff=1272.5 nm (band J),
computed using models by Kurucz (1991, 1993). The units of R-factors are (nm)

for F, G, and K dwarfs and subdwarfs, using the IRFM.
This work is relevant to three main topics: (a) analysis of
the global behaviour of atmosphere models (e.g., Magain
1987), (b) the correct interpretation of the observed HR
diagram (e.g., Arribas & Mart́ınez-Roger 1988, 1989), and
(c) fine spectroscopic analysis for abundance determina-
tions of metal poor stars (e.g., King 1994).

The general programme has been focussed on the im-
provement of the different factors which affect the accu-
racy in the definition of the temperature scale. Firstly, the
sample of selected stars has been substantially enlarged
compared to previous works (up to almost 500 stars). This
point is particularly important in order to properly sam-
ple wide ranges in colour and metallicity. The accurate
infrared photometry required for the application of the
IRFM was measured for 75% of the stars in the sample
(Alonso et al. 1994a, Paper I). Secondly, due to the sen-
sitivity of the IRFM temperatures to the infrared abso-
lute flux calibration considered, this subject was revised
in Alonso et al. (1994b, Paper II). There, a new absolute

calibration for the infrared flux of Vega, which scales the
IRFM temperatures to those derived by direct methods,
is proposed. Thirdly, a method to obtain bolometric fluxes
for metal poor stars was devised in Alonso et al. (1995,
Paper III). Last, but not least, we have used the improved
grid of atmosphere models computed recently by Kurucz
(1991, 1993).

This paper provides detailed information on the pro-
cedure followed to derive the effective temperatures for
the whole sample. The paper is laid out as follows. Sec-
tion 2 explains the practical implementation of the IRFM.
The theoretical and observational inputs of the method,
as applied here, have been separated in order to discuss
the influence of errors in the derived temperatures. Thus,
Sect. 3 analyses the theoretical R- and q-factors, and the
observational inputs are discussed in Sect. 4. This section
also includes a description of the criteria adopted to collect
the sample of stars, a revision of photometric calibrations
to estimate the metallicity, and the correction of inter-
stellar extinction. The effective temperatures are derived
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Table 2. The same that Table 1 for λeff=1635.0 nm (band H)

in Sect. 5, where the internal consistency of the method
and the uncertainties affecting Teff are assesed. The final
temperatures are compared to common determinations of
previous works in Sect. 6. Finally, in Sect. 7, the main
results are briefly summarized.

In a forthcoming paper, we will provide and discuss
the calibrations Teff -colours-[Fe/H], as well as the mean
intrinsic colours for dwarfs and subdwarfs.

2. The implementation of the IRFM

The InfraRed Flux Method (Blackwell et al. 1990) uses
the quotient between the bolometric flux (FBol) and the
monochromatic flux at a chosen infrared wavelength of the
continuum (F (λIR)), both measured at the surface of the
earth, as indicator of Teff . This quotient is the so-called
observationalR-factor (Robs). The theoretical counterpart
derived from models, Rtheo, is obtained as the quotient be-
tween the integrated flux (σT 4

eff ) and the monochromatic
flux at λIR (Fmod(λIR)), at the surface of the star. Thus

the basic equation of the IRFM reads:

Robs =
FBol

F (λIR)
=

σT 4
eff

Fmod(λIR, Teff , [Fe/H], g)
=

= Rtheo(λIR, Teff, [Fe/H], g), (2)

where the explicit dependence on metallicity, surface grav-
ity, and λIR is taken into account. The IRFM only requires
from models the correct prediction of the continuum IR
fluxes (note that the bolometric flux at the stellar sur-
face is fixed by the value of Teff). This requirement seems
relatively easier to fulfill, if compared to those demanded
by other semi-direct methods. In particular, free-free and
bound-free transitions of H− ion, the main source of the
continuum opacity in the IR for F,G and K stars, are
relatively well understood. Therefore, in principle, the de-
pendence on models is not a critical point to the IRFM,
at least for spectral types earlier than late K where the
IR opacity due to molecular bands is of minor importance.
Another advantage of the IRFM, as explained in Sect. 4.1,
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Table 3. The same that Table 1 for λeff=2175.0 nm (band K)

is the large sensitivity of R-factors to the effective tem-
perature (R ∼ T 3

eff) and their slight dependence on the
secondary atmospheric parameters. Therefore, the uncer-
tainties in the derived effective temperature associated to
errors in the gravity and metallicity assignment are small
compared to those due to the determination of the bolo-
metric and monochromatic fluxes.

The monochromatic fluxes are obtained by applying
the relation

F (λIR) = q(λIR, Teff, [Fe/H], g) [Fcal(λIR)10
−0.4(m−mcal)]

(3)
where m and mcal are, respectively, the magnitudes of
the problem and standard star, λIR is the selected wave-
length at the infrared (which should be close to the max-
imum transmission of the photometric band), Fcal(λIR)
is the absolute flux of the standard star at λIR, and
q(λIR, Teff , [Fe/H], g) is a dimensionless factor which cor-
rects the effect of the different curvature of the flux density
distribution, across the filter window, between the stan-

dard and the problem stars (see Sect. 3.2 for further de-
tails).

Table 5. The influence of the reddening and the uncertainty
in the Calibration of the Absolute Flux in the IR (CAFIR) on
the temperatures derived using IRFM. The errors induced by
the uncertainties on the absolute flux calibration are slightly
overestimated, since the change in the bolometric flux has not
been taken into account

The separation of observational inputs and theoretical
factors for the implementation of the IRFM is provided
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Fig. 1. Rtheo factors computed using solar metallicity models developed by Kurucz (1991). The wavelengths considered are
λR = 790 nm, λJ = 1272.5 nm, λH = 1635 nm, λK = 2175 nm, λL′ = 3690 nm, and a point in the far IR at 10 µm. The dashed
lines correspond to Rtheo factors derived from blackbody flux densities. The vertical line (Teff=4000 K) shows the lower limit
of applicability of IRFM with these models

Table 6. Mean accidental errors of the effective temperature
derived applying the IRFM in the band K

by substituting relation (3) in Eq. (2) as follows,

FBol

Fcal(λIR)10−0.4(m−mcal)
=

= q(λIR, Teff, [Fe/H], g)Rtheo(λIR, Teff , [Fe/H], g) (4)

Once [Fe/H] and log(g) are known for a certain star, the
observational quantities on the left-hand side of Eq. (4)
determine the star’s effective temperature by comparing to
the theoretical information from models on the right-hand
side. It is worthy to notice that in a strict sense, models
are also needed to obtain the integrated flux in order to

Table 7. Comparison between the temperatures derived in
the present work (Col. 2) and those derived by Saxner & Ham-
marbäck (1985) (Col. 3). The mean difference TIRFM − TSH85

is 5±63 K
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Fig. 2. Uncertainty on the IRFM temperature induced by an
error of 5% in the observational quotient FBol

Fcal(λIR)10−0.4(m−mcal )

Fig. 3. Uncertainty on the IRFM temperature induced
by an error of 0.5 dex in [Fe/H]. Solid line: change from
[Fe/H]=0 to [Fe/H]=−0.5; dotted line: change from [Fe/H]=−1
to [Fe/H]=−1.5; dashed line: change from [Fe/H]=−2.5 to
[Fe/H]=−3

complete the missed flux in the UV and far IR, however,
these corrections are small (see for instance Petford et al.
(1991) and Paper II).

3. Model information: The R– and q–factors

The theoretical flux density distributions used in this
work to implement the IRFM were obtained using Ku-
rucz’s (1991, 1993) new models. Blackwell and Lynas-
Gray (1994) have also used them for the application of
the IRFM. These models are widely described in Kurucz
(1991). Here we briefly summarize their features concern-
ing the aims of the present programme:

1. The major difference concerning opacities is the use
of new iron group atomic lines, which are expected to
diminish the problem of the missing opacity in the UV
(Magain 1987). The computed opacities consider the
effect of 58 million lines both atomic and molecular
(which increases in a factor of roughly 30 the number
in old models). Diatomic molecules considered include
H2, SiO, CH, NH, OH, MgH, SiH, C2, TiO, CN and
CO. Regrettably the effects of triatomic molecules, as
water vapor, are not considered. In the range 1.75−2.1
µm the contribution to the opacity from water vapour
has great influence on the IR flux of cool stars (Teff ≤

4500 K), specially for solar abundance. This fact sets
a lower limit at late K stars for the applicability of the
IRFM using these models (see Sect. 5).

2. The physics remains essentially the same that in older
Kurucz’s models (see Kurucz 1979a, b) since the prob-
lem of the opacity has been paid major attention. How-
ever, the new models contain slight improvements in
the treatment of convention including approximative
overshooting. The mixing length to scale height ratio
(α/H) adopted is 1.25. The solar metal abundances
are those derived by Anders & Grevesse (1989). The
microturbulent velocity is 2 km/s.

3. From a practical point of view, the new models sam-
ple physical parameters in a denser grid: Abundances
are sampled in 0.1 dex steps from [Fe/H]=1.00 to
[Fe/H]=−0.5, and in 0.5 dex steps from [Fe/H]=−0.5
to [Fe/H]=−4.0. Gravities are sampled in 0.5 dex steps
and temperatures in 250 K steps under 8000 K.

4. Model fluxes are sampled in 1221 points covering a
wavelength interval from 9 to 160000 nm. The resolu-
tion ranges within 1 nm in the UV, 2 nm in the visible
and the band J , 5 nm in the band H and 10 nm in
the band K. The sampling in the near IR implies a
remarkable improvement as far as previous models are
concerned, which allows to avoid interpolations.

3.1. Rtheo(λIR) factors

The flux density distributions of models described in the
previous section have been used to calculate Rtheo(λIR)
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Table 8. Comparison between the temperatures derived in the
present work (Col. 2) and those derived by Magain (1987) (Col.
3). The mean difference TIRFM − TM87 is 112±56 K

Table 9. Comparison between the temperatures derived in the
present work (Col. 2) and those derived by Bell & Gustaffson
(1989) (Col. 3). The mean difference TIRFM − TBG89 over
4500 K is −49±75 K

factors, as defined in Eq. (2). The closest wavelengths to
the effective wavelengths of the J , H, and K photometric
bands sampled by the models were selected (λJ = 1272.5
nm, λH = 1635.0 nm and λK = 2175.0 nm). The effec-
tive wavelengths were computed considering the instru-
mental response of the TCS system (Paper I), and the
atmospheric transparency (Manduca & Bell 1979; Glass
1985; Mountain 1983). Tables 1-3 contain the theoretical
values of log(R) for these three wavelengths. Effective tem-
peratures cover the range 3500−8250 K, surface gravities
cover the range log(g)=(3.5, 5.0), and metallicities cover
the range (0.5, −3.5).

Figure 1 shows the log(R) factors for solar metallic-
ity. In addition to R-factors corresponding to the three
wavelengths selected in this work, those corresponding to
the R band (Johnson 1966) at λR = 790 nm, L’ from
TCS system (Paper II) at λL′ = 3690.0 nm, and a far

Fig. 4. Uncertainty on the IRFM temperature induced by an
error of 0.5 dex in log(g). Solid line: [Fe/H]=0.0; dotted line:
[Fe/H]=−1; dashed line: [Fe/H]=−2

IR point at 10004.0 nm have been also plotted to dis-
play their overall properties. The correlation of gradient
∆ log(Rtheo)/∆Teff with wavelength may be appreciated
in the figure (i.e. the sensitivity of R-factors to tempera-
ture increases with wavelength). The relation log(Rtheo) −
Teff is double-valued for the band R, which implies that it
is useless to apply the IRFM in the considered Teff range.

Among the three wavenlengths considered in this work,
the RJ factors are the least sensitive to temperature, es-
pecially for Teff lower than 5000 K. The sensitivities of
the RH and RK are comparable, although as will be dis-
cussed in Sect. 5, temperatures lower than 4000 K derived
using RH are less reliable, due to the uncertainty associ-
ated to the minimum of the H− opacity reached in this
band. The variations induced by the change in metallicity
or surface gravity are only important for Teff lower than
4250 K. In particular, the variation of R-factors in the
range log(g) = 4− 5 is almost negligible. For this reason,
the assignation of gravity has been done in a somewhat
rough fashion, which satisfies nevertheless the accuracy
requeriments of this work.

3.2. q(λIR) factors

The use of broad band photometry to obtain the IR
monochromatic fluxes requires the application of the
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so-called q-factors introduced in Eq. (3), and defined as

q(λIR) =

∫ λ2

λ1
Kcal(λ, λIR)T (λ)dλ

∫ λ2

λ1
K(λ, λIR)T (λ)dλ

, (5)

where T (λ) is the instrumental transmission of the photo-
metric system, which includes the detector response, the
optical system of the telescope and photometer, and the
absorption of the atmosphere. The function K(λ, λIR) is
the stellar flux density normalized to the value of flux den-
sity at λIR, and (λ1, λ2) is the bandpass of the system (see
Appendix 1 in Paper II for further details). The q-factors
allow to cope with the problem of deriving the flux in a
specific wavelength from the filter-integrated flux in the
whole photometric band. An optional approach to this
problem is described in Saxner & Hammarbäck (1985).

Ideally, q-factors should be determined from spectro-
scopic data, considering a set of stars sampling homoge-
neously the domain of physical parameters in Teff , log(g)
and [Fe/H]. Unfortunately the data-base of registered IR
spectra is insufficient to make this approach realistic. In
practice, we can rely on a grid of models to compute q
factors. Tables 1-3 contain q-factors for bands J , H and
K, ordered according to temperature, gravity and metal-
licity. The physical parameters adopted to generate the
model for the calibration star (Vega) were Teff =9610 K,
log(g)= 3.95, [Fe/H]=−0.25. Note that the q-factors imply
secondary corrections in most of the range studied.

3.3. Sensitivity of q × R to the effective temperature

The separation of terms in Eq. (4) (i.e. theoretical ele-
ments in the right-handside, and observational data in the
left-handside) provides a simple way of analysing the in-
fluence of errors on the derived temperatures. Tables 1-3
contain the calibration of R- and q-factors generated with
Kurucz’s new models as a function of temperature, metal-
licity and surface gravity. These relations allow to deter-
mine the errors induced by the different variables on the
derived temperatures.

Figure 2 shows the error in temperature induced by a
variation of 5% in factor q×R (the theoretical counterpart
to the quotient FBol/F (λIR)). As it may be appreciated,
the change in temperatures derived using RH and RK fac-
tors is approximately constant over 4000 K: 1.5−2% for
TH and 1.5% for TK . The change of TJ varies from 5% at
4000 K to 2% at 8000 K. Hence, RJ is the worse indicator
of Teff for the application of the IRFM, and will only be
used over 5000 K.

Figure 3 shows the influence of an error of 0.5 dex in
metallicity on the temperature derived applying the IRFM
in the band K. Over 4200 K the average error is under
0.25%.

Figure 4 shows the influence of an error of 0.5 dex in
log(g) on the temperature derived in the band K. The
changes in temperature are practically negligible between
4200 K and 7500 K. Between 4000 K and 4200 K the
change amounts 1−2%. Over 7500 K the change may
amount −0.5%.

4. Observational inputs for the IRFM

In the following paragraphs the different observational in-
puts which enter the application of the IRFM will be com-
mented. First of all, we provide a description of the sample
of stars collected for this program.

4.1. The selection of the sample

The stars of the sample were extracted mainly from
three independent photometric surveys: Sandage & Kowal
(1986), Carney & Latham (1987) and Schuster & Nissen
(1988). These works are involved with the study of differ-
ent properties of halo field stars, and provide broad band
UBV and Strömgren photometry. The selected sample
of stars covers the entire range of effective temperature
and metallicity observed in the main sequence of globu-
lar clusters, and intermediate and old disk clusters (i.e.
late spectral types of luminosity class V and VI). The
stars of the sample range practically 0.3<(B − V )<1.7,
0.1<(b − y)<1.0, and 0.0< δ0.6(B − V ) <0.3, which
roughly implies −3.5< [Fe/H] <0.5. After the measure-
ment of IR photometry (Paper I), the stars with (V −

K)≥4.2 were discarded since the practical limit in tem-
peratures of the models is around this value (equivalent to
∼ 3500 K). A subsample containing dwarfs, and all the
subdwarfs from the Catalogue of Spectroscopic Abun-
dances (Cayrel de Strobel et al. 1992) with [Fe/H]< 0,
observable from the Teide Observatory (66◦ > δ > −28◦)
has also been included in order to revise the published re-
lations [Fe/H]= f((b− y), m1, c1, δ0.6(U −B), (B − V )...).
The revisions will provide good estimates of the metallic-
ity for the remainder of the stars of the programme (see
Sect. 4.5). A number of stars in the sample are in the input
catalogue of the Hipparcos mission. The sample also con-
tains a group of metal poor stars whose parallaxes have
been accurately determined (Sandage 1983; Laird et al.
1987; Van Altena et al. 1988).

The dwarfs and subdwarfs from Carney (1983a, b)
not common to Paper I were incorporated in order to
increase the sampling of the metallicity range for types
F0-K0. It is noteworthy the good quality of Carney’s
photometry, and also the close similarity of TCS and
CIT infrared systems. The dwarfs contained in the list
of calibration stars of the TCS (Kidger 1992) not mea-
sured for this programme have also been incorporated
into the sample. Some stars contained in the study of M
dwarfs by Legget (1992) with (V −K)≤4.0 were initially
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Table 10. Comparison between the temperatures derived in the present work (Col. 2) and those derived by Blackwell &
Lynas-Gray (1994) (Col. 3). The mean difference TIRFM − TBG89 is −31±58 K

∗ This spectroscopic binary star has been discarded in the computation of the mean difference.

included in the sample, but their cool temperatures
(3500−
4000 K) are well under limit of validity of the models due
to the problems associated to the computation of molecu-
lar opacities (Kurucz 1991). Finally, some bright popula-
tion I stars from Saxner & Hammarbäck (1985) and Bell
& Gustafsson (1989), and population II stars from Arribas
& Mart́ınez-Roger (1989), who provide temperatures ob-
tained by applying the IRFM, have been included in the
sample in order to make comparisons.

In summary, the final sample consists of nearly 500
stars. This number clearly surpasses that of the previous
works devoted to the study of the scale of temperatures of
low main sequence, especially those which analyse metal-
licity effects.

4.2. The IR monochromatic fluxes

The determination of monocromatic fluxes at a wave-
length of the IR continuum requires, from the observa-
tional side, the measurement of IR photometry for the
problem stars with respect to a standard whose abso-
lute flux be well determined. By using the results sum-
marised in Sects. 4.2.1 and 4.2.2, we have determined the
monochromatic fluxes in λJ , λH and λK for each star in
the present sample, which are listed in Table 4.

4.2.1. The IR photometry

The programme of broad band photometry in the near
IR is described in Paper I. There, the photometric sys-
tem of the TCS was characterized and the transformation
equations into/from different photometric systems were
established. The J , H and K magnitudes were measured
for 75% of the stars in the sample, with an accuracy in the
order of 0.02 mag. For the remainder of the stars, the pho-
tometry was obtained from the literature (Carney 1983a,
b; Legget 1992; Kidger 1992; Saxner & Hammarbäck 1985;
Bell & Gustaffson 1989), after checking that these works
had a similar level of accuracy.

The isolated effect of the photometric errors on the Teff

determination can be inferred from Sect. 3.3, taking into
account Eq. (4).

4.2.2. The absolute calibration of the IR flux

In Paper II, a semiempirical method was devised to de-
termine the absolute calibration of the flux of Vega in
the near IR (from J to L’). This absolute calibration
sets on the same scale the temperatures derived apply-
ing the IRFM with new Kurucz’s models and the mean
direct temperatures derived from angular diameters mea-
surements. When compared to the results of the only so-
far empirical calibration, summarised by Mountain et al.
(1985, M85), a clear trend with wavelength may be ap-
preciated (+0.2% in the band J , −1.5% in the band H
and −4.5 in the band K). This point suggests that the
IR fluxes for Vega by M85 are overestimated towards the
longest wavelengths. However, it is worth noticing the
good agreement (within 1%) with the semiempirical cali-
bration for Vega provided by Walker & Cohen (1992), the
theoretical one by Dreiling & Bell (1980) and the ‘self-
consistent’ calibration by Blackwell et al. (1991).

The errors in the absolute IR flux calibration have dif-
ferent effects on the temperatures derived by mean of the
IRFM, depending on the photometric band (Table 5). The
errors of the absolute IR flux calibration were estimated
3% in the band J , and 4% in the bands H and K. Over
4000 K the effect of these errors is practically a shift in
the zero point of the temperatures scale. Considering that
the above errors correlate in the three bands, the shift
in the zero point of the temperature scale would amount
1.2−1.7% over 4000 K. However if, as it is most likely,
the errors in the three bands are uncorrelated, the shift of
the zero point is around 0.4−0.9%. Although the indeter-
mination of the zero point of the scale is common to all
kind of methods used to derive temperatures, the method
adopted in Paper II to fix the absolute calibration of the
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Fig. 5. Top: extinction histogram (E(B − V )) obtained applying to the stars of the sample the method based on the intrinsic
colours (V −K):(J −K) (Carney 1983). Bottom: extinction histogram (E(b− y)) obtained applying to the stars of the sample
the method based on the intrinsic relations Strömgren photometry-β index (Schuster & Nissen 1989)

flux in the near IR was designed in order to minimise this
error.

4.3. The bolometric fluxes

For the spectral types studied in the present work, nearly
all the flux arriving at the edge of the earth atmosphere
passes through the atmospheric windows. Petford et al.
(1988) report an accuracy of the order of 2% when compar-

ing Fbol derived directly from calibrated spectra to FBol

obtained integrating UBV RI photometry. Therefore, the
bolometric flux might be obtained from broad band pho-
tometry for each star in the sample. However, photometric
calibrations of the type provided by Blackwell & Petford
(1991) represent a more practical, and as accurate ap-
proach. Unfortunately, this calibrations do not include the
effect of the metallicity, being only valid for Population I
stars. In order to overcome this dificulty, we provided in
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Fig. 6. a) Comparison between spectroscopic values of the metal abundance (Cayrel de Strobel et al. (1992) and Beers et
al. (1991)) and values derived using the calibration by Schuster & Nissen (1989) revised according to expressions (6) and (7).
Circles: calibration for F stars, squares: calibration for G stars, triangles: stars in the overlapping range of F and G calibrations.
b) Range of colour covered by the revised calibration by Schuster & Nissen (1989). c) Comparison between spectroscopic values
of the metal abundance (Cayrel de Strobel et al. 1992 and Beers et al. 1990) and values derived using the calibration by Carney
(1979) revised according to expressions (9) and (10). Squares: (B − V )>0.7, circles: (B − V )<0.7. d) Range of colour covered
by the revised calibration by Carney (1979)

Paper III calibrations of the bolometric flux as a func-
tion of K, (V −K) and [Fe/H] for main sequence stars of
spectral types F, G and K, which grant the overall level
of accuracy expected for the final temperatures derived in
this work. It should be noted that these calibrations are
ultimately based on the optical absolute flux calibrations
of Vega by Hayes & Latham (1975) and Tüg et al. (1977),
and the IR absolute flux of Paper II. The bolometric fluxes
assigned to the stars in the sample are listed in Table 4.

4.4. The reddening correction

Most of the stars in the sample should not be signifi-
cantly affected by the interstellar absorption, since are
distributed close in the solar neighbourhood. However,
in some cases reddening corrections need to be applied.
Therefore, E(B − V ) has been estimated for each star
in the sample. When these values have been consid-
ered significant, the colours have been corrected accord-
ing to the extinction law (Aλ = f(AV , λ)) compiled
by Landolt-Börnstein (1982c). Two independent methods
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Fig. 7. a) Differences between the metallicities adopted in this work and those derived by Ryan & Norris (1991) versus effective
temperature. b) The same that in a) versus metallicity. The differences show no apparent trends either with temperature or
metallicity

Fig. 8. a) Differences between the metallicities adopted in this work and those derived by Carney et al. (1994) versus effective
temperature. b) The same that in a) versus metallicity. No trend may be appreciated with temperature. However, our [Fe/H]
estimate is 0.5 dex higher for [Fe/H]<−2.5, and 0.3 dex lower for [Fe/H]>−0.5
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Fig. 9. Comparison between TJ and TK . The dotted lines mark the lower limit (Teff = 4000 K) where models begin to falter
due to the lacking of molecular opacity sources. It is worth notice the progressive departure of the points from the diagonal
towards the cooler stars

have been considered for determining E(B−V ). The first
one is based on the intrinsic relation (V − K):(J − K)
(Carney 1983a), considering E(V − K)=2.72 E(B − V )
(Savage & Mathis 1979). The histogram obtained with
all the values within the application range is presented in
Fig. 5. The second method is based on the β index and
Strömgren photometry. Schuster & Nissen (1989) have cal-
ibrated E(b−y) with an accuracy of 0.015 mag. The result
of applying this calibration to the stars of the sample is
showed in the histogram of Fig. 5.

Moreover a number of stars of the sample have extinc-
tion estimations determined by other authors (Laird et
al. 1987; Beers et al. 1990) based on reddening maps by
Burnstein & Heiles (1982). The correlation between the
different methods is acceptable for E(B − V )<0.1 mag,

over this value it worsens.

When Strömgren and β photometry was available the
method by Schuster & Nissen (1989) was preferred, con-
sidering E(B − V )=0 for E(b − y)<0.025, and E(B −

V )=1.37 E(b− y) otherwise (Crawford 1975). The values
taken from the literature, and those determined by means
of the intrinsic relation (V − K) : (J − K) were consid-
ered for the remainder of the stars. Table 4 contains the
reddening value assigned to each star in the sample. Note
that only a relatively reduced number of stars (about 15
percent) needed reddening correction.

The first line of Table 5 shows the change in tempera-
ture induced by E(B − V )=0.05 mag when applying the
IRFM. The effect is stronger for hot stars which emit most
of their flux in the visible/UV wavelength range.
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Fig. 10. The same that Fig. 9 for TH and TK . Notice the small dispersion around the diagonal line over 4000 K

4.5. Metallicity and surface gravity

The effective temperature determination by means of Eq.
(4) requires an estimation of the star metallicity and sur-
face gravity. These parameters, however, need not to be
very accurate as commented in Sect. 3.3. In particular,
it may be concluded that 0.5 dex and 0.3 dex uncertain-
ties in log(g) and [Fe/H], respectively, are sufficient to ob-
tain temperatures within an accuracy of 2% (see Table 6).
Therefore, regarding the surface gravity, it is enough to
consider an average surface gravity log(g)=4.5 for the sub-
dwarfs. However, taking into account the effect of Teff on
the stellar radius, we have preferred to assign log(g) = 5
for the cooler stars, and log(g)=4 for hotest population
I stars. These values are compatible with those provided
in the reviews by Popper (1980) and Andersen (1991) for
dettached binary systems formed by main sequence stars.
The gravities adopted for the stars of the sample are listed
in Col. 2 of Table 4.

Unfortunately, only a limited number of stars in the
sample had their metal abundance determined from fine
spectroscopic analysis included in the Catalogue of [Fe/H]
determinations by Cayrel de Strobel et al. (1992). There-
fore for the remainder of stars, photometric metallicity
calibrations based on δ0.6(U − B) index (Carney 1979),
and on Strömgren photometry (Schuster & Nissen 1989),
were adopted.

Instead of apply directly these calibrations, we have
checked their validity and accuracy. For this purpose,
252 dwarfs and subdwarfs from Cayrel de Strobel et al.
(1992) were considered. For each star we assign an aver-
aged abundance giving preference in the weights to recent
data based on solid state detectors. We also included, in
that group for checking the photometric calibrations, 45
dwarfs from Beers et al. (1990) common to our sample.
We have found slight differences between the photomet-
ric calibrations and the spectroscopic values which are
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Fig. 11. Differences TJ −Tmean (top), TH − Tmean (center) and TK −Tmean (bottom) versus effective temperature adopted. No
apparent trend may be appreciated

commented below.

(a) Strömgren photometry calibration.(Schuster & Nissen
1989): 238 stars with spectroscopic determination of the
abundance are within the ranges of the calibrations by
Schuster & Nissen (1989). The following corrections were
applied:

[Fe/H]
F
phot = 0.82[Fe/H]spec−0.08, σ = 0.18, dex n = 150,

(6)

[Fe/H]
G
phot = 0.93[Fe/H]spec−0.01, σ = 0.21, dex n = 105,

(7)
where the superindex refers to the calibration of type F
and G stars. The zero correction is practically negligible,
whereas the correction of the slope may imply differences
of 0.3−0.5 dex. If we consider both calibrations altogether,
the correction should be:

[Fe/H]phot = 0.85[Fe/H]spec−0.04, σ = 0.22, dex n = 238.
(8)

This result agrees with the conclusion by Schuster &
Nissen (1989) that their calibrations should perhaps re-
quire a slight correction to adjust the revised spectroscopic

values (they propose a multiplicative factor of correction
for their calibration of 1.15 which roughly coincides with
our correction).

(b) Broad band photometry: δ0.6(U − B) (Carney 1979):
259 stars with spectroscopic determinations are within
the range of the calibration of δ0.6(U − B) index by
Carney (1979). This calibration has been extended to the
limit permitted by the deblanketing vectors provided by
Sandage (1969). Correction differs according to colour.

[Fe/H]phot = 0.83[Fe/H]spec − 0.02, σ = 0.28 dex, (9)

n = 212, (0.35 < (B − V ) ≤ 0.7),

[Fe/H]phot = 1.03[Fe/H]spec + 0.10, σ = 0.25 dex, (10)

n = 48, (0.7 ≥ (B − V ) < 1.1),

Figure 6 shows the comparison, after corrections, be-
tween the spectroscopic and photometric values of the
abundance, and the ranges of colour and metallicity
covered. Notice the loss of sensitivity, with increasing
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Fig. 12. The same that Fig. 11 versus [Fe/H]

metallicity, in both calibrations.

In summary, the metallicity has been assigned in
a twofold way: Firstly, spectroscopic determined [Fe/H]
(Cayrel de Strobel et al. 1992), with a mean accuracy
within 0.15 dex, have been preferred. Secondly, the re-
vised calibrations by Schuster & Nissen (1989) (accuracy
within 0.2 dex) and Carney (1979) (accuracy within 0.3
dex) were applied to the stars lacking fine spectroscopic
analysis.

For the M stars extracted from the compilation by
Legget (1992), metallicity has been assigned according to
their kinematical classification (i.e. [Fe/H]=0 for young
disk stars, [Fe/H]=−1 for young disk to old disk transi-
tion stars, and [Fe/H]=−1.5 for old disk stars).

The assigned metallicities are listed in Col. 3 of
Table 4.

4.5.1. Comparison to other determinations

Our work share 92 and 186 stars in common with the
extensive surveys of Ryan & Norris (1991; R&N91) and

Carney et al. (1994; CLLA94) respectively. Both works
provide a good basis to check the scale of metallicity
adopted here.

In Fig. 7, we compare our [Fe/H] estimates to the
abundances derived by R&N91 based on a calibration of
the Ca II H and K line absorption. The mean difference
[Fe/H]This work−[Fe/H]R&N91 is 0.01 dex with σ = 0.37
dex. The scatter of the differences is compatible with the
internal errors of both works. No trend of the differences
may be appreciated either with temperature (Fig. 7a) or
with metallicity (Fig. 7b).

The comparison of the abundances adopted by us with
those derived by CLLA94, based on the cross correla-
tion of high resolution low S/N spectra with model tem-
plates, shows a fairly good agreement in the range from
[Fe/H]=−2.5 to [Fe/H]=−0.75. However, noteworthy dif-
ferences appear for [Fe/H]<−2.5 and [Fe/H]> −0.5. The
overall mean difference [Fe/H]This work−[Fe/H]CLLA94 is
0.01 dex with σ = 0.31 dex. No trend with temperature
may be appreciated in the differences (Fig. 8a), however
there exists a clear correlation with metallicity (Fig. 8b).
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Fig. 13. Differences between the temperatures derived in this work (TIRFM) and those derived by Peterson & Carney (1979;
Squares), and Carney (1983; Circles). TPCC are, in average, 100 K cooler than those derived in the present work. There exists a
slight trend with temperature. The differences have a slight slope amounting approximately 100 K between the extreme points
of the overlaping range

Fig. 14. Differences between the temperatures derived in this work (TIRFM) and those derived by Arribas & Mart́ınez-Roger
(1989). TAM89 are, in average, 150 K cooler than those derived in the present work. There exist clear trends with temperature
and metallicity. The differences may be explained taking into account the different models and absolute flux calibration of the
IR flux adopted in both work
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On the one hand, our [Fe/H] estimate for the most metal
defficient stars ([Fe/H]< −2.5) is 0.5 dex higher in average
than [Fe/H]CLLA94, which implies a difference of ±0.2% in
the temperature derived using the IRFM. On the other,
our [Fe/H] estimate for stars with [Fe/H]> −0.5 is 0.3 dex
lower in average, which implies a difference of ±0.4% in
temperatures derived using the IRFM.

5. The temperatures determination

According to the procedure described in previous sections,
we have derived three effective temperatures for each sam-
ple star by applying the IRFM in the IR wavelengths con-
sidered (Eq. 4). The individual values TJ , TH and TK ,
with their errors are listed in Table 4.

Figures 9 and 10 present the comparison between the
temperatures obtained in the three different bands tak-
ing TK as a reference. The individual errorbars allow to
appreciate that the dispersion is compatible with the es-
timated errors derived from the uncertainties in the input
parameters of the IRFM. As expected, the uncertainties
are greater for temperatures obtained from RJ factors,
due to the lesser sensitivity of the IRFM in this band,
and the greater photometric error in the measurement of
J . The consistency of TJ , TH and TK is good over 4000
K, however under this temperature there exist noteworthy
discrepancies due to the fact that RJ - and RH-factors lose
their sensitivity to temperature in this range.

The final temperature was derived as the mean of TJ ,
TH and TK weighted with the inverse of their errors:

TIRFM =

TJ

(∆TJ )
+ TH

(∆TH) +
TK

(∆TK)

[ 1
∆TJ

+ 1
∆TH

+ 1
∆TK

]
. (11)

In order to estimate the error of the mean temperature,
a linear transmission of the errors was considered, given
that the errors in each band are not totally independent:

∆TIRFM =
3

[ 1
∆TJ

+ 1
∆TH

+ 1
∆TK

]
, (12)

where the error in the temperature of each band is defined
by

(∆Ti)
2 = [

∆Ti

∆[q(λi)R(λi)]
]2(∆[q(λi)R(λi)])

2

+[
∆Ti

∆[Fe/H]
]2 (∆[Fe/H])2

+[
∆Ti

∆log(g)
]2 (∆log(g))2 (13)

.
Over 5000 K, the temperatures in the three bands en-

ter the average with similar weight. In that range, the
assignation of weights automatically takes into account
the unlike sensitivity of the IRFM in the different bands

and the individual quality of IR photometry. However, un-
der 5000 K only TH and TK has been considered in the
average, since RJ is a very insensitive indicator of temper-
ature for the cooler stars. Under 4000 K, only TK has been
considered. This is due to the fact that the coolest mod-
els show in the band H a local maximun of flux which is
not observed in IR spectra (Lançon & Rocca-Volmerange
1992). The mean error in the final temperatures is around
1−2%. Notice however, that the uncertainties in the tem-
peratures derived under 4000 K are greater than the er-
rors determined from Eq. (12) due to the dificulties of
models in this range caused by the absence of important
sources of opacity associated to some molecules. Likewise,
the IRFM is difficult to apply at temperatures over 8000
K (five stars of the sample have such high temperatures)
because as these stars emit a substantial proportion of en-
ergy at short wavelengths, the correction for insterstellar
extinction and the determination of the bolometric flux
are rather uncertain. For these reasons, the temperatures
outside the range 4000 K< Teff <8000 K have a lower level
of accuracy (perhaps a most adequated estimation is the
duplication of the size of the errorbars quoted in Table 4
for these temperatures).

We show in Figs. 11 and 12 the differences of TJ ,
TH and TK from the mean temperature adopted. Over
4000 K they follow approximately a normal distribution
both with effective temperature and metallicity.

6. Comparison with other determinations

In this section, we provide the comparison of our temper-
atures with those derived by other authors for common
stars of the sample. Furthermore a detailed analysis of the
scale of temperatures derived from the present work will
be done in a subsequent paper by considering the mean re-
lations Teff :[Fe/H] and photometric colours UBV RIJHK
and uvby-β.

The Sun and Procyon, the only dwarfs later than F5
whose diameters has been measured by optical methods,
are included in the sample. The agreement between their
IRFM temperatures and the direct ones is excellent. In
fact, the IRFM provides 6579 K for Procyon, close to the
direct temperature (6510 K) obtained considering its an-
gular diameter (Hanbury-Brown et al. 1974; Mozurkewich
et al. 1991) and its bolometric flux (Code et al. 1976).
Regarding the Sun, the value derived from the IRFM de-
termination is 5763 K. This good agreement is a conse-
quence of the procedure followed for scaling the effective
temperatures obtained from the IRFM, since the abso-
lute calibration in the near IR was established on the ba-
sis of empirical diameters measurements. In addition, it is
worthy to notice that the mean temperatures of solar ana-
logue stars (espectral types G0/2V, [Fe/H]∼ 0, (B−V )∼
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0.63) is close to the solar value (5743±100 K vs. 5780
K for the Sun), and the same for stars of types F3/5V,
[Fe/H]∼−0.05, (B − V )∼ 0.43 similar in their features to
Procyon (6578±150 K vs. 6510 K).

The works by Peterson & Carney (1979), and
Carney (1983a) (hereafter PCC), based on spectropho-
tometric analysis, contain respectively 43 and 64 stars
common to our sample whose range of temperatures and
metallicities is similar to that analysed in the present pro-
gramme. Figure 13 shows the difference TIRFM−TPCC ver-
sus temperature and metallicity. PCC temperatures are,
in average, 100 K cooler than those derived in the present
work. No significant trend of the differences with metallic-
ity may be appreciated. However there could exist a slight
slope along the axis of temperatures amounting approxi-
mately 100 K between the extreme points of the overlaping
range. This difference is compatible with the uncertainty
of the zero point. The different models considered might
also explain the observed discrepancies.

There are 18 stars common to the work by Saxner &
Hammarbäck (1985, SH85) devoted to F stars and based
on the application of the IRFM. The good agreement is
noteworthy as can be appreciated from Table 7. The dif-
ferences are compatible with the errors of both works,
and the average residuals only amount 5±63 K (TSH85

are cooler).

The work by Magain (1987) based on the IRFM
presents 11 stars in the metallicity range (−1, −3). The
mean difference TIRFM−TM87 is 112±56 K (Table 8) which
implies a shift of 1.9% in the zero point of the temperature
scale. This work adopts the IR absolute flux calibration
provided by SH85 which is very close to ours (+0.3% in J
and +1.8% in K), so the differences of the models consid-
ered in each work should account for the shift of the zero.

There are 28 stars common to the work by Arribas y
Mart́ınez-Roger (1989, AM89), based on the application
of the IRFM using the empirical absolute flux calibration
of the IR flux of Vega derived by Mountain et al. (1985),
and models by Kurucz (1979) and Gustaffson et al. (1975).
The systematic differences found both with temperature
and metallicity (Fig. 14) may be explained taking into ac-
count that the models used in the present work include
new oppacities, and also to the problems of the IR abso-
lute flux calibration derived by Mountain el al. (1985) as
described in Paper II.

Bell & Gustafsson (1989, BG89) present 13 dwarfs
common to the present sample. BG89 temperatures are
based on the IRFM corrected using IR synthetic colours.
Over 4500 K the differences listed in Table 9 are compati-
ble with a zero point shift of 56 K (TBB89 are hotter). For

the coolest stars, where models loses reliability, differences
are stronger. The discrepancies are explained taking into
account the differences in the bolometric fluxes considered
in both works (see Paper III).

Blackwell & Lynas-Gray (1994, BLG94) have recently
applied the IRFM using the new Kurucz’s models to a
sample of Population I stars. Although only 11 dwarfs are
common to the present sample and consequently possible
systematic differences are difficult to ascertain, that work
is a good source for comparison, given that the main dif-
ference respect to the present work is the IR absolute flux
calibration. BLG94 adopt the theoretical calibration of the
IR flux of Vega provided by Dreiling & Bell (1980), which
differ less than 1% in all the bands from that adopted here.
Table 10 shows the differences. In average, TBLG94 are
31 K hotter than ours (the spectroscopic binary HR 219
has been discarded in the mean), this shift in temper-
ature (∼ 0.6%) is compatible with the slight difference
in the bolometric fluxes (around 1.5%), as analysed in
Paper III.

7. Summary

The IRFM has been applied to a sample of approximately
500 main sequence stars later that F0, which cover the
metallicity range (0.5, −3.5). Near IR monochromatic
fluxes have been used in order to derive TJ , TH and TK

for each star. The uncertainties of the input parameters
needed to apply the IRFM and the induced errors on the
three temperatures derived have been computed. The con-
sistency of the temperatures derived in the three different
bands is fairly good over 4000 K. The final temperature
for each star in the sample has been derived considering
the mean of TJ , TH and TK weighted with the inverse of
their errors. From the analysis of the systematical errors
associated to the uncertainty of the absolute flux calibra-
tion in the near IR, the expected indetermination of the
zero point of the scale of temperatures should be around
1%. However the good agreement between the IRFM and
direct temperatures for the Sun and Procyon suggests a
lower uncertainty. The mean estimated precision for the fi-
nal temperatures, considering the effect of both systemati-
cal and accidental errors, is around 1.5%. The comparison
with other works shows slight discrepancies which may be
explained considering the differences induced by the im-
provements adopted in the application of the IRFM: The
new atmosphere models, the absolute IR flux calibration
and the determination of the bolometric fluxes.
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Table 4. The input parameters needed to the application of the IRFM for each star of the sample. Column 1: Identification,
the Giclas number has been preferred when available HD, BD, HR and GJ numbers were used otherwise. The stars are ordered
in right ascension. Column 2: Surface gravity. Column 3: Metallicity. Column 4: Bolometric flux in (erg cm−2 s−1). Column 5:
Interstellar redenning. Column 6: Monochromatic flux in the band J in (102 erg cm−2 s−1 nm−1). Column 7: q-factor in the
band J . Column 8: Temperature derived in the band J (units are K). Column 9: Error in TJ computed considering errors in
FBol, FJ , log(g) and [Fe/H]. Columns 10-13: The same that Cols. 6-9 for the band H. Columns 14-17: The same that Cols. 6-9
for the band K . Column 18: The weighted mean temperature derived from TJ , TH and TK . Temperatures in brackets have not
been considered in the mean as explained in Sect. 5. Column 19: Mean error computed considering linear transmission of errors
from Cols. 9, 13 and 17. Temperatures under 4000 K are given in parentheses without estimation of the total error because of
the uncertainties of the model fluxes in this range
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Table 4. continued
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Table 4. continued
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Table 4. continued
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Table 4. continued
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Table 4. continued
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Table 4. continued
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Table 4. continued


