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## ABSTRACT

Preliminary findings of the Differential Coursework Patterns (DCP) Project are reported. The Project uses assessment test scores and transcripts from sample, of graduating college seniors to determine what coursework patterns were related to gains in the general learned abilities of the students. Random samples of graduating seriors have been examined from: (1) a major private research university ( $n=105$ ); (2) a state university ( $n=54$ ); (3) a private college ( $n=146$ ) ; and (4) a women's liberal arts college ( $n=62$ ). Precollege Scholastic Aptitude test scores were an indication of the students' entering levels of learning. The Graduate Record Examination general tests were the post :ollege exit measure of general learning. Coursework patteins resulting from a cluster analysis developed for the project did not produce clear distinctions according to academic department or major, but it was concluded that: (1) development of general learned abilities did not have an exact one-to-one relationship with departmental categories; (2) development of general learned abilities was not confined to the lower level of courses; and (3) there was little formal monitoring or description of the curriculum in terms of general learned abilities at an institution-wide level. Standardized test scores and transcripts were useful in the assessment of learned abilities. The relationships between coursework patterns and tne general curriculum suggest that new ways are needed to conceptualize general education in college. Thirteen tables, three graphs, and 10 figures present study data. A 186-item list of references is provided. (SLD)

Determining The Effect of Different Coursework Patterns
U.S. DEPARTMENT OF EDUCATION Office of Educational Research and improvement EDUCATIONAL RESOURCES INFORMATION ENTER (ERIC)

- Iris document has been reproduced as received from the person or organization received from
originating it
- Minor changes nave ween mace to improve reproduction quality
- Points of view or opinions stated in this docs mont do not necessarily represent official OERI position of policy
"PERMISSION TO REPRODUCE THIS material has been granted by James L. Ratchiff
$\qquad$
to the educational resources information center (ERIC)."

Jamès L. Ratcliff<br>and Associates<br>Higher Education Section<br>Iowa State University<br>Ames, IA 50011

A paper presented at the Annual Meeting, American Educational Research Association, San Francisco, California, March 27, 1989

This research was conducted as part of Contract No. OERI-R-86-0016, U.S. Departwent of Education, Office of Educational Research and Improvement, Research Division. The perspectives and conclusions are those of the author and do not represent the views or policy of the U.S. Department of Education.

ON GENERAL STUDENT LEARNING
AT FOUR COLLEGES AND UNIVERSITIES

J.mes L. Ratcliff and Associaties<br>Higher Education Section<br>Iowa State University

This paper reports preliminary findings of the Differential Coursework Patterns (DCP) Project. These findings may have particular significance and interest to state policymakers, test and assessment organizations, and those at colleges and universities who are responsible for acadeaic policy as it pertains to undergraduate education.

The Differential Coursework Patterns Project is a direct result of the research recommendations of the Study Group on the Conditions of Excellence in Higher Education. Those recommendations appeared in the Group's report, Involvement in Learninq: Realizing the Potential of American Higher Education. The purpose of the DCP Project was to use assessment test scores and transcripts from samples of graduating college seniors to determine what coursework patterns were related to gains in the general learned abilities of the students.

He have now examined random samples of graduating seniors who began their undergraduate education at: 1) a major private research university, 2) a doctoral-granting state university, 3) a private comprehensive college, 4) a women's liberal arts college, 5) a public, non-traditional liberal arts college, 6) a comprehensive community college and subsequently transferred to a state university. This report excludes discussion of the public non-traditional col-
lege due to the lack of comparability of much of the data. It also excludes discussion of the community college data, since it comprises a sub-sample of one of the other institutions studied. It was not our purpose to compare student performance at these institutions. Rather, it was to develop a way to link what coursenork students took to what students learned during their undergraduate education.

What we have found so far, he feel, has profound implications. In this report is important information for state policymakers who may be considering implementation or revision of a state assessment program for higher education. He think this report can provide conservative guidance in what is and what is not a realistic expectation from a student assessment program within a statewide system of higher education.

The preliminary findings of the DCP Project also has some important suggestions for such organizarions as the Educational Testing Service, the College Board, the Graduate Record Examination Board, and the American College Testing Service. These organizations provide the major sources of standardized test information to colleges and universities. They are currently developing new instruments in response to the assessment movement in higher education. Our preliminary findings suggest some ways that these orgarizations can be more helpful through their existing instruments.

He have been examining student transcripts and assessments of general learning. In doing so, we have discovered some interesting and provocative relationships between effective coursework patterns and the overall undergraduate curriculum. These relationships suggest that new ways are needed for conceptualizing general education in college. He propose specific ways to approach reform of the undergraduate curriculum. He also propose specific means for selecting and monitoring the effect of the curriculum on the general learning of students.

After aking some bold assertions about what this working paper contains, we need to also urge some caution. In the past two years, we at the DCP Project have developed a model of analysis and have used it to look at one sample of student from each of the six institutional environments listed previously. Our analytic model morked in all circumstances. It did identify the specific coursework associated with gains in general learning among college students. Vet, ve need a second group of students from each of these institutional environments to confirm our findings. We are gathering that data now. What we present here are hypothesized relacionships. They are provocative. But, they need further research to bear them out. while we are examining a second sample of students from each of the six aforementioned environments, the preliminary findings reported here also have taken us beyond the original scope of our investigation. In short, we have discovered some aspects of student assessment and the college curriculum which aerit further exploration. We conclude this report, therefore, with recommendations for further research. In essence, ue conclude by challenging each of you -- state policymakers, testing service research analysts, college or university curricular leaders -- to join with us in a dialogue to enhance our ability to understanding wha in the formal curriculum contributes to the general learning of undergraduate students.

The notion of student assessment and some of its attendant problems

There is a simple notion upon which the assessment sovement is based:

Assessment of learning outcones is one solution to this lopsided notion of educational quality. Instead of documenting excellence by variables unrelated to learning, like research repuえation and size .... we can assess educational qual.'ty nore directly by examining what and how much students actually learn....

Using student outcomes assessment, institutions can refocus their priorities so that educational quality is based on what and how much students learn in school. (Halpern, 1987, pp. 5-6).

Give students a test at the end of their education. If they do well on the test, they must have received a quality college education. If they do not, the college wasn't such a good investment. A simple, clear idea of quality, right? Not exactly! The idea is one fraught with problems. Some of the probleas have been discussed by others, yet bear repeating. Others coae directly fros our DCP research. None of the problems are insurmountable, but all needed to be addressed prior to implementing an effective assessment program.

One problem is that students at a single college or university do not experience the same education! Incredible as this statement seems, leok at the transcript evidence from four of our six institutional environments:

Figure 1. Description of students and their transcripts.


| Number of <br> Students | 105 | 54 | 146 | 62 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Percent of <br> graduating seniors | $10 \%$ | $15 \%$ | $14 \%$ | $48 \%$ |
| College Calendar | Quarters | Quart.3rs | Semesters | Quarters |


| Total number |
| :--- | :---: | :---: | :---: | :---: |
| of courses |
| on transcripts |$\quad 5,54 i \quad 2.087 \quad 6.249 \quad 2.607$

Total number of Unduplicated courses.

| on transcripts | 1.445 | 815 | 1.136 | 990 |
| :--- | :--- | :--- | :--- | :--- |

Percent of

| Duplication | 73.92\% | $60.95 \%$ | $81.82 \%$ | $62.03 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- |


| Unduplicated courses <br> per 100 students | 1,376 | 1,509 | 778 | 1,597 |
| :--- | :--- | :--- | :--- | :--- |

Total number of
Unduplicated courses taken by 5 or more students 303

133
405
149
Percent of
Duplication by 5
or more students
20.97\%
16.32x
35.65
15.05\%

Unduplicated courses per 100 students 289

246 277 240

## Problems posed in examining curricular effects on underqraduates

Figure 1 shows the sample student transcripts se examined in the DCP Project. The average number of courses taken by these graduating seniors suggests that from 3,900 to 4,300 courses could be found on a set of 100 student transcripts! . Hhen courses which appear on wore than one transcript were counted only once (Unduplicated courses), the number of courser per 100 students ranged from 778 to 1,597! Five or more students in these samples had from 15.1 to 35.7 percent of their coursework in common. Students from the same college had very different formal educational experiences.

One purpose of student assessments of general learning is to determine how well the collega is doing in developing students' general learned abilities. So, if we test these students (as we did), the first assessment problem we need to recognize is that they did not share much of a common intellectual experience at the college or university they attended. That these students experienced so little of the curriculum in common may be viewed as desired or undesirable. The fact remains, it means little to make generalizations about the quality of education at the institution as a whole when students present such a wide diversity of educational experiences on their transcripts.

## Does diversity mean disarray?

Does this diversity of coursework mean disarray? Not necessarily. Let's use the quarter system as an example: It usually takes about 180 guarter credits to earn a B.A. degree. It is not uncommon to require 90 to 120 of these credits ( 33 to 50 percent) to neet the general education requirements of the college or university, leaving the balance of credits to be earned in the major, minor and
electives. Given the variety of aajors, ainors and electives at a college or university, a truly random sample of student transcripts should produce less than 50 percent of coursework in common. Thus, at least half of the formal curriculum of these graduating seniors should be diverse. Depending upon the range of choices available to students in meating their general education requirements, the percent of coursework held in common should be equal to or less than one-third of courserork on the transcripts.

The general education constitutes from one-half to one-third of the student's coursework. College's noraally concentrate general education coursework in the lower division of the curriculun. They often formally or informally encourage students to complete the majority of the general education requirements during the first two-years of college. The majority of coursework taken at a community college by those students intending to tranafer and earn a bachelors is general education and elective coursework. In as much as half of the students earning bachelors degrees are transfer students, and because so many colleges and universities confine their general education requirements to the first lower division courses, it would seen to make sense to assess general learning of undergraduates at the end of the sophomore year -- the so-called "rising junior" examination.

Assessments conducted at the end of the sophomore year, houever, are built upon the assumption that what a college intends to be the impact of its curriculum actually is the impact. If a college sets a sequence of mathenatics courses as a general education requirement, does this wean that student actually learn their advanced quantitative skills in these courses? What about the junior-level courses in Statistics, Accounting, Market Research, or Test and Measurement in Education? Don't these courses contribute as kell to the general learned quantitative abilities of students? In the DCP Project research, we found this to be
the case: there was specific upper division coursework associated with for certain types of general learned abilities. The difference between the general education coursenork required by the college and the coursework patterns associated with gains in general learned abilfties may be attributable to the difference between the intended and the actual effects of the formal curriculun on general student learning.

If a purpose of an assessment activity is examine what students learned as a result of their college experience, then all the curriculum -- not just the general education curriculum -- should be examined to determine its contribution. If we wanted to improve the writing ability of students graduating from a particular college, do we enhance the freshman composition courses? Do we require more coaposition courses for graduations Do we expect writing as a requirement for all courses in the curriculum? Because different students take different coursework, there is no simple way to anawer this question. The lower performance in writing way be a result of what the student selected rather than inherent weaknesses in courses with the intent of improving one's writing skills. One of the exciting results of the DCP Project research is that we can identify the coursework patterns of those students who did improve in specific general learned abilities. A major gap in the assessment movement has been the lack of a method for linking the coursework in which student enrolled with gains in specific types of general learned abilities.

Because there has not been a means for linking specific coursework with specific types of learning, there is no means for arriving at the conclusion that a required core of courses or a distributional menu of courses is superior In conveying general learning to college undergraduates. Diversity in the curriculum has not been shown conclusively to have either an affisaative or detrimental effect on students' cognitive development. This diversity in the under-
graduate curriculun does have implications for assessing student learning. To assess the effect of the formal curriculum on general student learning, we must first be prepared to identify what that curriculum was. And we can't just do that by taking about the institution as a whole or its general education requirements alone. Student experiences with the curriculum are siaply too diverse. Instead, our method of analysis must allow for a hatural level of diversity in the curriculum, in student interests and abilities, and in the resulting selection of coursework patterns. Such an allowance for diversity adds to the complexity of the task of linking coursemork patterns with gains in student learned abilities, but coping with such coaplexity and diversity is not insurmountable.

Testing how much students learned as undergraduates without looking at what they took in college is a bit like exanining the fuel efficiency of the college motor pool fleet without determining how many dump trucks and a how many subcompact cars arp in the fleet. To determine the effects of college on student learning, the unit of analysis has to be the coursework taken. not the college as a whole. Similarly, to assess student learning in college without acknowledging the student's prior learning in high school, elementary school and preschool is to measure the college's selectivity in admission, rather than the gains it contributed to the student's cognitive development.

## What constitutes a coursework pattern?

The prevalent way to view the college curriculum is by its intentions, rather than by its results. Given that measuring the effect of the curriculum is probleaatic, it is not surprising that many studies presume, rather than test the effect of different patterns of coursework.

The college curriculum is substantiative, additive and tamporal. In teras of cognitive theories of curriculus developaent, both content and process contribute to developmental learning in students (Tyler, 1950; Taba, 1962). Essentialist and constructionist theories of curriculur stress combinations of subjects (core curricula, great books, etc.) as influential on general learned abilities of college students (Fuhrmann and Grasha, 1983). The medieval university curriculun was organized according to combinations and sequences of coursps 28 well as individual subjects (Rudolph, 1977); the seven liberal arts were sequenced into the prerequisite subjects of the quadrivium (arithmetic, geometry, astronomy, music) and the higher order subjecta, the trivium (logic, gramar, and rhetoric). Together, the quadrivius and triviun provided an individual with the general learned abilities needed to study the three phiivsophies of Aristotle: natural philosophy (physics), moral philosophy (ethics), end mental philosophy (metaphysics). These combinations and sequences of coursework have been generalized to more recently into concepts of breadth and depth as criteria by which to describe higher education curricula (Blackburn et al., 1976).

While the notion that combinations of concurrent coussework and that developmental sequences of coursework lad to effects in the general learned abilities of students is derived from the medieval university, it is underscored and further supported by the research of contemporary developmental theorasts. perry (1968) for example, stated that development "consists of an orderly progression of cognition in which more complex forms are created by the differentiation and reintegration of earlier, simpler forms." (Perry, 1968, p. 44).

The value of curricular substance and sequence are presumed in formulations of core curricula, in the four levels of study (freshman, sophomore, junior and senior years), in the corresponding practice of assigning course numbers accord. ing to those divisions, and in the practice of assigning course prerequisites.

To assess the impact of these coursework patterns on the general learned abilities of students, the additive, substantiative and sequential characteristics of student course-taking need to be examined. These notions of what ought to be taught and what students ought to learn presumably represent the philosophical and educational aims of the particular college.

Nevertheless, a distinction should be made betwean those patterns of coursework intended to fulfilled undergraduate progran and degree requirements and those patterns of coursework which students actually choose (Boyer \& Ahlgren, 1981, 1982, 1987; Harren, 1986). Intentional patterns of courseyork are proulded in a variety of publications issued by tho institution: the college catalog, the annual schedule of times and days of courses, and program descriptions issued by departments and divisions within the college. Richardson st al. (1982) provide evidence that a minority of students may consult these statements of curricular intent prior to making decisions about which courses to choose. Other forms of intentional coursework patterns are the lists of courses or cubjects required for certification or licensure in a particular profession, occupation or technical field. Such lists of coursework way be compiled by practitioners and academics of a given discipline or profession to accredit college or university programs. Just as the curriculus of a particular college may represent the philosophy and educational ains of that institution, so too may the certification, licensure and accrediting standards arifculate the intentions of state, regional, disciplinary and programatic associations. All are intended patterns of coursework in the curriculum whose measure of effectiveness, in part, is the extent to which these patterns accomplish their aims in practice.

In a college curriculum, a single course is the swallest unit of analysis: In assessing the impact of the curriculum on the general cognitive development of students, the course constitutes a datum in the analysis. A pattern of data
is a design resulting fron "the relation anong a set of objects" (Romesburg, p. 278). In this case, the objects are courses. Therefore, a coursework pattern is a design resulting from relationships among courses. A cluster of courses is a set of one or more courses found to be similar to one another according to a given set of attributes. In the DCD research, courses whose students demonstrated coaparable GRE itea-type residuals were grouped together. Thus, for the DCP project, a cluster of courges was a set of courses associated by coman effects on the general learned abilities of the students enrolling in them. Stated another way, a cluster of coursen is 2 pattern based on the actual enrollment of students, rather than the intended enrollment pactery of the college or university. This distinction is iaportant in order to differentiate between the consequences of the college curiciculum and its intents.

## What are general learned ablities?

There is widespread disagreement on what constitutes "general learned abilities", and that disagreement is manifest in the variety of general education goals and degree requirements found in American higher education (Bergquist, Gould \& Greenberg, 1981; Carnegie Foundaticn for the Advancement of Teaching, 1979; Gaff, 1983; Levine, 1981). Within the term "general learned abilities", we mean to include such frequently used terms as "higher order intellectual processes" (Pascarella, 1985), "academic competencies" (Harren, 1978), "generic competencies" (Ewens, 1979), "generic cognitive capabilities" (Woditsch, 1977), and "general academic ability" (Conrad, Trisman \& Miller, 1977). Disagreement on terminology is but one aspect of the problems associated with measuring the general learning of students as undergraduates.

Current notions of how to assess college outcomes call for aultiple measures of student achievement. No one measure has been found to accurately re-
flect the variety of definitions of gener-l learning and cognitive development, the wixture of curricular goals and institutional characteristics found across the landscape of higher education and among the diversity of instructional procedures and curricular organizations of undergraduate higher education. The result has been a call for multiple measures of assessment of student learning. Policymakers and academic leaders tend to believe that since colleges and universities have broad missions and geals, assessments should be comparably broad enough to provide evaluation about as many institutional intents as possible (Loacker, Cromwell \& O"Brien, 1986; Nettles, 1987).

A cosmon stumbling block in the development of an assessment progran is that of what form of test or assessment information to use. It is acknowledged that there is no clear conception of what constitutes general learning, either in the college curriculum or in the various tests and assessment devices. If a college attempts to reach consensus among its constituents on either general education goals or on the "best" measure of general learned abilities, there surely uill be heated discussion and the quest way end in irresolution or, worse, abandonsent of the assessaent initiative. Rathering than searching for the ideal : easure of general learning in college, those charged bith assessment can better direct their enerqies toward the selection of a constellation of assessment means and measures which appear to be appropriate criteria for describing one or more dimension of the general learning goals of the college. As will be seen, the DCP Project research design provides a basis for deteraining the relative extent to which each in a set of meagures sxplains student learning within a specific college environment.

Given the confusion of terms, intents and theoretical framsworks given to explain "general learned abilities", we developed an analytic nodel for the DCP Project research design that is criterion-referenced. That is, the model is not
based on any one notion of uhat constitutes "general learned abilities". It is" not dependent on any one college's curricular strusture or its intended goals to promote student cognitive development. The DCP analytic model allows the use of aultiple and different measures of student outcomes. It provides a means for Weighing those various measures to determine the extent to which they reflect the coursework in which the students actually enrolled. The validity of the assessments (multiple measures) of student learning rests on the validity of the outcome measures selected, not on the DCP analytic model.

The DCP aodel fulfills the need for sultiple seasures and criterion-referenced measures of student learning. However, the design aescribed below is not dependent upon any given college curricular structure or organization and, in fact, was tested in six very different higher education institutions. It is in free of bias engendered by specific institutional goals or preconceived notions of the curriculun, such as breath or depth of the general education coursework (Cronbach, 1985, p. 212). Thus, "general learned abilities" -- the ters used to denote student cognitive developaent in the DCP Project -- is defined by the criteria selected to measure general student learning. Such criteria, by necessity, should encompass a variety of commonly recognized areas of knowledge, skill and ability developnent in undergraduate education.

## That constitutes student achievement?

While the expansiveness and diversity of the college curriculux has implications for determining what were the coliege effects on students, there are also a number of problems associated with measuring "general learned abilities." The first of these is establishing exactly what constitutes growth or gains in such abilities. Simply aeasuring how graduating seniors perform on a series of tests is not a sufficient basis for generalizations about the importance of col-
lege. The assessment of student outcomes is heavily effected by the students ${ }^{\text {. }}$ academic achieveaent prior to entering college (Astin, 1970a, 1970b; Bowen, 1977; Nickens, 1970). In fact, standardized tests used for college admission, such as the Scholastic Aptitude Test (SAT), have been shown to be strongly correlated with tests used for graduate and professional school adaissions, such as the General Tests of the Graduate Record Exasination (GRE). These correlations have been demonstrated for the total and sub-scores on the two tests, suggesting that a large proportion of what postcollege tests, such as the GRE, measures are attributable to student learning prior to college.

Nichols (1964) studied pre-college and post-college test scores of $381 \mathrm{Na}-$ tional Merit Scholars, using SAT-Verbal and SAT-Hath scores as student aptitude measures; these scores correlated strongly with the GRE-Verbal and GREQuantitative ( $\underline{I}^{2}=.74$ ), ville student/faculty ratio, library booke per student, average ability level of the student body, and affluence of the college were all unrelated to GRE scores. Nichols concluded that "the college a student atterds does, indeed, have an effect on his performance on an examination such as the GRE' (p. 9).

Rock, Centra and Linn (1970) and Rock, Baird and Linn (1972) examined SAT and GRE area test scores of 6,855 students who graduated from ninety-five colleges, predoainantly small, private liberal arts institutions. The correlation between college means on SAT-Verbal and GRE-Total was 0.91 . However, the colleges whose students had the same SAT means did not necessarily have similar GRE means. Rock, Baird and Linn found that "for colleges characterized by siailar and relatively higher verbal input, the humanities data do suggest that proportion of faculty with the doctorate, size of budget, and selectivity are related to achievenent" (p. 158).

That the standardized precollege and postcollege tests, such as the SAT and GRE, are stzongly correlated should not be surprising. Students typically bring 17. or more years of formal education with, them upon entrance to college, and since the college years traditionally constitute 4 or 5 years, a large proportion of general learned abilities of students should be attributable to their learning prior to college. So we should anticipate strong relationships betreen well-established measures of general learning, such as the SAT and GRE, because both measure comparable types of learning and a large proportion of that learning occurs prior to the students admission to college.

Unfortunately, we have found sone assessment programs have not taken into account student learning prior to college. With a high proportion of general learning occurring prior to college, and with no means to account for prior learning in such assesswent programs, colleges run the danger of confusing the achievement of the students with the selectivity of the adsissions process. If one college adaits higher ability students than a second, the assessment results at the first college will be higher than that at the second siaply by virtue of the relative number of "grey cells" students brought to the occasion, not necessarily the learning they acquired during their college years. While Astin (1985) has made this point repeatedily in advancing his concept of "talent development" among college students, it is also important in the use of assessment for program review at or between institutions. Higher education acadenic policy, and resources should be directed by accomplishaents, not by the extent to which particular institutions can attract students to enroll.

Ye have noted in professional meetings and in the literature a general antipathy toward efandarized tests as measures of general learned ability. The cests have been criticized for not measuring "critical thinking" and "higher order reasoning skills". Furthermore, test scores as reported have little diag-
nostic value; their very atructure and procedures are intended to be predictive rather than diagnostic. The SAT serves to predict how well a student will perform in college in math and verbal abilities. The GRE General Test offers a forecast of how well a gtudent will perform in graduate school in verbal, quantitative and analytic abilities (the three sub-scores of the test), based on their general learning through their years as undergraduates.

In the DCP Project, we used students' precollege SAT scores as indicators of their entering levels of general learning. He use the General Testa of the Graduate Record Examination (GRE) as the postcollege exit measures of general learning for the samples of graduating seniors.

## The Nornative Base of the Graduate Record Examination

The strong relationship between the SAT and the GRE is both an asset and a liability. The use of the SAT sub-scores as pre-college measures and the GRE item-types as a post-college measures does provide a basis for controlling the effects of student academic achievement using comparable definitions of general learned abilities and comparable testing procedures. However, the strong correlation between the two tests leaves only a small anount of explained variance between pre-coltege and post-college acores to attribute to general learning associated with a baccalaureate program.

The dileman posed by the use of the SAT and GRE as measures of genc=al learned abilities among students is exacerbated by the student population differences upon bhich the teats are normed. Adelman (1985) estimated that 25\%-30\% of graduating seniors take the GRE General examinations, uhile $60 \%$ of the graduating high school students take the ACTs or SATs. These rough percentages are understandable since fever individuals choose to continue their education from bachelors to graduate study than do those who choose to go to college from high
school. Nevertheless, a consequence is that the GRE examinations are normed on a higher ability population than the SATs (Pascarella, 1985). The individuals taking the GRE examinations constitute a self-selected sample, driven in part by the requirements of graduate schools, professional schools, departments offering graduate degrees, and organizations requiring such examinations as part of the formal application for fellowships and scholarships (Adelman, 1985). Thus, Graduate Record Examination can be accurately viewed as a measure of a students' predicted performance in graduate school as well as a measure of that students' general acadeaic accomplishments as an undergraduate. Examination of fivg institutional samples from the DCP Project revealed the students rere roughly comparable to the nors of graduating seniors at each college in terms of sar scores, and distribution of najor across the curriculua. Since the analyses were institutior specific and criterion-referenced, the role of the norms upon which the GRE were based did not immediately enter into the analysis.

## The Graduate Record Examination as a measure <br> of hiqher order reasoning or critical thinking ability

The GRE and SAT tests have been criticized for a) the bias resulting from groups upon which they were normed (Adelman, 1985; Nettles, Thoeny \& Gosman, 1986) and b) their limitation in measuring higher order reasoning skills. It is argued that a major function of undergraduate education is the development of higher order reasoning or critical thinking skills and that multiple choice, paper and pencil tests do not neasure these skills well Yet, these two concepts elude any concise definitions (Skinner, 19776).

One factor differentiating tests of critical thinking is that of problem structure (Sternberg, 1982; Yood, 1983). Problem structure is the extent to which a problem can be deacribed fully and can be answered rightly or wrongly. Complex social, political or economic problems do not have right or wrong an-
swers and often there very nature is debated. These are ill-defined problew sets. In contrast, probleas which can be solved by deductive logic (in the spirit oí Sherlock holmes or Miss Marple) possess a high degree of certainty and correctness: they are well-structured problems (Churchman, 1971).

Two popular measures of critical thinking are the Cornell Critical Thinking Test (CCTT) and the Hatson-Glaser Critical Thinking Appraisal (HGCTA). Each measures student's ability to solve structured problems (Ennis \& Millman, 1971; Hatson \& Glaser, 1964). Each has been shown to have strong correlations with the ACT, SAT and GRE examinations (Little, 1973; Bennett, 1975/1976). In a recent study, for example, King, Yood \& Mines (1988) found that the HGCTA correlated with the ACT at $\underline{I}^{2}=.59$ and the CCTT correlated with the ACT at $\underline{r}^{2}=.62$. If sixty percent of the variance in scores on a college-level critical thinking test is explained by a traditional, standardized øeasure of student achievement, what is the critical thinking test really aeasuring? The difference between what the standardized measures of general learning measure and what is measured in several of the tests of citical thinking may not be fundamentally different.

Students in the DCP Project samples showed significant improvement in Analytic Reasoning (ARE) and Logical Reasoning (LR) abilities. Ts what extent do these iten-types represent critical thinking or high order reasonirg skills? Further investigation is warranted to determine the nature of the knowledge and cognitive abilities required to answer these questions. To what extent do they, for example, suffice a college's question to measure the development of critical thinking abilities in its students?

The GRE and SAT tests have been criticized for a) the bias resulting from groups upon which they were normed (Adelman, 1985; Nettles, Thoeny \& Gosman, 1986) and b) their limitation in misasuring higher order reasoning skills. These
criticisme notuithstanding, the GRE and SAT tests do provide an econnaical, practicui. and yalid way of measuring selected general learned abilities while controlling for the incoging academic accomplishments of freshaen (and women) uncergraduates (Astin, 1968; dicindel, 1977). Critics of the GRE and SAT as measures of general learned abilities attack the validity of the weasures themselves. These criticisas primarily are basea on the use of sub-scores and total scores of the testis; the use of the itea-type scores on eitiner the GRE or SA'T as nultiple measures of general learning have not been widely explored (Adelman, 1988).

Research in the DCP Project suggests that the itsm-iypes of these tests san be used effectivily to describe spacific general learned abilities across a broad and representative spectrua ci graduating seniurs. Tisese seniors come from selective and open-admissions institutions of higher education. While high ability students who demonstrated significant inplovement in one or more general learned abilities did enroll in different coursework patteras from students of low entering ability, there was little evidence to suggess that the GRE test failed to differentiate between the pre- and post-college achievement of high ability students. There were not significant instances where the GRE item-type score predicted by the student's SAT score exceeded the actual perfect score for that item-type. In no case did a individual student's 9 predicted GRE scores exceed the 9 possible GRE item-type stores.

## Development of the DCP model of analysis

The GRE and SAY iests kere used in the development of the DCP Project as pre-college and post-college achievement measures. However, the analytic model developed is not dependent upon these sets of measures. The nodel could be employed using any set of correlated pre-tests and post-tests. What is needed for
the model to Runction effectively is multiple measures of student learning wherein pre-college student achievement is accounted for and controlled. For pragaatic and economic reasons, the cluster analytic nodel mas developed using SAT and GRE tests, respectively, as pre-test and post-test measures of the general learned abilities of baccalaureate candidates for graduation. The nodel was initially developed using the two sub-tests of the SAT and GRE: the SAT Verbal Test (SAT-V), the SAT Mathematical Test (SAT-If), the GRE Verbal (GRE-V), and the GRE Quantitative (GRE-Q). Subsequent development and testing of the model enployed the 9 item-type parts of the GRE as nultiple measures of student learning. Therefore, the cluster analytic model will be described in terms of 9 meazures of student general learned ability. There was prior research to suggest that the 9 item-type scores were independent vessures of general learning. Stlson (1985) examined the criterion-validity of the 9 item-type part scores of ths GRE General Test to the prediction of self-reported undergraduate grade point nverage. For his research, Hiison used the GRE scores $\operatorname{Ir} 9.375$ examinees in 9 different fields of study representing 437 undergraduate departments frow 149 colleges and universities. Dita were iirst standardized within each department, then pooled $f_{n}$ analysis by field of study. Results suggested that the GP': inse-type scores did differentiate undergraciuate GPA by field of study. This and other studies (Powers, Suinton \& Carlson, 1977; Swinton \& Powers, 1982; Wilson, 1974) indicate that the 9 item-type subparts of the GRE test measure different and somewhat unique general learned abilities.

The GRE General Test consists three sections: verbal, quantitative and analytical: within each test section are specific types of test itens (i.e. Verbal: analogy item: Quantitative: quantitative comparisons; Analytic: logical reasoning). There are 9 iten-types within the General Test; the residual differences between the observed GRE scores (post-college measure) and the GRE scores pre-
dicted by the students' :orresponding SAT scores (pre-college measure) were used to gauge general learned abilities attributable to the students' undergraduate education. For the purposes of development and testing of the cluster analytic model, the residual differences between the observed and predicted values of each GRE item-type served as the 9 measures of student gains in general learned abilities ciuring the time in which the student was enrolled in college. Hereafter, these 9 item-type residuals will be referred to as student score gains. Thus in an economical and practical way, these student score gains represent a set of multiple measures of general learned abilities which account for and control the effect of pre-college student achievement on post-college student outcomes.

The advantages of using residual scores rather than mean scores in the design of assessments of undergraduate learning is illustrated in the following comparison of the performance of seniors at two colleges in the DCP project:

Fig 2, Residuals us Means


## Discussion of nerits of score residuals over simple score neans in deteraining gains in general learned abilities

Comparison of the nean GRE item-type scores and the GRE residual scores (once the effect of the SAT is removed) illustrate the differences between controlling and not controlling for incoming student ability. Consider the following data fron the DCP research: College 1 has extremely selective adaissions. Both the verval and quantitative SAT scores are quite high at College 1. College 3, while maintaining selective admissions as well, has st.dents entering with considerably lower SAT quantitative scores. Figure 6 presents the means (lines) and residuals (bars) for each college's seniors.

If we examine simple mean score performance on the GRE (and therefore, do not take into account the precollege abilities of the students), we conclude that College 1 seniors evidenced greater skill in most all areas. Their skill in making Quantitative Cosparisons, Analytic Reasoning (ARE) and Reading Comprehension (RD) were particularly pronounced. One might falsely conclude from examination of simple mean scores that students in College 1 learn more than those frow College 3.

When we examine residual scores (after the effect of SAT scores are renoved), we find quite a different story. College 1 students showed significant iaprovesent in verbal abilities, particularly Analogies (ANA) and Reading Comprehension (RD). College 3 students showed significant gains in quantitative abilities, particuiarly in Data Interpretation skills (DI). Students at both colleges shoved significant improvenent in all aeasures of general learned ability, with the residual scores representing from 45 to 92 percent of their learning as neasured by the GRE iten-types. Residuals tell you nore about the performance of students, and they account for their learning prior to college.
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Figure 2a compares the mean score residuals for each college sample and each GRE ites-type. All colleges demonstrated improvesent in the general learning of their students. College 4 shoued particularly large gains in Verbal iten-types. College 3 exhibited gains in Quantitative abilities, particularly in Dats Interpretation. College 2 manifested marked performance improvement in Logical Reasoning. Each college demonstrated a different mix of score gains among the 9 criterion variables. The residual scores provide a basis for deteraining the extent to which each measure of general leaining explairs the achievements of a group of college students.

To reconfirn the findings of Hilson (1985), we compired the GRE item-type residuals and GRE sub-score residuals. If the iten-types measare discrete typed of learning, then a greater proportion of the sub-scores should be explained by the SAT than the itea-type scores. In short, the residuals for the GRE item-types should be greater that those for the URE sub-scores, indicating that less of the variance in item-type scores is explained by the SAT. As the comparison of three college samples in the DCP Project shows (see Figure 3), iten-types do evince greater residuals than do sub-scores.

Fig 2a. Comparison of residuals


Fig 3. Item-types us Sub-scores


Figure 3 shows that College 4 students showed greater gains from precollege to postcollege measures in verbal abilities. Improvement in student ability to answer Antonym (ANT) and Reading Comprehension (RD) questions were particularly pronouncad. College 3 students demonstrated large gains in quantitative skills.

Both College 3 and College 4 showed considerable improvement in Data Interpretation (DI), while College 2 students showed exceptional gains in Logical Reasoning (LR) skills. All four colleges evinced larger gains in specific abilities in individual GRE item-types than in the aggregate GRE sub-scores (GRE-V, GRE-Q \& GRE-A).

Two observations are important to note here. First, the item-types scores appeared to measure discrete forms of learninq. Secondly, while all colleges showed significant improvement in all areas, item-type residual gains did vary by colleqe. College environments vere associated with gains in the general learning of studenis. Different college envíronments were linked with different patterns of improvement. And the GRE item-types did differentiate this learning more effectively than did GRE sub-scores.

Given this confiraation of Wilson's findings regarding item-types, it would see warranted to investigation SAT item-types as well. Hilson asserted that they too were associated with specizic types of learning. If such were the case, a more effective set of multiple measures of precollege learning could be used. Unfortunately, these SAT item-type scores were not available to the DCP Project teaa.

Why should item-types have greater power in describing discrete sets of learning than aggregate sub-scores? This is partly the result of the way the tests were constructed. If the GRE included but one type of mathematics questions, it would be subject to the criticism that it was not a comprehensive measure of students' quantitative skills. So several discrete types of mathematics questions were included in the GRE, Using factor analysis, the creators of the test established the construct validity of each item-type. When item-type scores are aggregated to form a single Quantitative sub-score to predict academic performance, the discrete qualities of each item-type are submerged in the large

## Attributinq student score qains to courses

Reliability and correlation of GRE Item-types
Before renoving the effects of the students' SAT scores from their GRE itea-type scores, we first tested the reliability of the GRE item-types for each sample of college seniors. He wanted to deteraine if GRE itea-types were reliable neasures of student learning for each group of students. Hext, we examined the correlation between the GRE iter-types and the SAT sub-scores and total scores. He did this to make sure we vere using the most appropriare Sat score or sub-score as a control variable. Finally, we conducted a regression GRE item-types on SAT sub-scores to calculate student gain scores (residuals) for each GRE item-type. He wanted to see if Wilson's (1985) assertion the item-types measured discrete types of learning (and hence constituted multiple measures of learning) was affirmed in the sample data from the various sample groups. If such were the case, there should be greater unexplained variance (residuals) in the GRE item-types than in the GRE sub-scores.

Our first question was whether GRE iten-types evinced reliability within each sampln group. The results of the reliability analysis for each college sample is presented in Figure 4. The reliability of the individual item-types tended to increase with the number of items comprising the given item-type. While those item-types comprised of a small number of items (Data Interpretation and Logical Reasoning) presented low alpha coefficients, overall the GRE iten-types demōñotrated satisfactory levels of reliability, stability and accuracy of measurement.

Figure 4. The reliability of coefficients of GRE iten-types for 3 colleges.

| GRE Item-types | Code | Number of items | College 1 $n=107$ | ch's Alpha College 3 $n=62$ | $\begin{gathered} \text { College } \\ n=146 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Analogy | And | 18 | . 5674 | . 6126 | . 4414 |
| Sentence Coapletion | SC | 14 | . 6192 | . 5980 | .4414 .5317 |
| Reading Comprehension | RD | 22 | . 7617 | . 7013 | . 5826 |
| Antonyes | ANT | 22 | . 6769 | . 8257 | . 6054 |
| Quantitative Comparison | QC | 30 | . 7814 | . 6968 | . 7475 |
| Regular Mathematics | RM | 20 | . 6650 | . 4971 | . 7023 |
| Data interpretation | DI | 10 | . 5786 | . 1817 | . 3565 |
| Analytical Reasoning | ARE | 38 | . 8055 | . 8021 | . 7931 |
| Logical Reasoning | LR | 12 | . 5034 | . 6065 | . 3602 |
| GRE Verbal | GRE-V | 76 | . 8765 | . 8852 | . 7943 |
| GRE Quantitative | GRE-Q | 60 | . 8686 | . 7575 | . 8405 |
| GRE Analytic | GRE-A | 50 | . 8315 | . 8261 | . 8091 |



In the DCP Project cluster analytic nodel, the SAT sub-scores are used as measures of entering student ability. Prior to regresging GRE item-type scores on SAT scores, it is isportant to deteraine the extent to which GRE item-types and SAT sub-scores are correlated. Determining whether the GRE item-type, Analogies, for example, has a stronger correlation with SAT Verbal, SAT Math or the total SAT scores will help deteraine which SAT score should be used in the subsequent regression analysis.

As Figure 5, generally the strongest relationships were between the GRE Verbal iter-types and the SAT Verbal score. In the case of Cullege 1 , GRE Reading Comprehension was more strongly correlated with the SAT Total score than with the SAT Verbal sub-score. Highest correlations occurred between the GRE Quantitative Item-Types and the SAT Math score, and between the GRE Analytic iter-types and the SAT Total score. In the instances of Colleges \#3 and 4 , Data Interpretation was as strongly correlated with the SAT Total Score as with the

Math sub-score. And in the cases of College 3 . Analytic Reasoning was about as strongly correlated with the SAT Math sub-score as it was with the SAT Total Score.

The GRE item-type correlations were warkedly lower than the GRE sub-score correlations. This meant th there was greater unexplained variance on the GRE itea-types than on the GRE sub-scores. Stated another way, less of the student achievement geasured by the SAT was explained the GRE item-type scores than explained the GRE sub-scores. GRE Itea-type correlations were frequently 10 percent weaker than their corresponding GRE Sub-score correlation coefficients.

Regressing GRE Verbal Item-Types on SAT Verbal sub-scores, GRE Quantitative Iten-Types on SAT Math scores, and GRE Analytic Iten-types on SAT Total scores appeared appropriate. In general, the GRE Item-Types and the SAT scores showed significant positive correlation, suggesting that the SAT test as comparable measure of general learned abilities. GRE Item-type correlations were noticeably lower than their corresponding GRE sub-scores, suggesting that individual itea-types also measure discrete abilities apart fros those of the SAT sub-scores.

Figure 5. The correlation of GRE item-types and SAT scores in 3 colleges


| GRE Item-types | Code | $\begin{gathered} \text { SAT } \\ \text { Verbal } \end{gathered}$ | SAT <br> Math | $\begin{aligned} & \text { SAT } \\ & \text { Total } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Analogy | ANA | . 6956 | . 3820 | . 6482 |
| Sentence Completion | SC | . 6121 | . 4130 | . 6101 |
| Reading Comprehension | RD | . 6371 | . 4781 | . 6599 |
| Antonyms | ANT | . 7080 | . 2732 | . 6001 |
| Quantitative Comparison | QC | . 3139 | . 7117 | . 5712 |
| Regular Mathematics | RM | . 4137 | . 6553 | . 6067 |
| Data interpretation | DI | . 2887 | . 6321 | . 5137 |
| Analytical Reasoning | ARE | .452i | . 5961 | . 6012 |
| Logical Reasoning | LR | . 5134 | . 4622 | . 5715 |



College 4

| GRE Item-types | Code | SAT Verbal | SAT <br> Math | $\begin{aligned} & \text { SAT } \\ & \text { Total } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Analogy | ANA | . 7457 | . 2972 | . 6365 |
| Sentence Completion | SC | . 6244 | . 9700 | . 5542 |
| Reading Comprehension | RD | . 7359 | . 4511 | . 7061 |
| Antonyss | ANT | . 7399 | . 3388 | . 6551 |
| Quantitative Comparison | OC | . 3216 | . 6512 | . 5542 |
| Regular Mathematics | R ${ }^{\text {d }}$ | . 2470 | . 5649 | . 4603 |
| Data interpretation | DI | . 3081 | . 3038 | . 3598 |
| Analytical Reasoning | ARE | . 5032 | . 5852 |  |
| Logical Reasoning | LR | . 6324 | . 3214 | . 5769 |
| GRE Verbal | GRE-V | .8714 | . 4170 | . 7820 |
| GRE Quantitative | GRE-Q | . 3041 | . 3805 | . 3983 |


| GRE Analytic | GRE-A | . 6071 | . 5724 | . 6955 |
| :---: | :---: | :---: | :---: | :---: |
| Minisum GRE item-type |  | . 2470 | . 1759 | . 3445 |
| Maximum GRE itew-type |  | . 7457 | . 9700 | . 7061 |
| Mean GRE item-type |  | . 4865 | . 4887 | . 5615 |
| Minimum GRE sub-score |  | . 3041 | . 3805 | . 3983 |
| Maximun GRE sub-score |  | . 8714 | . 8141 | . 7820 |
| Mean GRE sub-score |  | . 5728 | . 5618 | . 6546 |

The internal validity of GRE item-types can be measured by comparing the inter-correlation coefficients of GRE itea-types. In the various DCP Project college sample groups, the inter-correlations between GRE Verbal itea-types were relatively stronger than those between other GRE item-type scores. Each GRE sub-score tended to have higher correlations with the GRE item-types constructing the sub-score than with GRE itea-types constructing other test sub-scores. The analysis "f correlations among GRE item-types shows that the item-types have strong internal validity.

Figure 6 presents the GRE raw score results for item-types and sub-scores for each of four colleges. College 1 students performed very well on the GRE examination. They answered an average 57 of 76 Verbal (GRE-V) questions correctly. They answered 49 of 60 Quantitative (GRE-Q) questions correctly, and 38 of 50 Analytic (GRE-A) questions correctly. This corresponds to thin following GRE converted scores: Verbal- 615, Quantitative - 701, Analytic - 688. One or more students attained a perfect score on each item-types except Antonyms (ANT); no student attained a perfect score on more than one item-type.

College 4 students performed weli on the GRE examination. They answered an average 47 of 76 Verbal (GRE-V) questions correctly. They answered 33 of 60 Quantitative (GRE-Q) questions correctly, and 27 of 50 Analytic (GRE-A)
questions correctly. This corresponds to the following GRE converted scores: Verbal- 522, Quantitative - 472, Analytic - 531. A few students attained perfect 3cores on the Analogies (ANA) and Artonyms (ANT) item-types; no students atiained perfect scores on more than one item-type. To determine the extent to which these students evinced gains over their precollege SAT scores, the GRE raw scores were regressed on the corresponding SAT scores.

Regressing GRE Verbal Itea-Types on SAT Verbal sub-scores, GRE Quantitative Item-Types on SAT Bath scores, and GRE Analytic Item-types on SAT Total scores appeared appropriate. GRE Item-type correlations vere consistently and noticeably lower than their corresponding GRE sub-scores in each college sample. This suggests that individual item-types also may measure discrete abilities apart from those of the SAT sub-scores and/or it may reflects their lower reliability stemaing from fewer iteas.

Figure 6. Distribution of GRE Item-Type mean scores among college samples.


GRE Item-types \begin{tabular}{ccccc}
Number <br>
of Iteas

$\underset{\text { College 1 }}{\text { Mean }} \quad$

College 3 <br>
Mean

$\quad$

College 4 <br>
Mean.
\end{tabular}

| Analogies | 18 | 13.11 | 8.45 | 11.47 |
| :---: | :---: | :---: | :---: | :---: |
| Sentence Completion | 14 | 11.67 | 10.21 | 9.81 |
| Reading Comprehension | 22 | 16.77 | 11.50 | 13.06 |
| Antonyms | 22 | 15.17 | 10.83 | 12.84 |
| Quantitative Comparison | 30 | 25.07 | 4.32 | 17.40 |
| Regular Mathematics | 20 | 16.33 | 11.13 | 10.84 |
| Data interpretation | 10 | 7.55 | 5.04 | 4.97 |
| Analytical Reasoning | 38 | 29.05 | 20.99 | 20.52 |
| Logical Reasoning | 12 | 8.71 | 6.01 | 6.56 |
| Minimum | 10 | 7.55 | 4.32 | 4. |
| Maximum | 38 | 29.05 | 20.99 | 7.52 |
| Mean | 21 | 15.94 | 9.83 | .1.94 |
| P Y . 0001 | 186 | 143.43 | 88.47 | 107.47 |

## Calculation of mean score gains for students

As Figure 6 demonstrates, the students in each of four colleges performed well on the GRE General Examination, answering the questions correctly in approximately 113 of the 186 GRE iteas. GRE raw scores were varied according to college and varied widely. Very different distinctions among scores appeared when the effect of the precollege learning (as measured by the SAT) was removed. When the theoretical scores (as predicted by corresponding SAT scores) were compared with the students' actual responses (Figure 7), different college groups had the greatest amount of unexplained variance (highest residuals) on different item-types. Likewise, different college groups had the lowest amount of unexplained variance on divergent item-types. Significant differences in unexplained variance existed among college samples.

The greatest amount of variance in item-type score gains (residuals), including the greatest standard error and standard deviation, was found in the Data Interpretation item-type in the College 3 sample. The lowest amount of variance in score gains was evident in Quantitative Comparisons in College 4. Variance fiss partially explained by the number of items included in each item-type, but unexplained variance still differed with the college sample. The highest unexplained variance for College 1 and College $\angle$ was in the Logical Reasoning item-type, which consists of 12 items. The inighest unexplained variance for College 3 was in Data Interpretation, which consists of 10 items, and the highest unexplained variance in College 4 was in Analogies, which consists of 18 items. The lowest unexplained variance was found in Quantitative Comparisons for Colleges 1 and 4; this item-type contains 30 items. The lowest unexplained variance for College 2 was Regular Mathematics, which contains 20 items, and the lowest unesplained variance in College 3 was in Analogies, encompassing 18 items. The improvement in general learned abilities of students
at each of the four colleges was explained to a different extent by each of the item-type residuals. Score gains varied by individual college and by item-type.

Figure 7. Regression of SAT scores on GRE iten-type scores

| Dependent Variables: | College 1 College $<$ College 3 College 4 |
| :---: | :---: |
| GRE Item-Types | Sample \#1 Sample \#1 Sample \#1 Sample \#1 |


|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| F Value | 61.724 | 111.195 | 38.340 | 64.258 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-V explained variance) | . 3747 | . 4572 | . 3899 | . 3085 |
| Adj. R-Squared | . 3686 | . 4531 | . 3797 | . 3037 |
| Residuala (unexplained variance) | . 6314 | . 5469 | . 6203 | . 6963 |
| Analoqies |  |  |  |  |
| F Value | 96.542 | 96.878 | 75.154 | 31.865 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-V explained variance) | . 4838 | . 4233 | . 5561 | . 1812 |
| Adj. R-Squared | . 4788 | . 4189 | . 5487 | . 1755 |
| Residuals (unexplained variance) | . 5212 | . 5811 | . 4513 | . 8245 |
| Reading Comprehension |  |  |  |  |
| F Value | 70.371 | 100.746 | 66.818 | 46.807 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R -Squared (SAT-V explained variance) | . 4059 | . 4329 | . 5269 | . 2453 |
| Adj. R-Squared | . 4001 | . 4286 | . 5190 | . 2401 |
| Residuala (unexplained variance) | . 5999 | . 5714 | . 4810 | . 7599 |
| Antonyms |  |  |  |  |
| $F$ Value | 103.530 | 98.440 | 72.599 | 88.236 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-V explained variance) | . 5013 | . 4272 | . 5475 | . 3799 |
| Adj. R-Squared | . 4964 | . 4228 | . 5400 | . 3756 |
| Residuals (unexplained varianca) | . 5036 | . 5772 | . 4600 | . 6244 |
| Quantitative Comparison |  |  |  |  |
| $F$ Value | 105.711 | 103.606 | 44.174 | 210.216 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-M explained variance) | . 5065 | . 4397 | . 4240 | . 5935 |
| Adj. R-Squared | . 5017 | . 4355 | . 4144 | . 5906 |
| Residuala (unexplained variance) | . 4983 | . 5645 | . 5856 | . 4094 |
| Reqular Math |  |  |  |  |
| F Value | 77.507 | 136.436 | 28.126 | 133.840 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-M explained variance) | . 4294 | . 5083 | . 3192 | . 4817 |
| Adj. R-Squared | . 4238 | . 5045 | . 3078 | . 4781 |
| Residuals (unexplained variance) | . 5762 | . 4955 | . 6922 | . 5219 |
| Data Interpretation |  |  |  |  |
| F Value | 68.545 | 52.473 | 6.100 | 35.875 |
| probability>F | . 0001 | . 0001 | . 0164 | . 0001 |
| R-Squared (SAT-M explained variance) | . 3996 | . 2844 | . 0923 | . 1994 |
| Adj. R-Squared | . 3937 | . 2790 | . 0772 | . 1939 |
| Residuals (unexplained variance) | . 6063 | . 7210 | . 9228 | . 8061 |


| Analytic Reasoning |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $F$ Value | 58.287 | 78.858 | 40.593 | 55.821 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-T explained variance) | . 3614 | . 3740 | . 4035 | . 2794 |
| Adj. R-Squared | . 3552 | . 3692 | . 3936 | . 2744 |
| Residuels (unoxplained variance) | . 6448 | . 6308 | . 6064 | . 7256 |
| Logical Reasoning |  |  |  |  |
| $F$ Value | 49.969 | 20.391 | 29.926 | 59.917 |
| probability>F | . 0001 | . 0001 | . 0001 | . 0001 |
| R-Squared (SAT-T explained variance) | . 3267 | . 1338 | . 3328 | . 3328 |
| Adj. R-Squared Residuals (unexplained uariance) | . 3201 | . 1272 | . 3217 | . 2938 |
| Residuals (unexplained variance) | . 6799 | . 8728 | . 6783 | . 7062 |

## Regression analysis of GRE item-type scores on SAT sub-scores

The SAT scores explained swaller portions of variance in GRE item-type scores than in the GRE sub-scores (Verbal, Quantitative and Analytical). The SAT Verbal explained from 30 to 37 percent of the variance in the Sentence Cospletion item-type anong the four college samples. The SAT Verbal explained from 18 to 55 percent of variation in the Analogies item-type, from 24 to 52 percent of the variation in Reading Comprehension and from 38 to 54 percent in Antonym items. The. SAT Math scores explained from 41 to 59 percent of variation in Quantitative Comparison item responses, from 31 to 50 percent of variation in Regular Math item-type scores, and from 8 to 39 percent of variation in Data Interpretation for the four samples. The regression of Data Interpretation scores on SAT Hathematics scores was the only procedure yielding a level of significance less than 0001 ( $p$ >.0164). The combined SAT Verbal and SAT Math scores (referred to as SAT Total) explained from 27 to 39 percent of variance in Analytic Reasoning and from 13 to 32 percent of variance in Logical Reasoning for the four samples. In all instances other than Data Interpretation, the regression model proved significant at the . 0001 level, suggesting effective control measures for the general learned abilities of students as they entered

College 1 students entered college with slightly higher mean SAT Math score (699) than SAT Verbal score (638). As they approached graduation, these College 1 students reaained normatively stronger in Quantitative abilities (mean GRE-Q = 701) chan in Verbal abilities (mean GRE-V $=615$ ). Yet, the regression analysis slıowed the College 1 students evinced large gains on specific GRE item-types that were not accounted for by the comparison of the means aggregates represented in the sub-scores of the two tests. Specific and significant gains were demonstrated in Analytic Reasoning a Logical Reasoning. These gains exceeded those found in the Sasple 1 groups of the other institutions of the study. Such findings warrant further investigation of College 1 students general learned analytic abilities.

College 4 students entered college with slightly higher mean SAT Verbal scores (543) than SAT Math scores (523). As they approached graduation, these College 4 students remained normatively stronger in Verbal abilities (mean GRE-V $=522$ ) than in Quantitative abilities (mean GRE-Q = 473). Yet, the regression analysis showed the College 4 students evinced large gains on specific GRE Quantitatifir sem-types that were not accounted for by the comparison of the means aggregates represented in the test sub-scores. Specific and significant gains were deaonstrated in Data Interpretation and Quantitative Comparisons. These gains exceeded those found in the college sample groups. Such findings - Yarrant further investigation of College 4 students general learned in abilities In Data Interpretation and Quantitative Comparisons.

Using the student score gains obtained from the regression analysis above, the wean score gain for each course enrolling 5 or more students was calculated for all the 9 GRE item-types for each of the four colleges. Such a procedure did not assume that the specific gains of the students enrolled in each course vere
directly caused by that course. Rather, the score gains of each student were attributed to all the courses in which they enrolled, and the mean score gain for each course served as a proxy measure of student , sins. Oncs courses are clustered by these gains, then hypotheses can be generated and tested as to why students who enrolled in a given pattern of courses experienced significant gains on one or more of the outcomes criteria (i.e., the item-type residuals). The procedures of the DCP Cluster Analytic Model, using these mean course score gains (residuals), is outlined in the following section.

## The DCP Project Cluster Analytic Model

## Cluster analytic model procedures

Described below are steps required in the cluster analytic model to assess the effects associated with the coursework patterns on the general learned abilities of college atudents. The research design uses as data sources transcripts and GRE and SAT test scores from a sample of students. The 9 itemtype categories of the General Tests of the Graduate Record Examination are used as measures of general learned abilities of college seniors. These seniors' Schoiastic Aptitude Test scores are used as variables to control for the acadeaic abilities of these students when they first entered college. The students transcripts are used as the record of the sequence of courses in which these seniors enrolled.

The first objective of the cluster analytic model is to deteraine the student gains in general learned abilities over the time of their baccalaureate progran. To do this, first the residual score of each item-type for each student is calculated; the residual score is the difference between the student's actual score and the score predicted by the student's corresponding Sat score. Thus,
for each student outcome measure there is a student score gain for each person in the sample group.

The second objective is to determine patterns of courseuork on the students transcripts which are associated with student score gains. This second objective is accomplished using cluster analysis, using their student score gains (GRE item-type residuals) as attributes of the courses in which they enrolled.

A raw data matrix consisting columns of courses and rous of score gains is created. The gear score gain for all the students in the sample yho enrolled in a aiven course is calculated and used and becomes the metric value for that course. The correlation coefficient is used as the resemblance coefficient used to transform the data watrix into a resemblance matrix, wherein the similarity of score gains for students enrolling in one course can be compared with those enrolled in another course. Once the reseablance matrix indicating the proportional relationship of courses is established, then a clustering method is selected and executed to arra ge a tree or dendrogram of courses related by the student score gains. Next, a discriminant analysis is performed on the resulting clusters of coursework to a) determine the extent to which the courses have been correctly classified according to the 9 mean student score gains, b) to determine which of the 9 mean score gains were correlated with particular discriminant functions, and $c$ ) to determine which coursework clusters exhibited high mean score gains relative to each discrisinant function. From the discriminant analysis, then, can be inferred an association between coursebork patterns (clusters) and general learned abilities (student score gains on 9 criterion variables). The cluster-analytic procedure groups courses frequently chosen by students according to the strength of their associated affect on the student score gains.

Described in greater detail below the steps followed in this cluster analytic procedure:

Step 1. Calculate a student score gain for each item-type (attribute) of each student GRE. This step removes the predictive effect of the student's SAT scores from the GRE itea-type, thereby controlling for the academic ability of the student upon entrance to college. For GRE Quantitative iten-types, the effect of the student's SAT Math score is partialled out. For the GRE Verbal item-types, the effects of the SAT Verbal score is partialled out. For the GRE Analytic item-type3, the effect of the conbined SAT Verbal and SAT Math scores are partialled out. In this way, the student's academic abilities prior to entering college is controlled when calculating student score gains.

Step 2. Calculate the mean score gain for each course enrolling 5 or more students from the sample group. Cross-listed coursea (courses with more than one possible course number) are standardized so that they have only one identifier. Courses with the same course identifier but with abstentiously different content (i.e.. "Husic 101: Voice" and "Music 101: Piano") are excluded from the analysis. Likewise catalog changes are accounted for. If Math 201 in 1982 was renumbered as Math 211 in 1985, Math 201 and Math 211 for those years are treated as the same course for the purposes of analysis.

The proportion of courses included in the analysis is related to a) the extensiveness of the course listings in the curriculum and b) the size of the student sample. The more extensive the curriculum, the less fre-
quently 5 or aore students from a sample groups will have enrolled in the same course. Likewise, the smaller the size of the student sample, the less frequently 5 or more students from a sample groups will have enrolled in the same course.

Step 3. Create a raw data matrix. The data matrix consists of columns representing of all the courses (objects) appearing on 5 or more student transcripts in the sample. The rows in the data eatrix consist of the student gain (GRE item-type residual) scores. The mean residual score associated with that course and that student outcome measure is entered into each cell. For example, the course (object) in the first column in the data matrix is ANTHROPOLOGY 101, and student outcome measure in the first row of the data matrix is DATA IHTERPRETATION. The studeat score gains are . 40, .45, .50, .55, and .60; the mean score gain, therefore, is . 50 and is entered as the metric variable in cell (1,1) of the matrix. Since the variables in each row are of the same magnitude, and therefore, have comparable effect on the resulting cluster analysis, the data matrix does not need to be standardized (Romesburg, 1984). The cluster analysis wili taxonomize courses in the curriculum according to whether students who showed positive gains on each itea-type were enrolled in the courses. This step prepares a raw data gatrix to be used in a general cluster analysis based on quantitative data.

Step 4. Select a resemblance coefficient. The resemblance coefficient (Romesburg. 1984) is also called the similarity index (Lorr, 1983). The purpose of the resemblance coefficient is to explain the similarity for dissimilarity) of each cell to each of the other cells in the data mat-
rix; it is expressed mathesatically. There are many resemblance coefficients; each will express the similarity between courses (objects) in a slightly differently way. Each coefficient is appropriate for achieving slightly different research goals.

The resemblance coefficient selected is Pearson's product-moment correlation coefficient. It is appropriate for use with ratio data. For each course (object), it ifil calculate its similarity to each other course according to the 9 item-type residuals (attributes) coded in the data matrix. The reseablance coefficient expresses the relationship of two courses proportionally.

Step 5. Calculate a resemblance matrix from the raw data matrix. The resemblance matrix is calculated by transforming the raw data matrix using the correlatior resemblance coefficient. In this cluster analytic model, the data matrix consists of quantitative data described by 9 attributes ranging in value from 1.00 to -1.00 . In the reseablance matrix, the columns represent the first course (object) in a pair, the rows represent the second course (object) in a pair. The resesblance coefficient (Pearson's r) is entered into each cell. The cell value represents the extent to which the attributes on the first course explain the variance in attributes on the second course. The resenblance coefficient serves a measure of similarity between one course and each other course in the calculation of clusters or coursework patterns.

Step 6. Select and execute the clustering method. A resemblance matrix is transformed into a tree of related courses (objects) by use of a clustering
method. A clustering method is a series of steps that removes values from the resemblance matrix, thereby reducing the size of the matrix. Each time a value is removed from the resemblance matrix it is placed in the cluster tree or dendrogran. In the last step, the resemblance matrix disappears completely and the tree is completed as the last vaius inserted.

Romesburg (1984, p. 139) recommends using the unweighted pair-group method using arithmetic averages, also known as the average linkage method, which is abbreviated as UPGMA. UPGMA is recommended over single linkage clustering method (SLINK) and complete linkage clustering method (CLINK) for two reasons. First, it can be used with any resemblance coefficient, while SLINK and CLINK are designed to be used with interval and ratio data in a quantitative data matrix. Second, it judges the similarity between pairs of clusters in a less extreme manner than do SLINK and CLINK. The average linkage method (UPGMA) is available on SPSSx, SAS and BMDP statistical packages.

Step 7. Determine the optimum number of coursework clusters. Cluster analysis is a procedure for taxonoaizing or classifying coursework data. The number of groups or patterns in which the data is classified according to the eriterion variables is an arbitrary one. Once relationships between courses have been determined, the researcher must decide on how many groups in which to put the data. Discriminant analysis provides a means to test the secondary validity of the coursework pattern groupings.

Ey computing successive cluster analyses for different numbers of clusters and then conducting discrisinant analyses on the resultant groupings, one can identify the number of clusters with has. the highest predictive value, given the criterion variables used. Using the DISCRIMINAMT program in SPSSx, for example, will identify how many members of each coursenork pattern or cluster were correctly classified, how many could be classified in other patterns, and what was the overall percentage of correct classification.

The number of clusters with the highest predictive value may not be the sole objective in examining the merits of different cluster solutions to the cluster analysis. Theoretically, a 4-cluster solution may have high predictive value for GRE item-types because the item-type residuals are forced into three discriminant functions which should approximate the GRE sub-scores. Likewise, a 13-cluster solution may prove to be a slightly less predictive, but the 9 GRE ites-זype residuals way be more clearly associated with discrete coursework patterns. Careful visual inspection of the cluster dendrogram often suggests appropriate cluster solutions to test using discriminant analysis.

Step 8. Deteraine which criterion variables contribute significantly to which discriminant functions. DISCRIMINANT in SPSSx, for example, calculates the pcoled within-groups correlations between the discriminating variables (in this case, the mean residual scores on the 9 item-types) and the canonical discriminate function. Large positive and negative correlations are identified. Next, the group means for each coursework
cluster can be exawined. In this manner, the patterns of coursework associated with one or more mean item-type residual scores can be identified.

Step 9. Repeat Steps 1 to 8 using a second cohort of students. Following Steps 1 through 8 will produced a set of hypothesized relationships between coursework patterns and student score gains on 9 criterion measures of general learned abilities. Hypothesized relationships cannot be tested or validated using the same data. Therefore, a second institutional sample is drawn. A second group of students are tested and a second set of transcripts and student score gains are evaluated. Repeated use of the model should refine and clarify members within each coursework pattern.

Through the above 9 steps, the cluster analytic oodel classifies the wost frequently enrolled courses according to their associated effect on student score gains. The Cluster Analytic Hodel classifies courses according to a ratıo index of similarity to other courses. Fhile the Cluster Analytic Model may examine only a faction of all the courses in a college curriculum, it does provide a means to differentiate the effect of required courses or courses in which most student enroil. For example, a sample of 105 College 1 transcripts yielded 303 individual courses enrolling 5 or more of the students from a list of 1,445 unduplicated courses. While these 303 courses represented about one-fifth of all courses on the transcripts, a majority of the courses were those listed in the College 1 catalog as meeting the general education requirements of the University.

## Creating the raw data matrix and the resemblance matrix

For each college sample, the wean score gains for each course were Calculated. In College 3. for example, 149 courses were found on 5 or more of the student transcripts. A raw data matrix was created consisting of 149 columns and 9 rows ( $149 \times 9$ ). The rows represent the criterion variables: the mean student score gains on the 9 GRE item-type scores, while the columns represent those courses enrolling 5 or more students. Thus, each cell value of the matrix is a mean GRE item-type score gain for those sample group students enrolling in a specific course. The procedure was employed for each college sasple.

A resemblance matrix was created next to describe how closely each course resembles the other courses according to the criterion variables: the student score gains. To calculate the resemblance matrix, the correlation coefficient was seiected as a similarity measure. The correlation coefficient is the pearson product-moment correlation coefficient. Thus, this coefficient assesses a pattern similarity of any two courses explained in terms of the 9 GRE item-type score gains.

For College 3, the resemblance matrix produced in this step consisted of 149 rows and 149 colunns ( $149 \times 149$ ), in which each cell value theoretically ranges from -1.00 to 1.00 . The calculation of the resemblance matrix was done using the SPSSx PROXIMITY program. The program provides 37 different proximity measures. Ten are for quantitative data and the remainder are for binary or qualitative data. This program can directly produce distance, dissimilarity, or similarity matrices as text files for a small to moderate numbe of cases and variables, which can be directly used for other SPSSx procedures or for other statistical programs. BMDP P1M can also be used to calculate the correlation resemblance matrix and save it as a text file.

## Selection of the clustering method

The method selected for this quantitative analysis was the average linkage aethod (UPGHA). A summary of the results of the cluster analysis of the College 3 sample are presented in Figure 7. Courses were classified into 13 coursework patterns according to a hierarchical cluster structure. In fact, the choice to present the data in 13 clusters is arbitrary. Any number of clusters can be ifentified depending on the hierarchical cluster structure produced; this structure remains constant regardless of the number of clusters used to form coursework patterns. A procedure for selecting the optimum number of clusters and for validating the resulting patterns will be described in greater detail in a subsequent section on the discriminant analysis of the coursework patterns.

Using a 13 cluster solution to the quantitative cluster analysis, the largest number of courses are found in Coursework Cluster ${ }^{1} 1$ with 44 courses. The smallest clusters are the 13 th cluster wịth 1 course and the 7 th, 10 th and 11 th clusters with 2 courses. Overall, the differentiation between clusters is attributable to the number of criterion variables used in the analysis and also to the choice of those variables. The cluster analysis and subsequent discriainant analysis suggested that student score gains on GRE item-types are strong, reliable and robust measures in differentiating student general learned abilities.

In the cluster analysis developed for each of the four college samples, a careful examination of courses within each cluster indicated that some courses from the same department tend to be combined together. Also, a set of courses coming from various related disciplines may form a homogeneous cluster on the basis of a set of given attributes or criteria. At this point in the analysis, it was difficult to describe which dimensions of student general learned ability each clusters represents. However, it seemed to be clear that one pattern of
course enrollment may contribute to student general learned ability in a way significantly different from the other coursework patterns and that those patterns varied from college to college. Supporting this is a more detailed examination of subset courses of each clusters. In many cases, those courses offered at the same level tend to be combined into pairs together. But, those pairs are agglomerated with other courses offered at the higher level again according to the hierarchical structure of clusters. This may suggest that student gains in general learned abilities may be obtained through a sequential enrollment pattern during the college years, not at a single stage of the sequence (such as the freshman year experience).

A sample hierarchical cluster structure is presented for College 3 in the dendrogran of Figure 7b. For concise visual presentation, the complex sub-structures of each of the clusters ware omitted from the dendrogram in Figure 7b. The dendrogram displays the clusters being combined and the distances between the clusters at each successive steps, suggesting that the 13-cluster solution examined is appropriate and interpretable. Cluster analyses using smaller and la. ger numbers of cluster groupings provided comparably high levels of correct classifleation, as determined by subsequent discrininant analyses. However, as the resemblance index increases (Euclidean distance between courseg), more Aistant coursex are joined is to larger and larger clusters. A 5-cluster solbtion, Enc example, provides a inigh degree of aggregation which may prove to have a high degree of predictive validity but a lor ivel of utility in differentiating coursework by item-type.
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Figure 7-c. Dendrogram of hierarchical cluster structure for College 3.


Figure 7-c. Dendrogram of hierarchical cluster structure for College 3.



Figure 7-c. Dendrogram of Hierarchical cluster structure for College 3.


Figure 8a. Courses within coursencrk clusters (13-cluster solution): College 3


ECON 190
ECON 49
ECON 51
ECON 52
ECON 73
ECON 81
ENG 62
GOVT 101
GOVT 86
GOVT 90
HISP 1
HISP 2
HMS 9
M\&CS 3
M\&CS 47
M\&CS 48
M\&CS 5
M\&CS 63
M\&CS 64
PE 102
PE 12A
PHIL 51
PHYS 61
PHYS 62
PSYC 164
SOSC 122
SOSC 61
SOSC 93
"*" following a course indicates a course misclassified according to the discriminant analysis of course clusters.

Figure 8b. Courses within coursework clusters (13-cluster solution): College 3


| Cluster 6 | Cluster 48$n=16$ |  | Cluster \#9 |  | Cluster 10 |  | Cluster 12 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=8$ |  |  |  | 17 |  | 2 |  | $=11$ |
| ARTH 19 | BIO | 37 | DNC | 35 | ENG | 101 ** | GOVT | 148 |
| BIO 153 | DRA | 25 | DNC | 48 | mus | 133 | M\&CS | 111 |
| ENG 85 | EDUC | 136 | DRA | 31 |  |  | MECS | 113 |
| ENG 88 | ENG | 115 | EMG | 10 |  |  | M\&CS | 114 |
| HIST 11 | ETHS | 130 | GOVT | 102 | Clus | (111 | M\&CS | 151 |
| HIST 148 | FREN | 2 | govt | 148 | $\mathrm{n}=$ | 2 | M\&CS | 199 |
| HIST 156 | FREN | 57 | GOVT | 85 |  |  | M\&CS | 4 |
| HMS 11 | HIST | 121 | HIST | 92 ** | ENG | 5 | M\&CS | 47 T |
|  | HMS | 16 A | HMS | 12A | HMS | 68 | M\&CS | 48 T |
|  | M\&CS | 62 | HMS | 12 B |  |  | M\&CS | 8 |
| Cluster ${ }^{\text {\% }}$ | mus | 27B | HMS | 26A |  |  | MUS | 28 B |
| $\mathrm{n}=2$ | PE | 12B** | mus | 2 ** |  |  |  |  |
|  | PHYS | 10 | PSYC | 49 |  |  |  |  |
| ARTS 91 | SOC | 116 | SOC | 103 |  |  | == $=$ = | ======= |
| HMS 102 | SOC | 94 | SOC | 142 |  |  | Clust | [ 13 |
|  | SOSC | 64 | SOC | 61 |  |  | n | 1 |
|  |  |  | SOC | 99 |  |  |  |  |
|  |  |  |  |  |  |  | GOVT | 17 |

"** following a course indicates a course misclassified according to the dis-

A careful examination of courses within each cluster seems to indicate that some courses coming from the same department may appear in the same cluster, such as the Economics courses (Econ) in Cluster ${ }^{*} 1$. Similarly, there are apparent sequences of courses, such as the Chemistry 101, 102, 103, 104 sequence in Cluster ${ }^{\text {\#1. }}$ Also, a set of courses coming from various related disciplines may form a homogeneous cluster on the basis of a set of given attributes or criteria. There appears to be a homogeneity of humanities and social science disciplines in Cluster $\$ 2$.

At this point in the analysis, it is difficult to describe which dimensions of student. general learned ability are represented in each cluster. However, it seas to be clear that one pattern of course enrollment may contribute to student general learned ability in a way significantly different from the other
coursework patterns. Supporting this is a more detailed examination of subset courses of each clusters. In many cases, those courses offered at the same level tend to be combined into pairs together. But, those pairs are agglomerated ujith other courses offered at the higher level again according to the hierarchical structure of clusters. This may suggest that student gains in general learned abilities may be obtained through a sequential enrollaent pattern during the college years, not at a single stage of the sequence (such as the freshman year experience). These observations were repeatedly conveyed in the analysis of each of the four college samples.

## Discriminant analyais of coursework patterns

In examining the dendrogram of coursework, a logical question arises as to which number of clusters or pattern groupings provides the besi explanation of the relationship between student iten-type gain scores and coursework patterns. Suparate discriminant analyses of different numbers of cluster groupings were perforsed for each college sample in order to deteraine the number of groupings that optisizes the proportion of courses correctly classified. Four different cluster solutions provided comparably high levels of correct classification (See Figure 9):

Figure 9. Percent of correct classification by college and cluster solution.


Percent of courses correctly classified according to Discriminant. Analysis of Cluster solution

| Cluster solution | College 1 | College 2 | College 3 | College 4 |
| ---: | :---: | :---: | :---: | :---: | ---: |
| 5 cluster solution : |  | $89.92 \%$ | $89.93 \%$ | $87.65 \%$ |
| 8 cluster solution : | $82.48 \%$ | $90.07 \%$ | $92.99 \%$ | $87.41 \%$ |
| 13 cluster solution : | $85.48 \%$ | $89.36 \%$ | $94.63 \%$ | $85.43 \%$ |
| 25 cluster solution : | $83.83 \%$ | $86.17 \%$ | $90.45 \%$ | $83.70 \%$ |

[^0]While these cluster solutions produced comparable classification results, the different grouping evidenced differing effectiveness in identifying relationships between mean item-type residuals (gain scores) and coursework patterns. The 13-cluster solution provad to provide the greatest extent of information about such relationships and was therefore used in this report.

The discriminant analysis was conducted using the DISCRIMINANT progras in SPSSx in the following wanner. Using the course item-type attributes as independent variables and the cluster group embership as the dependent variables, discriainant functions were applied to the data. The discriminant functions and the courses item-type nean residual scores were used to see how correctly the discriminant function identifies each cluster group. The resulting percentage of correct predictions serves as a secondary validation of the cluster solution (Bradfield and Orloct, 1975; Green and Vascotto, 1978; Romesburg, 1984). As Figure 9 denonstrates, the DCP Cluster Analytic Model consistently grouped courses correctly according to the 9 criterion variables. Figure 10 provides an example of the classification breakdoun for College 3 as an example.

Figure 10. Discrisinant analysis of the 13-cluster solution for College 3.

Actual Ho. of Predicted Group Heabership
Cluster Cases Gr 1 Gr 2 Gr 3 Gr 4 Gr 5 Gr 6 Gr 7 Gr 8 Gr 9 Gr 10 Gr 11 Gr 12 Gr 13
$\begin{array}{ccccccccccccccc}\text { Group 1 } & 44 & 43 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ & & 97.7 \% & .08 & .0 \% & .0 \% & .08 & .08 & .08 & .08 & 2.38 & .08 & .0 \% & .08 & .08\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 2 & 11 & 0 & 10 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ & & .0 \% & 90.9 \% & .0 \% & 9.1 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \%\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 3 & 9 & 0 & 0 & 9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ & & .0 \% & .08 & 100.02 & .08 & .08 & .08 & .08 & .0 \% & .08 & .08 & .08 & .0 \% & .08\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 4 & 15 & 0 & 2 & 0 & 13 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ & & .0 \% & 13.3 \% & .0 \% & 86.7 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \%\end{array}$
$\begin{array}{cccccccccccccccc}\text { Grotp } 5 & 11 & 0 & 0 & 0 & 0 & 11 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ & & .08 & .08 & .0 \% & .0 \% & 100.0 \% & .08 & .0 \% & .0 \% & .0 \% & .08 & .08 & .0 \% & .08\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 6 & 8 & 0 & 0 & 0 & 0 & 0 & 8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ & & .0 \% & .0 \% & .0 \% & .08 & .0 \% & 100.0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \%\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 7 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\ & & .08 & .0 \% & .0 \% & .0 \% & .08 & .0 \% & 100.0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .08\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 8 & 10 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 15 & 0 & 0 & 0 & 0 & 0 \\ & & .0 \% & .0 \% & .0 \% & .08 & 6.3 \% & .08 & .0 \% & 93.8 \% & .08 & .08 & 08 & 08 & 08\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 9 & 17 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 15 & 0 & 0 & 0 & 0 \\ & & 5.9 \% & .0 \% & .05 & .0 \% & .0 \% & .0 \% & .0 \% & 5.9 \% & 88.28 & .0 \% & .08 & .08 & .0 \%\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 10 & 2 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ & & .08 & .0 \% & .0 \% & .0 \% & 50.0 \% & .0 \% & .0 \% & .0 \% & .0 \% & 50.0 \% & .08 & .0 \% & .0 \%\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 11 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 \\ & & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .08 & .0 \% & .0 \% & .08 & 100.0 \% & .0 \% & .0 \%\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 1211 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 11 & 0 \\ & & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & 100.0 \% & .0 \%\end{array}$
$\begin{array}{ccccccccccccccc}\text { Group } 13 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ & & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & .0 \% & 100.0 \%\end{array}$

Percent of 'Grouped' Clusters correctly classified:


#### Abstract

Correlations of item-types and discriminant functions The discriminant analysis of College 3 Sample all provided secondary validation that 94.638 of the classification of courses was correctly predicted by the cluster analysis (Figure 10). The discriminant analysis is a secondary validation, since it is based on the same sample of transcripts and test scores; primary validation of the ciuster analysis may be achieved through the replication of coursework patterns in the College 3 Sample $\# 2$ to be analyzed in the fall of 1989.

Stated simply, over 9 of 10 courses more frequently taken by College 3 Sample $\# 1$ students were correctly classified according to their mean residual GRE scores. Mhile the cluster analysis produces coursework patterns according to eriteria of general student learning, additional steps are needed (1) to determine which courses were correctly classified and (2) to ascertain which itemtype scores contributed to any given coursework pattern.

Using the BREAKDONN procedure in the DISCRIMINANT program of SPSS-X (Norusis, 1985), courses which were incorrectly classified or which may be classified within another coursework pattern are identified. When a set of data is taxonomized by multiple criteria, it is reasonable to expect that the first groupings are generally the most homogeneous and the later groupings are the most heterogeneous. Consequently, for Coilege 3, the highest proportions of misclassifications occurred in Cluster *10, while all other Clusters had relatively few misclassifications (See Figuris 8a-8b, 9).

To compute the contribution of each mean item-type resijual score to the discriminant functions, the correlation coefficients between mean residual scores and discriminant functions were examined.


## Correlations of coursework clusters and discriminant functions

Examination of the relationship between GRE item-type residuals and discriminant functions revealed the following pooled within-group correlations over -1+ . 50 :

Function 1 was positively correlated to Quantitative Comparisons ( $\underline{x}=.61$ ):
Function 2 was positively correlated to Analytic Reasoning ( $\underline{\underline{I}=.77 \text { ); } ; ~}$

Function 4 evinced no strong correlations:
Function 5 was positively correlated to Data Interpretation ( $\underline{x}=.52$ ), but was negatively correlated to Sentence Completion ( $\underline{\underline{E}}=-.64$ );
Function 6 evinced no strong correlations:
Function 7 was positively correlated to Analogies (r=.52):
Function 8 was positively correlated to Regular Mathematics ( $\underline{\underline{r}=.72 \text { ); } ; ~}$
Function 9 was positively correlated to Quantitative Comparisons ( $\boldsymbol{r}^{=}, 54$ ), was positively correlated to Reading Comprehension ( $\underline{I}=.63$ ), and was positively correlated to Logical Reasoning ( $x=.75$ ).

Once the relationships between discriminant functions and mean item-type residuals have been established, then the relationships betueen the discriminant functions and the coursework clusters can also be deterained.

By examining the average score of each cluster group for each- discriminant function, the extent to which each discriminant function contributes to that group may be calculated. The averaga residual score for a coursework cluster group is called the group centroid. Group centroids for each coursework cluster in the College 3 are presented in Figure 11 as an example.

Figure 11. Canonical discrisinant İunctions evaluated at group aeans: College 3.

| Cluster | Func 1 | Func 2 | Func 3 | Func 4 | Func 5 | Func 6 | Func 7 | Func 8 | Func 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cluster $\$ 1$ | -1.8550 | 1.1405 | . 8196 | . 4000 | O . 4852 | -. 1604 | - -.4737 | -. 1180 | . 0984 |
| Cluster $\$ 2$ | 1.9477 | $-.2831$ | -1.0923 | -1.0480 | -. 0623 | . 7887 | -. 4906 | . 0360 | -. 0335 |
| Cluster 83 | 1.7908 | . 0112 | . 6087 | -. 8789 | --. 0236 | -. 6195 | -1.2068 | -. 0313 | . 3472 |
| Clister ${ }^{4}$ | 1.0542 | -2.0374 | -1.7323 | $-.3420$ | - $\quad .8559$ | 1.0323 | 1.3298 | . 5855 | . 1410 |
| Cluster 85 | -1.4100 | . 3401 | -1.1924 | . 8094 | -. 5168 | -. 5452 | . 5356 | . 3206 | -. 4135 |
| Cluster 86 | -. 3076 | . 4274 | $-1.5957$ | -1.4521 | . 4679 | . 7115 | . 3007 | 2.1162 | -. 0851 |
| Cluster 87 | . 0222 | . 7631 | -2.4056 | . 3669 | -1.6100 | . 5107 | -. 7840 | -. 1865 | 1.2316 |
| Cluster $\$ 8$ | 2.3077 | $-2.3788$ | . 1281 | . 7917 | -1.1630 | . 8293 | . 0686 | . 4798 | -. 2749 |
| Cluster $\ddagger 9$ | -. 0228 | -. 8669 | 1.8940 | . 4101 | -. 0506 | -. 6678 | . 3541 | -. 1248 | -. 1877 |
| Cluster 110 | . 3681 | $-.8543$ | -1.2248 | 2.3499 | 2.2352 | -2.2273 | -. 9445 | $-1.0648$ | 2.7481 |
| Cluster 111 | -. 5361 | 1.2296 | 1.2283 | -2.5238 | 1.7931 | . 1739 | $-1.1577$ | . 3300 | 1.8070 |
| Cluster 112 | . 9251 | 2.5221 | -. 6097 | $-.8765$ | . 5369 | -. 8357 | . 6265 | -. 5458 | $-.59688^{\circ}$ |
| Cluster 113 | -. 5869 | -. 9901 | $-.3927$ | -. 7007 | 1.3323 | $-.8756$ | . 6203 | . 5365 | -1.3882 |
| Miniaua | -1.8550 - | -2.3788 | -2.4056 | -2.5238 | -1.6100-2 | -2.2273 | -1.2068 | -1.0548 | -1.3882 |
| Maxiaus | 2.3077 | 2.5221 | 1.8940 | 2.3499 | 2.2352 | 1.0323 | 1.3298 | 2.1162 | 2.7481 |
| Average | . 2999 | -. 0751 | -. 4282 | -. 2072 | . 1976 | -. 1436 | -. 0940 | . 1795 | . 2610 |



## Interpreting the coursework clusters for the 13-cluster solution

Figure 11 shows the coursework cluster means (group centroids) for each discriminant function for College 3. Clusters with positive or negative means greater than 1.0 were selected for further analysis.

Coursework Cluster $\$ 1$ had a positive group mean on Functior 2 and a high negative group mean on Eunction 1. Function 1 was positivel.y correlated to Quantitative Comparisons ( $\underline{I}=.61$ ), and Function 2 was positively correlated to Analytic Reasoning ( $\underline{r}=.77$ ).Students enrolling in the coursework of Cluster ${ }^{*} 1$
showed improvement in Quantitative Comparisons and decline in Analytic Reasoning abilities.

In contrast, Cluster 2 had a high positive group mean on Function 1. This Cluster also ovinced hagh negative group means on Function 3 and Function 4. Function 3 was positively correlated to Antonym ( $\underline{y}=.64$ ), while Functior, 4 exhibited no strong correlations. Students enrolling in Cluster ${ }^{2} 2$ coursework showed improvement in their Quantitative Comparisons abilities, but dipped in their ability to answer Antony:ns questions correctly.

Cluster \$3 had a high positive group mean on Function 1 and a high negative group mean on Function 7. Function 1 was positively correlated to Quantitative Comparisons ( $\underline{=}=.61$ ). Function 7 was positively correlated to Analogies ( $\underline{I}=.52$ ). Students enrolled in this coursework cluster showed improvement in Quantitative Comparisons but declined in Analogies.

Cluster had a high positive group means on Functions 1, 6, and 7. Cluscer \#4 also evidenced high negative group means on Functions 2 and 3. Function 1 was positively correlated to Quantitative Comparisons ( $\underline{x}=.61$ ). Function 2 was positively correlated to Analytic Reasoning ( $\underline{=}=.77$ ), while Functicn 3 was positively correlated to Antonyms ( $\underline{r}=.64$ ). Function 6 evinced no strong correlations. Function 7 was positiosly correlated to Analogies ( $\underline{I}=.52$ ). Therefore, students enrolling in this coursework bettered thair performance in Quantitative Comparisons and Analogies, but flagged in Antonyms and Analytic Reasoning.

Cluster 5 had a high negative group mean on Functions 1 and 3. Accordingly, students who enrolled in the courseuork pattern represented in Cluster $\$ 5$ displayed declines in their ability to make Quantitative Comparisons and to deCipher Analogies.

Cluater had a high positive group mean on Function 8 and high negative group means on Function 3 ana 4. Function 3 was positively correlated to

Antonyms ( $\underline{I}=.64$ ), while Function 4 exhibited no strong correlations. Function 8 was positively correlated to Reg.lar Mathematics ( $[=.72$ ). Students enrolled in Cluster $\%$ coursework showed gains in Regular Mathematics but evinced decline in their ability to identify Antonyms.

Cluster 77 had a high positive group mean on Function 9 and high negative group means on Functions 3 and 5. Function 3 was posi§ively correlated to Antonyms ( $x=.64$ ). Function 5 was positively correlated to Data Interpretation ( $\underline{I}=.52$ ), but was negatively correlated to Sentence Completion fr=-.64). Function 9 was positively correlated to Quantitative Comparisons ( $\underline{I}=.54$ ), Reading Comprehension ( $\underline{I}=.63$ ), and Logical Reasoning ( $\underline{I}=.75$ ). Consequently, students registered in Cluster $\$ 7$ coursework demonstrated gains in Reading Comprehension, Sentence Completion, Quantitative Comparisons and Logical Reasoning. They also showed declines in abilities in Antonyms and Data Interpretation. It should be noted that Cluster 7 had but 2 members, albeit that the discriminant analysis indicated that both were correctly classifieu (See Figurs 9).

Cluster 8 produced a positive high group mean on Function 1 and high negative group means on Functions 2 and 5. Function 1. was positively correlated to Quantitative Comparisons ( $\mathbf{r}=.61$ ), while Function 2 vas positively correlated to Analytic Reasoning ( $\underline{I}=.77$ ). Function 5 was positively correlatrad to Data Interpretation ( $\underline{I}=.52$ ), but was negatively correlated to Sentence Completion ( $\underline{r}=-.64$ ). Students listed on the rolls of Cluster $\# 8$ coursework evinced improvement in Data Interpretation Quantitative Comparisons and Sentence Completion. They exhibited declines in their ability to answer Data Interpretation and Analytic Reasoning questions.

Cluster *9 showed a high positive group aean on Function 3. Function 3 sas positively correlated to Antonyas ( $\underline{\underline{E}}=.64$ ). Students in this coursenork improved
in their abilitiss on this GRE item-type.
Cluster 10 had only 2 courses as members, one of which was misclassified (See Figure 9). Under such circumstances further analysis was not appropriate.

Cluster 11 offered a high positive group means on Function 2, 3, 5, 7 and 9 and a high negative group mean on Function 4. Fhile Cluster all had only 2 members, both were correctly classified (See Figure 9). Function 2 was positively correlated to Analytic Reasoning ( $x=.7 \%$ ), while Function 3 was positively correlated to Antonyas ( $I=.64$ ). Functio: 4 exhibited no strong correlations. Function 5 was positively correlated to Data Interpretetion ( $r=.52$ ). but was negatively correlated to Sentence Completion ( $5=-.64$ ). Function 7 was positively correlated to Analegies ( $r=.52$ ). Function 9 was positively correlated to Quantitative Comparisons ( $\underline{x}=.54$ ), Reading Comprehension ( $\underline{=}=.63$ ), and Logical Reasoning (r=.75). Students enrolling in Cluster (1). couraawork improved in their ability to correctly answer Antonyms, Analogies, Reading Compiehension, Auantiさntive Comparisons, Data Interpretation, Analytic Reasoning, and Logical Reasoning questions, but dipped in their Sentence Completion abilities.

Cluster 12 had a high positive group mean on Function 2. Function 2 was positively correlated to Analytic Reasoning (r=.77). Students enrolled in this Cluster improved in their : ility in correctly answering Analytic Reasoning questions.

Cluster 13 had but one member, albeit that member was correctly classified. Cluster 13 had a high negative group wean on Function 9 and a high positive group mean on Function 5. Function 5 was positively correlated to Data-Interpretation ( $\underline{r}=.52$ ), but was negatively correlated to Sentence Completion ( $\underline{I}=-.64$ ). Function 7 was positively correlated to Analogies ( $\underline{I}=.52$ ). Function $G$ was positively correlated to Quantitative Comparisons (r=.54), Reading Comprehension ( $r=.63$ ), and Logical Reasoning ( $\underline{r}=.75$ ). Students enrolled in this
coursework cluster declined in Reading Comprehension, Quantitative Comparisons and Logical Reasoning and iaproved in Data Interpretation.

Figures 12a - $12 f$ portray the College 3 coursework clusters arranged : $=-$ cording to the GRE item-type with which they were associated. It should be cautioned that the association was established at the cluster level. No direct causal link was intimated between student enrollment in any one given course and scores on the GRE. Furthermore, at this point, one cannot say why sudents who enrolled in these courses had higher score gains. The cluster serves to hypothesize relationships between coursework patterns and the general learned abilities measures by the item-types of the GRE. One can say that studenta who enrolled in specific patterns of courseuork tended to perforn better on specific itemtypea within the GRE. while others who enrolled in different coursework patterns did not tend to perform as well. Comparable analyses of the other college samples produced similar relationships.

Figure 12a. Coursework clusters associated with high positive mean residuals.


| High Pos. Mean | High Pos. Mean | High Pos, Mean | High Pos, Mean |
| :---: | :---: | :---: | :---: |
| Residuals on | Residuals on | Residuals on | Residuals on |
| Analogies | Sentence Completion | Reading Comprehension | Antonyms |


| $\frac{\text { Cluster }}{\mathrm{n}=15}$ |  | Cluster 7 |  | $\frac{\text { Cluster }}{\mathrm{n}=2}$ |  | Cluster |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $=17$ |  |  |
| ARTH | 18 |  |  | ARTS | 91 | ARTS | 91 | DNC | 35 |  |
| ARTS | 5 | HMS | 102 | HMS | 102 | DNC | 48 |  |
| EDUC | 101 |  |  |  |  | DRA | 31 |  |
| EDUC | 134 |  |  |  |  | ENG | 10 |  |
| EDUC | 146 | Clust | \% | Clust | \#10 | GOVT | 102 |  |
| ENG | 55 | $\mathrm{n}=$ | 16 |  |  | GOVT | 148 |  |
| ENG | $61 \times$ |  |  |  |  | GOV? | . 85 |  |
| FREN | 1 | BIO | 37 | ENG | 101 | HIST | 92 |  |
| FREN | 10 | DRA | 25 | mus | 133 | HMS | 12A |  |
| FREN | 9 | EDUC | 136 |  |  | HHS | 12B |  |
| HMS | 12D | ENG | 125 |  |  | HMS | 26A |  |
| LET | 12 | ETHS | 130 | Clust | 111 | MIS |  |  |
| PSYC | 157 | FREN | 2 |  |  | PS'iC | 49 |  |
| PSYC | 79 | FREN | 57 |  |  | SOC | 103 |  |
| PSYC | 80 | HIST | 121 | ENG | 5 | SOC | 142 |  |
|  |  | HMS | 16A | HMS | 68 | SOC | 61 |  |
|  |  | M\&CS | 62 |  |  | SOC | 99 |  |
| Cluster 111 |  | mus | 27B |  |  |  |  |  |
| $\mathrm{n}=2$ |  | PE | 12B |  |  |  |  |  |
|  |  | PHYS | 10 |  |  | Cluster 111 |  |  |
| ENG | 5 | SOC | 116 |  |  | n | = 2 |  |
| HMS | 68 | SOC | 94 |  |  |  |  |  |
|  |  | SOSC | 64 |  |  | ENG | 5 |  |
|  |  |  |  |  |  | HMS | 68 |  |

[^1]Figure 12b. Coursework clusters assciciated with high positive mean residuals.


## High Pos. Hean <br> Residuals on <br> Quantitative Comparisons <br> High Pos. Mean <br> Residuals on <br> High Pos. Mean Resic'uals on Regular Mathematics Data Interpretation

| $\frac{\text { Cluster }}{n=11}$ | $\frac{\text { Cluster }}{n=15}$ |  | Cluster 18 |  | Cluster \#6 |  | $\frac{\text { Cluater } 10}{n=2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ANTH 58 | ARTH | 18 | B10 | 37 | ARTH | 19 | ENG |  |
| ARTH 135 | ARTS | 5 | DRA | 25 | BIO | 153 | MUS | 133 |
| ARTH 137 | EDUC | 101 | EJuc | 136 | ENG | 85 |  |  |
| ARTH 175 | EDUC | 134 | ENG | 115 | ENG | 88 |  |  |
| ARTH 81 | EDUC | 146 | ETHS | 130 | HIST | 11 | Clus | - 11 |
| DRA 63 | ENG | 55 | FREN | 2 | HIST | 143 | cxus | 2 |
| FREN 3 | ENG | 618 | FREN | 57 | HIST | 156 |  |  |
| FREN 4 | FREN | 1 | HIST | 121 | hims | 11 | ENG | 5 |
| HIST 123 | FREN | 10 | HMS | 16A |  |  | iMS | 68 |
| HIST 147 | FREN | 9 | M ${ }^{\text {ch CS }}$ | 6 ? |  |  |  |  |
| SOC 55 | HMS | 12! | mus | 478 |  |  |  |  |
|  | LET | 12 | FE | 12B* |  |  | Clus | [ 13 |
|  | PSYC | 157 | PHYS | 10 |  |  | , | 1 |
| Cluster \#3 | PSYC | 79 | Suc | 116 |  |  |  |  |
| $\mathrm{n}=9$ | PSYC | 80 | $\begin{aligned} & \text { SOC } \\ & \text { SOSC } \end{aligned}$ | $\begin{array}{r} 94 \\ 64 \end{array}$ |  |  | GÜVT | 17 |

ARTH 151
ARTH 191
ARTH 193
ARTH 82
ENG 1 ARTS 91
$\begin{array}{llll}\text { FRE } & 480 & \text { HMS } & 102\end{array}$
HIST 32
PHIL 9
SOC 147

## Cluster \#7

$n=2$


``` HUS 133
```

Cluster *11 $n=2$

ENG 5 HMS 68

[^2]Figure 12c. Coursework clusters associated with high positive mean residuals.


High Pos. Mean Residuals on<br>Analytic Reasoning

High Pos. Mean
Residuals on

Logical Reasoning

"*" following a course indicates a course misclassified according to the discriminant analysis of course clusters.


Figure 12d. Coursework clusters associated with high negative mean residuals.


| High Neg. Mean Residuals on Analogies |  | High Res Sentenc | eg. <br> cals <br> Comp |
| :---: | :---: | :---: | :---: |
| Cluater |  | Clu | er |
| $n=9$ |  | $\mathrm{n}=$ : |  |
| ARTH | 151 | ENG | 101 |
| ARTH | 191 | MUS | 133 |
| ARTH | 193 |  |  |
| ARTH | 82 |  |  |
| ENG | 1 | Clu | r |
| ERE | 480 |  | = 2 |
| HIST | 32 |  |  |
| PHIL | 9 | ENG | 5 |
| SOC | 147 | HMS | 58 |

High Neg. Mean
Residuals on Reading Comprehension

Cluster :13
$n=1$
-----------
GOVT 17
"*" following a course indicates a course misclassified according to the discriminant analysis of course clusters.

Figure 12e. Coursework clusters associated with high negative mean residuals.

| High Neg. Mean Residuals on Antonyms |  |  |  | High Neg. Mean Residuals on Analytic Reasoning |  | High Neg. Mean Residuals on Logical Reasoning |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cluster ${ }^{\text {\# }} 2$ |  | Cluster |  | Cluster ${ }^{4}$ |  | Clueter 113 |  |
| $\mathrm{n}=$ | 11 | $\mathrm{n}=$ |  |  | 15 |  | 1 |
| ANTH | 58 | ARTH | 186 | ARTH | 18 * | GOVT | 17 |
| ARTH | 135 | BIO | 1 | ARTS | 5 * |  |  |
| ARTH | 137 | BIO | 2 | EDUC | 101 |  |  |
| ARTH | 175 | CHEM | 13 | EDUC | 134 |  |  |
| ARTH | 81 | CHEM | 14 | EDUC | 146 |  |  |
| DRA | 63 * | CHEM | 15 | ENG | 55 |  |  |
| FREN | 3 | CHEM | 16 | ENG | 61 X |  |  |
| FREN | 4 | EDUC | 135 | FREN | 1 |  |  |
| HIST | 123 | ENG | 102 | FREN | 10 |  |  |
| HIST | 147 | HMS | 40 | FREN | 9 |  |  |
| SOC | 55 | LET | 11 | HMS | 12D |  |  |
|  |  |  |  | LET | 12 |  |  |
|  |  |  |  | PSYC | 157 |  |  |
| Cluster ${ }^{\text {a }}$ |  | Cluster ${ }^{6}$ |  | PSYC | 79 |  |  |
| $\mathrm{n}=$ |  |  |  | PSYC | 80 |  |  |
| AKTH | 18 * | ARTH | 19 |  |  |  |  |
| ARTS | 5 * | BIO | 153 | Cluster 88 |  |  |  |
| EDUC | 101 | ENG | 85 | $n=16$ |  |  |  |
| EDUC | 134 | ENG | 88 | --.------- |  |  |  |
| EDUC | 146 | HIST | 11 | BIO | 37 |  |  |
| ENG | 55 | HIST | 148 | DRA | 25 |  |  |
| ENG | 61X | HIST | 156 | EDUC | 136 |  |  |
| FREN | 1 | HMS | 11 | ENG | 115 |  |  |
| FREN | 10 |  |  | ETHS | 130 |  |  |
| FREN | 9 |  |  | FREN | 2 |  |  |
| HMS | 12D | Cluster ${ }^{\text {P }}$ |  | FREN | 57 |  |  |
| LET | 12 | $\mathrm{n}=2$ |  | HIST | 121 |  |  |
| PSYC | 157 | ----- |  | HMS | 16A |  |  |
| PSYC | 79 | ARTS | 91 | M\&CS | 62 |  |  |
| PSYC | 80 | HHS | 102 | MUS | 27B |  |  |
|  |  |  |  | PE | 12B* |  |  |
|  |  |  |  | PHYS | 10 |  |  |
|  |  | Cluster 10 |  | SOC | 116 |  |  |
|  |  | $n=2$ |  | SOC | 94 |  |  |
|  |  |  |  | SOSC | 64 |  |  |
|  |  | $\begin{aligned} & \text { ENG } \\ & \text { MUS } \end{aligned}$ | $\begin{aligned} & 101 \\ & 133 \end{aligned}$ |  |  |  |  |

[^3]

Figurs 12f. Coursework clusters associated with high negative mean residuals.



[^4]
## Observations about the cluster relationships

The coursework patterns resulting from the cluster analysis do not produce clear distinctions according to academic department or major. This was true in all samples examined. Departments and programs establish different courses to accomplish varying purposes. It is not surprising to find a "history of ..." course in most fields of $s^{+}$udy. Likewise, it is not unusual to find a "research methods" course in most disciplines. It should be remembered as well that many of the courses established by a department, progran or division are designed primarily to impact specialized knowledge, skills and abilities rather than those associated with general leurning. So the coursemork associated with student score gains in a given type of general lesrning does cross disciplinary lines.

In College 3 courses numbered 0 to 99 are lower division courses; courses numbered 100 and $\partial{ }^{\prime}$ ove are intended for junior and senior students. Several of the clusters have equal proportions of lower division and upper diviaion coursework. Those clusters associated with Analytic Reasoning draw heavily from upper division coursemork in Chemistry (CHEM); Economics (ECON), Math and Computer Science (M\&CS). The convention of liaiting the stated general education curricuIum to lower division coursework may not be warranted.

Differtst colleges emphasize or provide a different balance to the general learning that occurs. It is clear in College 3 that gains in Analytic Reasoning and Quantitative Comparisons predominate. While the regression analysis evinced large gains in Data Interpretation in College 3; the relationship between these gains and specific coursework patterns was not as apparent. Similar observations were found in the cluster analysis of other college samples. While large amcunts of unexplained variance on one or more GRE item-types may appear through regression techniques, the cluster analytic procedure with subsequent secondary vali-
dation through discriminant analysis provides a means of associating the formal curriculum with gains in specific learning. Where such relationships are not apparent, student score gains also may be attributable factors not addressed in the analysis: the reliability of the measures themselves, the background of the students enrolling in the courses, the extracurricular environmental variables.

In our analysis of the clusters of coursework in the four colieges and universities examined here, the following conclusions proved to be consistently true:

1. Development of general learned abilities does not have an exact one-to-one relationship with departmental categories. All quantitative reasoning develofment does not occur exclusively in Mathenatics classes. Consequently, simple counts of the number of credits or courses a student has taken in a particular subject may not be a reliable proxy of general learning in the attendant subject area. Quantitative skills, for example, many be developed in a variety of subject areas.
2. Development of general learned abilities is not confined to the lower division. This finding was consistent throughout the four colleges examined. General education requirements of colleges should be re-examined in light of student gains in general learned abilities. Coursework that students who showed significant gains took should be examined, evaluated and incorporated into the general education sequence of the college.
3. There is little formal monitering and description of the curriculum in terms of general learned abilities at the college-wide or university-wide level. Colleges ghould regularly monitor the number of credits and courses in their curriculuw. Without this baseline data, the extent to which student share a common learning experience at a college cannot be readily determined.

The relationships established through the cluster analytic model are associational, not causal. Once a set of courses has been linked to score gains in a specific learned abilities, a targeted investigation can be launched to ceterwine the commonalities of teaching-learning nvironment, of student and faculty


#### Abstract

expectations of performance, of the specific abilities of the students who enroiled in the classes. But regardless of what hypotheses are generated about why this coursework is associated with gains in learned abilities, one can state with confidence that students who enrolled in this coursework demonstrated gains on a specific type of learned ability.


## Conclusions

भe began this narrative with the examination of transcripts and assessment test scores from samples of graduating seniors at four colleges and universities in the 1987-88 acadewic year. From this data, we explored the merits of using incoming student test scores (in this case, SAT scores) as a means for monitoring students learning prior to col.sege. He compared the conclusions about undergraduate general learning that might logically be drawn from the examination of siaple GRE mean scores with those that might result from analysis of GRE residuala, once the effect of pre-college learning had been removed. In rarforning this comparison, we also noted the apparently greater diagnostic and explanatory ability of GRE itea-type scores over the aggregate GRE sub-scores which are conventionally reported to colleges. Given the way that many standardized precollege and post-baccalaureate tests are constructed, there appeared to be consequential value in the use of item-types in existing tests as part of a constellation of seasures of general learned ability.

He find redeeming value to these standardized tests for a variety of reasons:

1. They provide accessible precollege and postcollege measures without superimposing additional testing on studencs;
2. They offer established measures with known relationships which clearly aeasure both collegiate and precollegiate learning:
3. The iten-types of these tests show some promise for use as diagnostic indicators of specific learned abilities of students;
4. The known "higher order reasoning" and "critical thinking" measures evince strong correlations with the SAT, the GRE or both, calling into question the efficacy of alternate instruments in measuring general learned abilities.

What is needed to explore the use of standardized measures, such as the GRE, SAT and ACT for assessment purposes is to first device a rationale and mechanism for the testing services to provide colleges item-type data on an optional basis. Second, a longitudinal study of 3 to 5 years is needed to determine which among the item-types has the statistical independence, reliability and construct validity to be incorporated as part of an assessment plan.
in this study we looked not only at test scores but also transcripts. He found them to be useful, usable, non-obtrusive measures of what students chose to constitute their undergraduate education. We drew samples from 10 to 48 percent of the graduating seniors at four separate colleges and universities. It appeared from our analysis that a sample size of at least io percent was required in order to have more of the general education coursework adequately represented on the student transcripts. Furthermore, we found thot the extent to which students at a particular college held a common intellectual experience (by enrolling in similar coursework patterns) was not a function of institutional size. The percent of undupligated coursework taken by 5 or more students in any one of the four colleges ranged from 15 to 36 percent. The balance of these students coursework was unique to their program of study, wajor, minor and electives. At these institutions, the geneal education requirements comprised from one-third to one-half of the coursework required for graduation. This data suggested that it makes little sense to attempt to make generalizations about the quality of the undergraduate educational experience at these institutions; the transcript analysis suggested that students have far too diverse an educational
experience to make meaningful statements about the undergraduate curriculum as a whole.

In contrast, the DCP cluster analytic model provides a consistently rellable means for associating segments of the college curriculum which are associated with a particular group of students, with a particular type of learning (i.e., criterion measure) or both. While our student samples were purposely drawn at random, students could be stratified by incomirg ability, thereby producing coursework patterns associated with gains among high or low ability students. Similarly, the criterion measures could include measures of critical thinking, writing analyses, assessments of goal clarity or learning with the discipl nes. These seasures need not be chosen to the exclusion of the traditional standardized measures of cognitive development, but could be added to the to form the constellation of measures which seems to most accurately de. scribe the educational experience of the students at a given college or set of colleges. To incorperate a variery of different measures into the Cluster Analytic Model, one would only need to statistically standardize student scores prior to perforaing the cluster analysis in order to insurs that no one measure would predominate by virtue of the scale of evaluation it used. All measures would need to have a pre-college assessment counterpart, so that learning prior to college could be controlled and so that the assessment endeavor measures learning rather than admissions selectivity.
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[^1]:    "*" following a course indicates a course misclassified according to the discriminant analysis of course clusters.

[^2]:    "*" following a course indicates a course nisclassified ascoring to the discriminant analysis of course clusters.

[^3]:    "*" following a course indicates a course misclassified ascording to the discriminant analysis of course clustera.

[^4]:    "\&" following a course indicates a course misclassified according to the discriminant analysis of course clusters.
    

