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Deterministic Construction of Binary, Bipolar and
Ternary Compressed Sensing Matrices
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Abstract—In this paper we establish the connection between
the Orthogonal Optical Codes (OOC) and binary compressed
sensing matrices. We also introduce deterministic bipolar m ×
n RIP fulfilling ±1 matrices of order k such that m ≤
O

(
k(log2 n)

log2 k
ln log2 k

)
. The columns of these matrices are binary

BCH code vectors where the zeros are replaced by −1. Since
the RIP is established by means of coherence, the simple greedy
algorithms such as Matching Pursuit are able to recover the
sparse solution from the noiseless samples. Due to the cyclic
property of the BCH codes, we show that the FFT algorithm
can be employed in the reconstruction methods to considerably
reduce the computational complexity. In addition, we combine
the binary and bipolar matrices to form ternary sensing matrices
({0, 1,−1} elements) that satisfy the RIP condition.

Index Terms—BCH codes, Compressed Sensing, Deterministic
Matrices, Orthogonal Optical Codes (OOC), Restricted Isometry
Property.

I. INTRODUCTION

M INIMIZATION of the number of required samples for
unique representation of sparse signals has been the

subject of extensive research in the past few years. The field
of compressed sensing, which is originated by the pioneering
works in [1], [2], [3] deals with the reliable reconstruction
of an n × 1 but k-sparse vector xn×1 from its linear pro-
jections (ym×1) onto an m-dimensional (m ≪ n) space:
ym×1 = Φm×nxn×1. The two main concerns in compressed
sensing are 1) selecting the sampling matrix Φm×n and 2) re-
constructing xn×1 from the measurements ym×1 by exploiting
the sparsity constraint.
The sampling matrix is usually treated by random selection

of the entries; among the well-known random matrices are
i.i.d Gaussian [1] and Rademacher [4] matrices. In general,
the exact solution to the second concern, is shown to be an
NP-complete problem [5]; however, if the number of samples
(m) exceeds the lower bound of m > O

(
k log(n/k)

)
, ℓ1

minimization (Basis Pursuit) can be performed instead of
the exact ℓ0 minimization (sparsity constraint) with the same
solution for almost all the possible inputs [2], [5]. There are
also greedy techniques such as Matching Pursuit method [6],
[7] that can be used.
In this paper we are interested in deterministic as opposed to

random sampling (sensing) matrices. Deterministic sampling
matrices are useful because in practice, the sampler has to be a
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deterministic matrix; although random matrices perform quite
well on the average, there is no guarantee that a specific real-
ization works. Moreover, by proper choice of the matrix, we
might be able to improve some features such as computational
complexity and compression ratio.
In deterministic designs, one of the well-studied conditions

on the sensing matrix which guarantees stable recovery for a
number of reconstruction methods, is the so called Restricted
Isometry Property (RIP) [2]: we say that the matrix Am×n

obeys RIP of order k with constant 0 ≤ δk < 1 (RIC) if for
all k-sparse vectors xn×1, we have:

1 − δk ≤
∥Ax∥2

ℓ2

∥x∥2
ℓ2

≤ 1 + δk

The basis pursuit and greedy methods can be applied for
recovery of k-sparse vectors from noisy samples with good
results if the matrix A obeys RIP of order 2k with a good
enough constant δ2k [7], [8].
For the deterministic approaches, the Vandermond matrices

might seem to be good options at the first glance; any k
columns of a k × n Vandermond matrix are linearly indepen-
dent. Thus, after normalizing the columns, the matrix satisfies
the RIP condition of order k (only the left inequality). In other
words, arbitrary RIP-constrained matrices could be constructed
in this way; however, when n increases, the constant δk rapidly
approaches 1 and some of the k × k submatrices become
ill-conditioned [9] which makes these matrices impractical.
Among the proposed and relatively successful deterministic
schemes are complex-valued m × m2 chirp-based matrices
[10]; although, they are not supported with any established
RIP order, it is shown that the combinatorial ℓ0 minimization
problem perfectly recovers the original sparse vector (sparsity
order below a threshold) from noiseless samples. A connection
between the coding theory and sensing matrices is established
in [11] where second order Reed-Muller codes are used to
construct bipolar (±1) 2l × 2

l(l+1)
2 matrices but similar to

the chirp-based case, they lack a guarantee on the RIP order.
The very simple matrices for which an RIP order can be
established are those formed by concatenating two incoherent
unitary matrices such as the so called Spikes and Sines; this
technique results in m×2m matrices that satisfy RIP of order
⌊
√

m⌋+1. More general than the concatenation approach, the
incoherence (small inner product between distinct columns)
can be used to establish RIP for the matrices constructed by
Grassmannian or equiangular tight frames [12]; unfortunately,
although there are almost sharp conditions for the existence of
such matrices [13], their explicit construction is only known
for m× n matrices with n

m ≤ 2 [14]. Furthermore, no matter
how small the required RIP order is, the parameter n is upper-
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bounded by
(
m+1

2

)
in these matrices; i.e., the increasing rate

of n is at most quadratic with respect to m. Devore’s binary
p2 × pr+1 matrices are among the very few deterministic
designs which provide RIP without restricting the growth of
n to a quadratic function of m; here, p should be a prime
power and kr < p where k is the desired RIP order [15].
Another binary matrix construction with m = k2O(log log n)E

measurements (E > 1) is investigated in [16] which employs
hash functions and extractor graphs. Recently, almost bound-
achieving matrices have been proposed in [17] which, rather
than the exact RIP, satisfy the statistical RIP (RIP inequalities
hold with high probability if the support of the k-sparse vector
is drawn uniformly at random from all the

(n
k

)
possibilities).

Since the deterministic designs are mainly motivated by
the capability of being implemented, practical aspects such
as sensing and reconstructing procedures should be taken
into account. For this reason, we focus on the matrices that
are composed of 0,±1, i.e., the elements that facilitate the
matrix multiplication (sensing). In addition, we design the
matrices such that the simple greedy reconstruction methods
(e.g., matching pursuit) can recover the sparse inputs from
the compressed measurements. The main contributions of our
paper are listed below:
1) We establish the connection between the optical codes
and the binary sampling matrices. Using the results in
the optical codes, we give a tight upper-bound on the
number of columns in the binary sensing matrices and
we show that the Devore’s matrices are almost optimal.

2) Using the linear binary block codes (specifically, BCH
codes) we introduce (2l − 1)× 2O

(
2
(l−j) ln j

j
)
bipolar (±1)

sensing matrices which obey the RIP of order k ≤ 2j+1
(l > j); similar to Devore’s design, the growth of n in
these matrices is not restricted to a quadratic function
of m. Although these matrices have almost the same
asymptotic sizes as the Devore’s design (for similar
RIP orders), for practical cases, we observe that the
bipolar matrices satisfy higher RIP orders (by means of
coherence) for the similar values ofm and n. In addition,
since the bipolar design is based on the cyclic codes, the
reconstruction algorithm can be expedited by exploiting
the FFT algorithm.

3) By combining the binary and bipolar matrices, we
generate ternary matrices with m = p2 and n =

pr+12O
(
r

ln(log2 p−log2 r)
log2 p−log2 r

)
which satisfy RIP of order k <

p
r , where p is a Mersenne prime. Note that the order of
n is slightly greater than that of the Devore’s design
and as we show, Devore’s design is nearly optimal in
binary schemes. Hence, to the best of our knowledge,
the introduced ternary matrices have the largest order
of n for the same value of m among the deterministic
designs which guarantee the RIP of order k.

The rest of the paper is organized as follows: binary
sampling matrices including the OOC codes and the discussion
about the optimality of the Devore’s design are discussed in
the next section. In section III, the construction of bipolar
matrices using block codes is studied. We combine the binary
and bipolar matrices in section IV to form ternary matrices and

we present the recovery methods to obtain the sparse signal
from the measurements in section V. Section VI represents
the numerical simulations and finally, section VII concludes
the paper.

II. BINARY SAMPLING MATRICES

In this section, we first introduce the approach for producing
RIP-fulfilling matrices. The approach is similar to [15] and is
not restricted to the binary matrices.
Let Am×n be a real matrix with normalized columns

such that the absolute value of the inner product of each
two columns does not exceed λ. Let Bm×k be any matrix
composed of k distinct columns ofA and define the Grammian
matrix Gk×k = BT B. Since the columns of B are normal,
the diagonal elements of G are all equal to 1; moreover, the
absolute values of the non-diagonal elements of G do not
exceed λ. Therefore, we have:

∀ 1 ≤ i ≤ k :
∑

j , j ̸=i

|gi,j | ≤ λ(k − 1) (1)

From the Gershgorin circle theorem, we know that the eigen-
values of G lie in the interval [1 − λ(k − 1) , 1 + λ(k − 1)];
thus, if k is small enough such that δk = λ(k − 1) < 1, the
matrix Am×n satisfies RIP of order k with the constant δk.
In other words, in order to construct a sampling matrix for
compressed sensing, we introduce m × n matrices for which
we have λ < 1

k−1 .
Binary sampling matrices are RIP-fulfilling matrices with

0, 1 elements prior to column normalization. A subset of such
matrices was previously studied in the field of Optical Code
Division Multiple Access (OCDMA) with the name of OOC
[18]; since in the optical communication only positive values
can be transmitted, each user is assigned a binary vector
(signature) with a fixed weight (number of 1’s) where the inner
product of different vectors are small compared to the weight
(in contrast to what OOC stands for, the signatures are not
orthogonal). A useful upper bound (not necessarily achievable)
for the maximum number of such binary vectors is given in
[19]: if R(m, w,λ) stands for the maximum number of m×1
binary vectors with weight w such that the inner product of
each two does not exceed λ (λ ∈ Z), we have:

R(m, w,λ) ≤
⌊

m

w

⌊
m − 1
w − 1

⌊
. . .

⌊m − λ

w − λ

⌋
. . .

⌋⌋⌋
(2)

where ⌊x⌋ represents the largest integer not greater than x.
Although the small value of the inner product of the signatures
is the main key for proper detection of the communicated
message in a multi-access scenario, in asynchronous cases,
the circular cross correlation (inner product of a signature
with the circularly shifted versions of another) and autocorre-
lation (inner product of a signature with its circularly shifted
versions) are as important. Therefore, instead of a simple λ,
two parameters are involved: λa denotes the maximum value
of the circular auto-correlation among all the code vectors
when at least one and at most m − 1 units of shift are
applied and λc denotes the maximum value of the circular
cross-correlation among all the pairs. The OOC vectors are
characterized by (m, w,λa,λc); nonetheless, it is possible that
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the two correlation parameters are equal (λa = λc = λ), in
this case, the OOC is referred to as a (m, w,λ)-code.
Now let A be a set of OOC vectors of size m with weight w

and the correlation parameters λa = λc = λ; we also include
all the possible circularly shifted versions of the codes in A.
According to the definition of OOC’s, the inner product of
each pair in A is upper bounded by λ. We construct the matrix
Am×n by the normalized versions of the column vectors in
A where n = |A| (the order of the columns is unimportant).
With respect to the upper bound on the inner product of the
vectors in A, it is easy to verify that the matrix A satisfies
RIP of order k < 1 + w

λ . Below we will only discuss one of
the OOC designs using Galois fields [20]:
Let q = 16a where a ∈ N and let F = GF (q) with the

primitive root α. It is clear that 5|q − 1 which confirms the
existence of an integer d such that q = 5d + 1. Define:

Di = {αd+i,α2d+i, . . . ,α5d+i} , 0 ≤ i ≤ d − 1 (3)

Since the number of 1’s are usually far less than that of 0’s,
it is common to represent the OOC vectors by their nonzero
locations. For the above design, the length of the codes is
equal to q − 1 (m = 16a − 1) and the nonzero locations of
each code vector is given in {Ci}d−1

i=1 :

Ci = logα(Di − 1) , 1 ≤ i ≤ d − 1 (4)

Note that 1 ∈ D0 and D0 is not used for code construction. It
is shown in [20] that the above method produces 16a−6

5 OOC
vectors with the characteristic (16a − 1, 5, 2). Since in the
construction of the sampling matrix for compressed sensing
we include the circular shifts of the OOC vectors, we obtain a
matrix with the size (16a − 1)× n where n ! (16a−1)(16a−6)

5
for the RIP order of k = 1 + ⌊ 5

2⌋ = 3 and the constant
δ3 = 1 − 5−2∗(k−1)

5 = 0.8. In [20], by employing the same
approach, other (n,w,2) OOC vectors with larger w’s (larger
k’s in our case) are introduced which are claimed to be optimal
considering the Johnson’s inequality (2).
A matrix design independent of OOC codes is given in [15]

that constructs p2 × pr+1 binary matrices with the column
weight of p (prior to normalization) such that the inner product
of each two columns does not exceed r ( r

p after normalization).
Here p is a power of a prime integer; the matrix construction
is based on polynomials in GF (p). Although the introduced
matrices do not achieve the bound predicted by the theory of
random compressed sensing, using (2), we show that these
structures are asymptotically optimal when p

r2 → ∞:

lim
p

r2 →∞

pr+1

R(p2, p, r)
≥ lim

p

r2 →∞

r∏

i=0

p(p − i)
p2 − i

≥ lim
p

r2 →∞

(
p(p − r)
p2 − r

)r+1

≥ lim
p

r2 →∞

(
1 − r

p

)r+1

= lim
p

r2 →∞

((
1 − r

p

)− p
r

)− r(r+1)
p

≥ lim
p

r2 →∞
e−

r(r+1)
p = e0 = 1 (5)

Besides, using (2), it can be shown that binary matrices are
in general unable to reach the predicted compressed sensing
bound unless w = O(m).

III. BIPOLAR MATRICES VIA LINEAR CODES

In this section, we will describe the connection between
the sampling matrix and coding theory1. Since the parameters
k, n are used in both compressed sensing and coding field,
we distinguish the two by using the ˜ notation for coding
parameters; e.g., ñ refers to the code length while n denotes
the number of columns of the sampling matrix.
Let C(ñ, k̃; 2) be a linear binary block code and 1 ñ×1

be the all 1 vector. We say C is ’symmetric’ if 1ñ×1 ∈ C.
For symmetric codes, if an×1 is a code vector, due to the
linearity of the code, the complement of an×1 defined as
an×1 ⊕ 1ñ×1, is also a valid code vector; therefore, code
vectors consist of complement couples.

Theorem 1: Let C(ñ, k̃; 2) be a symmetric code with the
minimum distance d̃min and let Ãñ×2k̃−1 be the matrix
composed of code vectors as its columns such that from each
complement couple, exactly one is selected. Define:

Añ×2k̃−1 " 1√
ñ

(
2Ãñ×2k̃−1 −

(
1
)
ñ×2k̃−1

)
(6)

Then, A satisfies the RIP with the constant δk = (k − 1)
(
1−

2 d̃min
ñ

)
for k < ñ

ñ−2d̃min
+ 1 (k is the RIP order).

Proof. First note that the columns of A are normal. In
fact 2Ãñ×2k̃−1 −

(
1
)
ñ×2k̃−1 is the same matrix as Ã where

zeros are replaced by −1 (bipolar representation); hence, the
absolute value of each element of Ã is equal to 1√

ñ
which

reveals that the columns are normal.
To prove the RIP, we use a similar approach to that of [15];

we show that for each two columns of A, the absolute value
of their inner product is less than ñ−2d̃min

ñ . Let añ×1,bñ×1

be two distinct columns of A and ãñ×1, b̃ñ×1 be their
corresponding columns in Ã. If ã and b̃ differ at l positions,
we have:

⟨a,b⟩ =
1
ñ

(
1 × (ñ − l) + (−1) × l

)
=

ñ − 2l

ñ
(7)

Moreover, b̃ and ã⊕ 1ñ×1 (complement of ã) differ at ñ− l
positions and since all the three vectors {a, ã⊕1ñ×1, b} are
different code words (from each complement couple, exactly
one is chosen and thus b ̸= ã⊕1ñ×1), both l and ñ− l should
be greater than or equal to d̃min, i.e.,

{
l ≥ d̃min

ñ − l ≥ d̃min
⇒ d̃min ≤ l ≤ ñ − d̃min

⇒ |ñ − 2l| ≤ ñ − 2d̃min (8)

1At the time of submitting this paper, we realized that the same connection
is recently established in “On Random Construction of a Bipolar Sensing
Matrix with Compact Representation,” IEEE Inf. Theo. Workshop, 2009 by
Tadashi Wadayama. However, our work has been carried out independently
and concurrently and we focus on the deterministic design of the codes rather
than the probabilistic structure.
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Note that 0ñ×1,1ñ×1 ∈ C and for each code vector a, either
d(0ñ×1,a) or d(1ñ×1,a) cannot exceed ñ

2 ; therefore, ñ −
2d̃min ≥ 0. Combining (7) and (8), we have:

|⟨a,b⟩| ≤ ñ − 2d̃min

ñ
(9)

which proves the claim on the inner product of the columns
of A. This result together with Gershgorin circle theorem
discussed in the previous section, proves the theorem #
The above theorem is useful only when d̃min is close to

ñ
2 (denominator for the upper bound of k), which is not the
case for the common binary codes. In fact, in communication
systems, parity bits are inserted to protect the main data
payload, i.e., k̃ bits of data are followed by ñ − k̃ parity
bits. In this case, we have d̃min ≤ ñ − k̃ + 1; thus, to have
d̃min ≈ ñ

2 , the number of parity bits should have the same
order as the data payload which is impractical. In the next
section we show how these types of codes can be designed
using the well-known BCH codes2.

A. BCH codes with large d̃min

Since the focus in this section is on the design of BCH
codes with large minimum distances, we first briefly review
the BCH structure.
BCH codes are a class of cyclic binary codes with ñ =

2m̃−1 which are produced by a generating polynomial g(x) ∈
GF (2)[x] such that g(x)|x2m̃−1+1 [21]. According to a result
in Galois theory, we know:

x2m̃−1 + 1 =
∏

r∈GF (2m̃)
r ̸=0

(x − r) (10)

Hence, the BCH generating polynomial can be decomposed
into the product of linear factors in GF (2m̃)[x]. Let α ∈
GF (2m̃) be a primitive root of the field and let αi be one
of the roots of g(x). Since g(x) ∈ GF (2)[x], all conjugate
elements of αi (with respect to GF (2)) are also roots of g(x).
Again using the results in Galois theory, we know that these
conjugates are different elements of the set {αi2j}m−1

j=0 . In
addition, since α2m̃−1 = 1, i1 ≡ i2(mod 2m̃ − 1) implies
αi1 = αi2 , it reveals the circular behavior of the exponents.
The main advantage of the BCH codes compared to other

cyclic codes is their guaranteed lower bound on the minimum
distance [21]: if αi1 , . . . ,αid are different roots of g(x) (not
necessarily all the roots) such that i1, . . . , id form an arithmetic
progression, then d̃min ≥ d + 1.
Now we get back to our code design approach. We construct

the desired code generating polynomials by investigating their
parity check polynomial which is defined as:

h(x) " x2m̃−1 + 1
g(x)

(11)

2BCH codes are considered due to the existence of a deterministic lower
bound on their minimum distance. Although there exists a similar bound for
Reed-Muller codes, they can only produce sampling matrices with small RIP
order (k), due to their small minimum distance compared to the block size.

In other words, each field element is the root of exactly one
of the g(x) and h(x). We construct h(x) by introducing its
roots. Let l < m̃ − 1 be an integer and define

G(l)
m̃ = {α0,α1, . . . ,α2m̃−1+2l−1} (12)

Note that the definition of G (l)
m̃ depends on the choice of the

primitive element (α). We further define H(l)
m̃ as the subset of

G(l)
m̃ which is closed with respect to the conjugate operation:

H(l)
m̃ " {r ∈ G(l)

m̃

∣∣ ∀ j ∈ N : r2j

∈ G(l)
m̃ } (13)

The above definition shows that if r ∈ H(l)
m̃ then its conjugate

r2j is also in H(l)
m̃ . Now let us define h(x):

h(x) =
∏

r∈H(l)
m̃

(x − r) (14)

As discussed before, if r is a root of h(x), all its conjugates
are also roots of h(x); therefore, h(x) ∈ GF (2)[x], which is
a required condition. Also,

1 = α0 ∈ G(l)
m̃ ⇒ 1 ∈ H(l)

m̃

⇒ (1 + x)
∣∣h(x) (15)

which means that the all one vector is a valid code word:

c = [1, . . . , 1︸ ︷︷ ︸
2m̃−1

]T

⇒ c(x) = 1 + x + · · · + x2m̃−2 =
x2m̃−1 + 1

x + 1

⇒ x2m̃−1 + 1
∣∣(x2m̃−1 + 1)

h(x)
1 + x

= c(x)h(x) (16)

Hence, the code generated by g(x) = xñ+1
h(x) is a symmetric

code and fulfills the requirement of Theorem 1. For the
minimum distance of the code, note that the roots of h(x)
form a subset of G(l)

m̃ ; thus, all the elements in GF (2m̃)\G(l)
m̃

are the roots of g(x):

∀ 2m̃−1 + 2l ≤ j ≤ 2m̃ − 2 : g(αj) = 0 (17)

Consequently, there exists an arithmetic progression of length
2m̃−1 − 2l − 1 among the powers of α in the roots of g(x).
As a result:

d̃min ≥ (2m̃−1 − 2l − 1) + 1 = 2m̃−1 − 2l (18)

In coding theory, it is usual to look for a code with
maximum d̃min given ñ, k̃. Here, we have designed a code
with good d̃min for a given ñ but with unknown k̃:

ñ = k̃ + deg
(
g(x)

)

⇒ k̃ = ñ − deg
(
g(x)

)

=
(
deg

(
g(x)

)
+ deg

(
h(x)

))
− deg

(
g(x)

)

= deg
(
h(x)

)
= |H(l)

m̃ | (19)

The following theorem reveals how |H(l)
m̃ | should be calcu-

lated.
Theorem 2: With the previous terminology, |H (l)

m̃ | is equal
to the number of binary sequences of length m̃ such that if
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the sequence is written around a circle, between each two 1’s,
there exists at least m̃ − l − 1 zeros.
Proof. We show that there exists a 1-1 mapping be-

tween the elements of H(l)
m̃ and the binary sequences. Let

(bm̃−1, . . . , b0) ∈ {0, 1}m̃ be one of the binary sequences and
let β be the decimal number with the binary representation
that coincides with the sequence:

β = (bm̃−1 . . . b0)2 =
m̃−1∑

i=0

bi2i (20)

We will show that αβ ∈ H(l)
m̃ . For the sake of simplicity, let us

define βj as the decimal number that its binary representation
is the same as the sequence (β) subjected to j units of left
circular shift (β0 = β):

β0 = (bm̃−1 . . . b0)2
β1 = (bm̃−2 . . . b0bm̃−1)2
β2 = (bm̃−3 . . . b0bm̃−1bm̃−2)2

...
βm̃−1 = (b0bm̃−1 . . . b1)2 (21)

Now we have:

2βj = 2 × (bm̃−1−j . . . b0bm̃−1bm̃−j)2
= 2m̃bm̃−1−j + (bm̃−2−j . . . b0bm̃−1bm̃−j0)2
≡ βj+1

(
mod 2m̃ − 1

)

⇒ βj ≡ 2jβ
(
mod 2m̃ − 1

)

⇒ αβj = α2jβ (22)

which shows that {αβj}j are conjugates of αβ . To show αβ ∈
H(l)

m̃ , we should prove that all the conjugates belong to G (l)
m̃ ,

or equivalently, we should show 0 ≤ βj ≤ 2m̃−1 + 2l − 1. It
is clear that 0 < βj ; to prove the right inequality we consider
two cases:
1) MSB of βj is zero:

bm̃−1−j = 0 ⇒ βj < 2m̃−1 < 2m̃−1 + 2l − 1 (23)

2) MSB of βj is one; therefore, according to the property
of the binary sequences, the following m̃− l−1 bits are
zero:

bm̃−1−j = 1 ⇒ bm̃−2−j = · · · = bl−j = 0

⇒ βj ≤ 2m̃−1 +
l−1∑

j=0

2j

⇒ βj ≤ 2m̃−1 + 2l − 1 (24)

Up to now, we have proved that each binary sequence with
the above zero-spacing property can be assigned to a separate
root of h(x). To complete the proof, we show that if the binary
representation of β does not satisfy the property, then we have
αβ /∈ H(l)

m̃ . In fact, by circular shifts introduced in βj , all the
bits can be placed in the MSB position; thus, if the binary
representation of β does not obey the property, at least one of
the βj’s should be greater than 2m̃−1 + 2l − 1. This implies
that at least one of the conjugates of αβ does not belong to
G(l)

m̃ #

Theorem 2 relates the code parameter k̃ to a combinatorics
problem. Using this relation, it is shown in Appendix A that
|H(l)

m̃ | $ O
(
2(l+1) ln m̃−l−1

m̃−l−1

)
.

B. Matrix Construction
Recalling the arguments in the previous section, the choice

of the polynomial g(x) depends on the choice of the primitive
root. In addition to this degree of freedom, from Theorem 1, no
matter which code vectors from complement sets are selected,
the generated matrix satisfies RIP. Hence, for a given primitive
element, there are 22k̃−1 (there are 2k̃−1 complement pairs)
possible matrix constructions. Among these huge number
of possibilities, some have better characteristics for signal
recovery from the samples. More specifically, we look for the
matrices such that the columns are closed with respect to the
circular shift operation: if a = [a1, . . . , añ]T is a column of
A, for all 1 < j ≤ ñ, aj = [aj , aj+1, . . . , añ, a1, . . . , aj−1]T
is also a column of A.
The key point is that the BCH codes are a subset of cyclic

codes, i.e., if cñ×1 is a code vector, all its circular shifts are
also valid code vectors. Thus, if we are careful in selecting
from the complement sets, the generated sampling matrix will
also have the cyclic property. For this selection, it should be
noted that if añ×1,bñ×1 is a complement pair and cñ×1 is
a circular shifted version of añ×1, the overal parity (sum of
the elements in mod 2) of añ×1 and bñ×1 are different (each
code vector has 2m̃ − 1 elements which is an odd number)
while añ×1 and cñ×1 have the same parity. Therefore, if we
discard the code vectors with even (odd) parity (from the set
of all code vectors), we are left with a set half the size of the
main set such that from each complement set exactly one is
selected while the set is still closed with respect to the circular
shift operation. The selection algorithm is as follows:
1) For a given k (compressed sensing parameter), let i =

⌈log2(k)⌉ and choose m̃ ≥ i (the number of compressed
samples will be m = 2m̃ − 1).

2) Let Hseq be the set of all binary sequences of length m̃
such that 1’s are circularly spaced with at least i zeros.
In addition, let Hdec be the set of decimal numbers such
that their binary representation is a sequence in Hseq .

3) Choose α as one of the primitive roots of GF (2m̃) and
define:

H = {αr
∣∣ r ∈ Hdec} (25)

4) Define the parity check and code generating polynomials
as:

h(x) =
∏

r∈H
(x − r) (26)

and

g(x) =
x2m̃ − 1

h(x)
(27)

5) Let Ã(2m̃−1)×(2deg(h)−1) be the binary matrix composed
of even parity code vectors as its columns, i.e., if the
columns are considered as polynomial coefficients (in
GF (2)[x]), each polynomial should be divisible by (x+
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m̃ h(x)

4 x5 + x4 + x2 + 1
6 x7 + x6 + x2 + 1
8 x13 + x12 + x10 + x9 + x8 + x4 + x3 + 1
10 x26 + x25 + x24 + x20 + x16 + x14 + x13 + x12

+x10 + x9 + x7 + x5 + x4 + x3 + x + 1

TABLE I
PARITY CHECK POLYNOMIALS FOR DIFFERENT VALUES OF m̃ WHEN i = 3.
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Fig. 1. Degree of h(x) for different values of m̃ and i.

1)g(x) (the additional factor of x + 1 implies the even
parity).

6) Replace all the zeros in Ã by −1 and normalize each
column to obtain the final compressed sensing matrix
(A(2m̃−1)×(2deg(h)−1)).

For a simple example, we consider the case m̃ = i. It
is easy to check that the number of 1’s in each of the
binary sequences in step 2 cannot exceed one. Therefore, we
have Hdec = {0, 20, 21, 22, . . . , 22i−1}. This means that h(x),
except for the factor (x + 1) is the same as the minimal
polynomial of α (the primitive root). Since for code generation
we use (x+1)g(x) instead of g(x), the effective h(x) will be
the minimal polynomial of α which is a primitive polynomial.
In this case, the matrix Ã is the (2i−1)×(2i−1) square matrix
whose columns are circularly shifted versions of the Pseudo
Noise Sequence (PNS) output generated by the primitive
polynomial (the absolute value of the inner product of each
two columns of A is exactly 1

2i−1 ).
Table I summarizes some of the parity check polynomials

for i = 3 (useful for k < 8). Also, Fig. 1 shows the degree of
h(x) for some of the choices of m̃ and i; the increasing rate of
the degree is linear at the beginning but becomes exponential
after a point.

IV. MATRICES WITH {0, 1,−1} ELEMENTS

We have presented a method to generate RIP-fulfilling
matrices with ±1 elements. In this section, we show how
binary and bipolar matrices can be combined to produce
ternary matrices with larger sizes.
In order to explain the concept, we consider the p 2 × pr+1

binary matrices (p is a prime power) in [15] where each
column consists of p ones (prior to normalization).

It is evident that by changing some of the 1’s in the
aforementioned matrix into −1, the norm of the columns does
not change; however, the inner products change. To show
how we can benefit from this feature, let us assume that
p = 2i; thus, there are 2i nonzero elements in each column.
We construct a new matrix from the original binary matrix as
follows: we repeat each column 2i times and then change the
sign of the nonzero elements in the replicas in such a way that
these nonzero elements form a Walsh-Hadamard matrix. In
other words, for each column, there are 2 i columns (including
itself) that have the same pattern of nonzero elements. The
nonzero elements of these semi-replica vectors are distinct
columns of the Walch-Hadamard matrix. Thus, the semi-
replica vectors are orthogonal and the absolute value of the
inner product of two vectors with different nonzero patterns is
upper-bounded by r (maximum possible value in the original
matrix). Hence, the new matrix still satisfies the RIP condition
with the same k and δk.
Although we have expanded the matrix with this trick,

the change is negligible when the order of matrix sizes is
considered (p2 × pr+1 is expanded to p2 × pr+2). In fact, the
orthogonality of the semi-replicas is not a necessary condition;
we only require that the absolute value of the inner products
do not exceed r. This fact implies that instead of the Walch-
Hadamard matrix, we can use other ±1 matrices with more
number of columns (with the same number of rows) such that
their columns are almost orthogonal (inner product less than
r). This is the case for the matrices introduced in the previous
sections.
In order to mathematically describe the procedure, we need

to define an operation. Let s be a β×1 binary vector with ex-
actly α elements of 1 in locations r1, . . . , rα ∈ {1, 2, . . . ,β}.
Also, let xα×1 = [x1, . . . , xα]T be an arbitrary vector. We
define yβ×1 = M(s,x) as:

{
∀ 1 ≤ j ≤ α : yrj = xj

∀ j /∈ {r1, . . . , rα} : yj = 0 (28)

From the above definition, we can see:

⟨M(s,x1) , M(s,x2)⟩ = ⟨x1,x2⟩ (29)

Furthermore, if the elements of both x1,x2 lie in the closed
interval [−1, 1], we have:

∣∣⟨M(s1,x1) , M(s2,x2)⟩
∣∣ ≤ ⟨s1, s2⟩ (30)

For the matrix construction, let m̃ be an integer such that
p = 2m̃ − 1 is a prime (the primes of this form are called
Mersenne primes). Let k < p be the required order of the RIP
condition and let:

r =
⌊p

k

⌋
, i = ⌈log2 k⌉ (31)

Also let Sp2×pr+1 = [s1 . . . spr+1 ] be the binary
RIP-fulfilling matrix constructed as in [15] and Xp×2k̃ =
[x1 . . . x2k̃ ] (k̃ = |H(m̃−i)

m̃ | with the previous terminology)
be the ±1 matrix introduced in the previous sections (we
further normalize the columns of these matrices). We construct
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a new p2 × (pr+1.2k̃) matrix with elements in {0, 1,−1} by
combining these two matrices:

A = [M(si,xj)]i,j (32)

Employing the same approach as used before, we show that
A satisfies the RIP condition of order k, i.e., we show that
the inner product of two distinct columns of A cannot exceed

1
k−1 in absolute value while each column is normal:

⟨ M(si,xj) , M(si,xj) ⟩ = ⟨xj ,xj⟩ = 1 (33)

To study the inner product ofM(s i1 ,xj1 ) andM(si2 ,xj2),
we consider two cases:
1) i1 = i2. In this case, since si1 = si2 , we have:

∣∣⟨ M(si1 ,xj1) , M(si2 ,xj2) ⟩
∣∣ =

∣∣⟨ xj1 , xj2 ⟩
∣∣

<
1

k − 1
(34)

2) i1 ̸= i2 and therefore, si1 ̸= si2 ; since the elements of
both xj1 and xj1 lie in [−1, 1], we have:
∣∣⟨ M(si1 ,xj1 ) , M(si2 ,xj2) ⟩

∣∣ ≤
∣∣⟨ si1 , si2 ⟩

∣∣

<
1

k − 1
(35)

Inequalities (34) and (35) hold due to the RIP-fulfilling
structure of the matrices X and S. Hence, the claimed prop-
erty of the inner products of the columns in A is proved.
Consequently, A obeys the RIP condition of order k.

V. RECONSTRUCTION FROM THE MEASUREMENTS

Matching Pursuit is one of the simplest methods for the
recovery of sparse signals from linear projections. Here we
show that this method can exactly recover the sparse signal
from the noiseless samples.
Let Am×n and sn×1 be the sampling matrix and the k-

sparse signal vector, respectively. The sampling process is
defined by:

ym×1 = Am×n · sn×1 (36)

For unique reconstruction of sn×1 from the samples ym×1,
it is sufficient that the sampling matrix Am×n satisfies RIP of
order 2k [8]. In this section, we show that if Am×n is any of
the matrices discussed in Sec. II and III (including the ones
in [15]) and satisfies RIP of order 2k, the matching pursuit
method can be used for perfect reconstruction. In addition, if
Am×n has the circular structure in its columns, the computa-
tional complexity can be reduced (order of magnitude).
Let S = {i1, . . . , ik} ⊂ {1, . . . , n} be the support of sn×1

(nonzero locations); thus, we have:

ym×1 = A · s =
k∑

j=1

sij aij (37)

where ai denotes the ith column in A. In variants of the
matching pursuit method, iterative approaches are used to
estimate the original sparse vector s. In these algorithms, the
vector of the estimated input (ŝn×1) is usually initialized by
the all-zero vector and is updated within the iterations to reach

its final values. Furthermore, a residual vector is defined as
rm×1 = A(s− ŝ) = y−Aŝ which is obviously initialized by
y. In each iteration, the inner product of the residual vector
with all the columns of A are evaluated to find the index
of the maximum absolute value (imax). Then, according to a
rule, a subset of the elements of ŝn×1 for which the indices
has been chosen as the maximum value in this or the previous
iterations are updated; similarly, using the new vector ŝn×1,
the residual vector is also updated and the whole procedure is
repeated until a stopping condition (e.g., maximum number
of iterations) is reached. Here, we show that the index of
the maximum inner product at each iteration belongs to S
(irrespective of the updating rule); this means that if a proper
updating rule is used (such as in OMP), after k iterations
the support of s is completely known and therefore, perfect
recovery is possible. We show this by induction: assume that
up to the tth iteration, only the elements in S have appeared
as indices of the maximum inner products; this means that
at the beginning of the tth iteration, the support of ŝ and
consequently the support of δ = s − ŝ are subsets of S (only
these elements might have been updated). Without loss of
generality, assume |δi1 | ≥ |δi2 | ≥ · · · ≥ |δik | (the rest of
the δi’s are zero).We then have:

∣∣⟨r,ai1 ⟩
∣∣ =

∣∣〈
k∑

j=1

δij aij ,ai1

〉∣∣

≥ |δi1 |⟨ai1 ,ai1⟩ −
k∑

j=2

|δij ||⟨aij ,ai1 ⟩| (38)

Recalling the properties of the matrix A, we know that the
columns are normal and the inner product of each two distinct
columns is less than (absolute value) 1

2k−1 , thus,

∣∣⟨r,ai1 ⟩
∣∣ > |δi1 |−

1
2k − 1

k∑

j=2

|δij |

≥ |δi1 |−
k − 1
2k − 1

|δi1 | =
k

2k − 1
|δi1 | (39)

On the other hand, if l /∈ S, we have:

∣∣⟨r,al⟩
∣∣ =

∣∣
k∑

j=1

δij ⟨aij ,al⟩
∣∣

<
1

2k − 1

k∑

j=1

|δij | ≤
k

2k − 1
|δi1 | (40)

Combining (39) and (40), we get:
∣∣⟨r,al⟩

∣∣ <
k

2k − 1
|δi1 | <

∣∣⟨r,ai1 ⟩
∣∣ (41)

Hence, the largest inner product is obtained either with a i1 or
one of the other aij ’s. Therefore, the index of the largest inner
product is a member of the support of sn×1 which completes
the proof for the induction. Consequently, if the matching
pursuit is equipped with a proper updating rule, we expect
perfect reconstruction for noiseless measurements.
As explained above, in each iteration of the matching pursuit

algorithm, the inner product of rm×1 with all the columns in
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Am×n needs to be calculated. Each inner product requires m
multiplications and m − 1 additions. Now we show how one
can benefit from the circular property of the columns of A to
reduce the computational complexity of the reconstruction. Let
a be one of the columns in A and a(j) be its jth circularly
shifted (to the left) version. Due to the circular property of
A, a(j)’s are all columns of A; thus, ⟨a(j), r⟩ has to be
calculated for all j. Let {a(1),a(2), . . . ,a(µ)} be different
elements of {a(j)}j (obviously µ ≤ m and more precisely
µ|m). These inner products require µm multiplications and
µ(m − 1) additions if calculated directly.
A fast approach for evaluation of these values is to employ

Discrete Fourier Transform (DFT) or its fast implementation
-FFT. The key point in this approach is that the inner products
can be found through circular convolution of r and a, i.e.,

⟨r, a(j)⟩ =
(
r !m a

)∣∣
j

(42)

where !m represents the circular convolution with period m.
It is well-known that the circular convolution can be easily
calculated using DFT: if rf and af denote the DFT of r and
a, respectively, we have:

IDFT{rf ⊙ af} =
[(

r !m a
)∣∣

0
, . . . ,

(
r !m a

)∣∣
m−1

]
(43)

where vm×1 ⊙ um×1 " [v1u1, . . . , vmum]T . For evaluation
of the inner products by this method, rf has to be calculated
only once (at each iteration) using DFT. Thus, excluding
the calculation of rf (which is done only once), the inner
products of r with {a(j)}j require one DFT , one IDFT and
m multiplications. Since µ different circular shifts of a are
possible, at most µ coefficients of af at equi-distant positions
are nonzero; hence, µ-point DFT (and consequently IDFT) of
am×1 rather than the general m-point DFT is adequate. For
µ-point DFT of r, we can simply down-sample the evaluated
m × 1 vector of rf (note that µ|m) and there is no need
for an extra µ-point DFT. Employing the FFT version, we
require 2µ⌈log2 µ⌉ multiplications and m − µ + µ⌈log2 µ⌉
additions per µ-point DFT or IDFT. Comparison of the number
of required multiplications in calculation of the above µ inner
products reveals the efficiency of the DFT approach; i.e., less
computational complexity is required for reconstruction of the
signal from the measurements obtained from a sensing matrix
with circular property in the columns. It should be emphasized
that by using the FFT method, the reconstruction algorithm
and therefore, the results are essentially the same (matching
pursuit), however, due to the circular format of the columns
in the sensing matrix, the required computational complexity
is significantly reduced.

VI. NUMERICAL RESULTS
For simulation results we have investigated the binary

,bipolar and ternary matrices which satisfy RIP of order k = 4.
For binary matrices, the Devore’s structure in [15] with the size
of 64×512 is considered while for bipolar matrices using BCH
codes, the matrix size is 63× 512. For the ternary matrix, we
used the mixture of the Devore’s binary 49 × 343 and the
bipolar 7 × 8 matrices that both satisfy the RIP order of at
least k = 4; the final matrix in this fashion would be a ternary

49 × 2744 matrix which satisfies the RIP of at least k = 4,
however, we keep only the first 512 columns of this matrix to
have the same n in all cases. In addition, we have included two
Gaussian random matrices as representatives of the random
compressed sensing, one with the size 64× 512 and the other
with 49×512. After generating the matrices, we observed the
coherence (maximum inner product between distinct columns)
values 1

7 ,
1
4 and

1
4 for the bipolar, binary and ternary matrices,

respectively; i.e., although the bipolar matrix is designed for
the RIP of order 4, the orders up to and including 7 are also
guaranteed.
Figure 2 shows the percentage (probability) of perfect re-

covery (SNRrec. ≥ 100dB) when different sparsity orders are
considered. For the generation of the k-sparse input signals in
the simulations, we first select the support (nonzero locations)
uniformly at random among the

(
512
k

)
possibilities and then

generate the corresponding values by realizations of k normal
random variables; furthermore, the depicted percentage curves
are found by averaging the results for 5000 different input
signals (for each k). For the reconstruction of the k-sparse
input signals from the compressed measurements (noisy or
noiseless), we perform k steps (we assume k is known for
the decoder) of the Orthogonal Matching Pursuit (OMP);
i.e., irrespective of the residual vector, we perform k OMP
iterations. We chose OMP to benefit from the small coherence
of the matrices; OMP is much faster than the basis pursuit
method (and its variants like SPGL1) in our setup. As shown
in Fig. 2, for k = 4 all of the deterministic matrices are able
to recover the sparse signal, and their performance degrade
when k increases (the matrices are designed for k = 4). An
interesting observation is that the bipolar matrix outperforms
other matrices when larger k’s are considered; for example, at
k = 20, the perfect recovery percentage using the samples
obtained from the bipolar matrix is almost 24% better on
average than that of the random matrix and 29% better than
that of the Devore’s Matrix. Although it seems that the ternary
matrix falls short of the performance, it should be reminded
that it uses fewer number of samples (rows) and also it
supports far more number of columns (we chose 512 of the
total 2744). As can be observed, this matrix outperforms the
random matrix of the similar size.
In order to include the noise effect in our results, in Fig.

3, we have considered the recovery using the same matrices
at k = 15 (an overloaded value) when various noise levels
are accompanied with the measurements (y). Again the same
OMP method is employed for the reconstruction and the
results are averaged over 10000 runs. The results confirm that
the performance curve is continuous (stability) when noise is
included. Since the curves for all the matrices coincide for
k = 4, we did not include it.

VII. CONCLUSION

In this paper, we introduced a new connection between the
OOC codes and RIP fulfilling matrices which results in the
construction of binary sampling matrices. We have further
presented a design for bipolar matrices using linear binary
correction codes, especially BHC codes. In the latter design,



9

0 5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

k

R
ec

ov
er

y 
Pe

rc
en

ta
ge

 

 
BCH
Rnd64
Devore
Ternary
Rnd49

Fig. 2. The recovery percentage (SNRrec. ≥ 100dB) for different sparsity
values (k). Sampling matrices for BCH, Devore and ternary methods satisfy
RIP of order at least 4.
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Fig. 3. The SNR of the reconstructed signal for 15-sparse signals when the
compressed samples are accompanied with different noise powers. Sampling
matrices for BCH, Devore and ternary methods satisfy RIP order at least 4.

we replace the zeros in the binary linear code vectors by −1
and use them as the columns of the sensing matrix. These ma-
trices, in addition to their deterministic and known structure,
have two main advantages: 1) simplicity of the measurement
process; real/complex entries in the sensing matrix increases
the computational complexity of the sampler as well as the
required bit-precision for storing the samples, and 2) simplicity
of the reconstruction process. Due to the cyclic property
of the columns inherited from the cyclic codes, the FFT
algorithm can speed up the reconstruction procedure. These
±1 matrices are further expanded by considering {0, 1,−1}
elements; this expansion is achieved by combining the bipolar
and binary matrices. Although the generated matrices show
an improvement in the realizable size of the RIP-constrained
matrices, the bound predicted by random matrices cannot be
achieved.

APPENDIX A
In Theorem 2, we showed that k̃ is equal to the number

of binary sequences of length m̃ such that no two 1s are
spaced by less than m̃ − l − 1 zeros (circular definition). To
evaluate this number, let us define τ (a)

b as the number of binary
sequences of length b such that if the sequence is put around
a circle, between each two 1’s, there is at least a zeros. In
addition, let κ(a)

b be the number of binary sequences such 1’s
are spaced by at least a zeros apart (circular property is no
longer valid for κ(a)

b ). We first calculate κ(a)
b and then we show

the connection between κ(a)
b and τ (a)

b .
There are two kinds of binary sequences counted in κ (a)

b :
1) The last bit in the sequence is 0; by omitting this bit,
we obtain a sequence of length b − 1 with the same
property. Also, each binary sequence of length b − 1
with the above property can be padded by 0 while still
satisfying the required property to be included in κ (a)

b .
Therefore, there are κ(a)

b−1 binary sequence of this type.
2) The last bit in the sequence is 1; this means that the
last a + 1 bits of the sequence are 0, . . . , 0︸ ︷︷ ︸

a

, 1. Similar

to the above case, each binary sequence of length b −
a − 1 counted in κ(a)

b−a−1 can be padded by the block
0, . . . , 0︸ ︷︷ ︸

a

, 1 to produce a sequence included in κ(a)
b . Thus,

there are κ(a)
b−a−1 binary sequences of this type.

In summary, we have the following recursive equation:

κ(a)
b = κ(a)

b−1 + κ(a)
b−a−1 (44)

Since for b ≤ a + 1, there can be at most one 1 in the binary
sequence, we thus have:

1 ≤ b ≤ a + 1 : κ(a)
b = b + 1 (45)

From (44), the last initial condition (κ(a)
a+1 = a + 2) is

equivalent to κ(a)
0 = 1. If we define the onesided Z-transform

of κ(a)
b as follows

κ(a)(z) =
∞∑

b=0

κ(a)
b z−b, (46)

it is not hard to check that:

κ(a)(z) =
1

1 − z−1
· 1 − z−(a+1)

1 − z−1 − z−(a+1)
(47)

Therefore, the increasing rate κ(a)
b with respect to b (b ≫ 1)

has the same order as γb where γ is the largest (in absolute
value) root of f(z) = za+1 − za − 1. Since f(1) · f(2) < 0,
there is a real root in (1 , 2); let us denote this root by γ.
In fact, γ is the largest root of f(z) (we do not prove this;
however, if f(z) has a larger root, the increasing rate of κ (a)

b
would be greater than γ b):

1 < γ < 2 , f(γ) = γa+1 − γa − 1 = 0 (48)

Since γ > 1 we can assume γ = 1 + 1
δ , where δ > 1:

γa+1 − γa = 1 ⇒
(
1 +

1
δ

)a = δ (49)
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In appendix B we show that δ > a0.7, thus, we have:

γ
a

ln a =
(
1 +

1
δ

) a
ln a

= δ
1

ln a > a
0.7
ln a = e0.7 > 2 (50)

Now we can show the connection between τ (a)
b and κ(a)

b .
According to the definition of these parameters, we see that
every binary sequence counted in τ (a)

b is also counted in κ(a)
b ,

therefore, τ (a)
b ≤ κ(a)

b . In addition, if a sequence counted
in κ(a)

b−a is padded with a zeros at the end, it satisfies the
requirements to be counted in τ (a)

b , thus, κ(a)
b−a ≤ τ (a)

b .
Combining the latter two inequalities, we get:

O(γb−a) ≤ τ (a)
b ≤ O(γb) (51)

The above equation in conjunction with the result in (50),
yields:

(
τ (a)
b

) a
ln a $ O

(
2b−a

)
(52)

The interpretation of the above inequality for k̃ is as follows:

k̃ = τ (m̃−l−1)
m̃ $ O

(
2(l+1) ln m̃−l−1

m̃−l−1

)
(53)

Note that m̃ − l − 1 ≤ log2 k where k is the maximum RIP
order that we can guarantee by the arguments in this paper.
Hence, for the constructed bipolar matrices we have:

m = 2m̃ − 1 < 2m̃−l−12l+1 ! O
(

k
(
log2 n

) log2 k
ln log2 k

)
(54)

Figure 4 shows the asymptotic behavior of κ (a)
b at different

a values when b increases. For comparison, Fig. 4 suggests
that κ(5)

b ≈ 1.66 × 1.285b while our approximation is κ(5)
b ≥

O(1.25b).

APPENDIX B

In this appendix we show that if
(
1+ 1

δ

)a = δ, where a ∈ N
and 1 < δ ∈ R, then δ > a0.7. To prove this claim, we start
by the following lemma:
Lemma 1: The function f(x) = x0.3 − 0.5x−0.4 − 0.7 lnx

takes only positive values for x > 0.

Proof It is obvious that limx→+∞ f(x) = +∞. We prove the
lemma by showing that f ′(x) (derivative of f ) has only one
root in [0,∞) which gives the minimum value of f :

f ′(x) = 0.3x−0.7 + 0.2x−1.4 − 0.7x−1

=
3(x0.1)7 − 7(x0.1)4 + 2

10x1.4
(55)

The only positive root of the polynomial 3y 7 − 7y4 + 2 is
y ≈ 1.277; thus, the minimum value of f(x) on the positive
axis is attained at x ≈ 1.27710 ≈ 11.532. Evaluation of the
function at this point shows f(11.532) ≈ 0.18 > 0 #
Now by using the above lemma, for x ≥ 1 we have:

0 < f(x) = x
(
x−0.7 − 0.5x−1.4

)
− ln x0.7

≤ x ln
(
1 + x−0.7

)
− ln x0.7 (56)

Therefore,

elnx0.7
< ex ln

(
1+x−0.7

)
⇒

(
x0.7

)x+1

(
1 + x0.7

)x < 1 (57)

Note that the function ψ(x) = xa+1(
1+x

)a = x
(
1 − 1

1+x

)a is

strictly increasing on the positive axis (both x and 1 − 1
1+x

are increasing). Recalling the equality
(
1+ 1

δ

)a = δ, we know
ψ(δ) = 1; on the other hand, if we put x = a in (57) we get
ψ

(
a0.7

)
< 1 which reveals that δ > a0.7.
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