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#### Abstract

Deterministic $K$-identification (DKI) is addressed for Gaussian channels with slow fading (GSF), where the transmitter is restricted to an average power constraint and channel side information is available at the decoder. We derive lower and upper bounds on the DKI capacity when the number of identifiable messages $K$ may grow sub-linearly with the codeword length $n$. As a key finding, we establish that for deterministic encoding, assuming that the number of identifiable messages $K=2^{\kappa \log n}$ with $\kappa \in[0,1)$ being the identification target rate, the codebook size scales as $2^{(n \log n) R}$, where $R$ is the coding rate.
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## 1 | INTRODUCTION

. Modern communications within the scope of future generation wireless networks (XG) [1, 2] require the transfer of extensive amount of data in wireless communication, including smart applications for internet of things [3], cellular communication, sensor networks, etc. One of the basic and abstract models for wireless communication systems is the fading channel [4, 5]. Unlike the fast fading setting, where the coherence time of the channel is small relative to the latency requirement of the application [5, 6], in the slow fading regime, the latency is short compared to the coherence time [5, 6]. In some appliances, the receiver may acquire channel side information (CSI) by instantaneous estimation of the channel parameters [7, 8].

Numerous applications of future generation wireless networks (XG) [1, 2] are linked with event-triggered communication systems. In such systems, Shannon's message transmission capacity, as studied in [9], is not the appropriate metric for the performance evaluation, instead, the identification capacity is deemed to be an essential quantitative measure. In particular, for object-finding or event-detection scenarios, where the receiver aims to determine the presence of an object or determine the occurrence of an specific event in terms of a reliable Yes / No answer, the so-called identification capacity is the key applicable performance measure [10].

The original coding scheme for the identification problem introduced by Ahlswede and Dueck [10] employs a randomized encoder, where the codewords are tailored according to distributions. The codebook size for randomized identification (RI) grows double-exponentially in the codeword length $n$, i.e., $\sim 2^{2^{n R}}$ 10], where $R$ is the coding rate. Realization of RI codes entails high complexity and is challenging for the applications; cf. [11]. Ahlswede and Dueck were inspired to introduce RI by the work of Jájá 12] who considered an deterministic identification (DI) in communication complexity [13-15]. This
problem can be also considered in the communication setting. Here, the codewords are selected via a deterministic function from the messages. DI may be preferred over RI in complexity-constrained applications of MC systems, where the generation of random codewords could be challenging. The DI for discrete memoryless channels (DMCs) with average power constraint is studied in [16, 17] where the codebook size grows exponentially in the codeword length 10, 16]. Furthermore, the DI for continuous alphabet channels including Gaussian channels with fast and slow fading and the memoryless discrete-time Poisson channel (GSF) is addressed in [17-19] where a new observation regarding the codebook size is reported, namely, it scales super-exponentially with the codeword length $n$, i.e., $\sim 2^{(n \log n) R}$.

In the (standard) identification problem 10], the receiver is interested in a single message which we refer to as the target message in the rest of the paper. However, for the $K$-identification problem [20], the receiver aims to determine the presence of a single message within a set of messages referred to as the target message set The $K$-identification scenario may be understood as the generalization of the original identification problem within this interpretation: the target message (singleton) is substituted with a set of more than one element with size $K$. The first result for $K$-identification is derived by Ahlswede for a DMC $\mathcal{W}$ with randomized encoder setting as follows: Assume that $K=2^{\kappa n}$, then the set of all achievable coding and target identification rate pairs, i.e., $(R, \kappa)$ with a codebook of double exponentially large, i.e., $M=$ $2^{2^{n R}}$, contains $\left\{(R, \kappa): 0 \leq R, \kappa ; R+2 \kappa \leq \mathbb{C}_{R I}(\mathcal{W}, M, K)\right\}$; see [20, Th. 1]. To the best of the authors' knowledge, the fundamental performance limits of DKI for the Gaussian channels has not been studied in the literature, yet.

## 1.1 | Contributions

In this paper, we consider identification systems employing deterministic encoder and receivers that are interested to accomplish the $K$-identification task, namely, finding an object in a target message set of size $K$ where $K=2^{\kappa \log n}$ for $\kappa \in[0,1$ ) scales sub-linearly in the codeword length $n$. We assume that the noise is additive Gaussian and the signal experiences slow fading process. Further, we assume that the channel side information (CSI) is available at the decoder. We formulate the problem of DKI over the GSF under average power constraint which account for the restricted signal energy in the transmitter. As our main objective, we investigate the fundamental performance limits of DKI over the slow fading channel. In particular, this paper makes the following contributions:

- Generalized Identification Model: In several identification systems, often the size of target message set $K$ can be large, particularly when one by one comparison is not demanded due to the delay constraint. In addition, the value of $K$ may increases with the codeword lengths $n$. To do so, we consider a generalized identification model that captures the standard channel (i.e., $K=1$ ), identification channels with constant $K>1$, and identification channels for which $K$ increases with the codeword length $n$. To the best of the authors' knowledge, such a generalized deterministic identification model has not been studied in the literature, yet.
- Codebook Scale: We establish that the codebook size of DKI problem over the Gaussian channels with slow fading for deterministic encoding scales in $n$ similar to the DI problem $(K=1)$ [17, 18], namely super-exponentially in the codeword length $\left(\sim 2^{(n \log n) R}\right.$ ), even when the size of target message set scale as $K=2^{\kappa \log n}$ for any $\kappa \in[0,1)$, which we refer to as the target identification rate. This observation suggests that increasing the number of target messages does not change the scale of the codebook derived for DI over the Gaussian channels [18].
- Capacity Bounds: We derive DKI capacity bounds for the slow fading channel with constant $K \geq 1$ and growing size of the target message set $K=2^{\kappa \log n}$, respectively. We show that for constant $K$, the proposed lower and upper bounds on $R$ are independent of $K$, whereas for growing number of target messages, they are functions of the target

[^0]identification rate $\kappa$.

- Technical Novelty: To obtain the proposed lower bound, the existence of an appropriate sphere packing within the input space, for which the distance between the centers of the spheres does not fall below a certain value, is guaranteed. This packing incorporates the effect of number of target messages as a function of $\kappa$. In particular, we consider the packing of hyper spheres inside a larger large hyper sphere, whose radius grows in both the codeword length $n$ and the target identification rate $\kappa$, i.e., $\sim n^{\frac{1+\kappa}{4}}$. For derivation of the upper bound, we assume that for given sequences of codes with vanishing error probabilities, a certain minimum distance between the codewords is asserted, where this distance depends on the target identification rate and decreases as $K$ grows.


## 1.2 | Organization

The remainder of this paper is structured as follows. In Section 2 system model is explained and the required preliminaries regarding DKI codes are established. Section 3 provides the main contributions and results on the message $K$-identification capacity of the slow fading channel. Finally, Section 4 of the paper concludes with a summary and directions for future research.

## 1.3 | Notations

We use the following notations throughout this paper: Blackboard bold letters $\mathbb{K}, \mathbb{X}, \mathbb{Y}, \mathbb{Z}, \ldots$ are used for alphabet sets. Lower case letters $x, y, z, \ldots$ stand for constants and values of random variables, and upper case letters $X, Y, Z, \ldots$ stand for random variables. The set of consecutive natural numbers from 1 through $M$ is denoted by $\llbracket M \rrbracket$. The set of whole numbers is denoted by $\mathbb{N}_{0} \triangleq\{0,1,2, \ldots\}$. The set of real and non-negative numbers are denoted by $\mathbb{R}$ and $\mathbb{R}_{+}$, respectively. The distribution of a real random variable $X$ is specified by a cumulative distribution function (cdf) $F_{X}(x)=\operatorname{Pr}(X \leq x)$ for $x \in \mathbb{R}$, or alternatively, by a probability density function (pdf) $f_{X}(x)$, when it exists. Lower case bold symbol $\mathbf{x}$ and $\mathbf{y}$ stand for row vectors. A random sequence $\mathbf{X}$ and its distribution $F_{\mathbf{X}}(\mathbf{x})$ are defined accordingly. All logarithms and information quantities are for base 2 . The gamma function for non-positive integer $x$ is denoted by $\Gamma(x)$ and is defined as $\Gamma(x)=(x-1)!$, where $(x-1)!\stackrel{\text { def }}{=}(x-1) \times(x-2) \times \cdots \times 1$. The $\ell_{2}$-norm and $\ell_{\infty}$-norm of vector $\mathbf{x}$ are denoted by $\|\mathbf{x}\|$ and $\|\mathbf{x}\|_{\infty}$, respectively. Furthermore, we denote the $n$-dimensional hyper sphere of radius $r$ centered at $\mathbf{x}_{0}$ with respect to the $\ell_{2}$-norm by $\mathcal{S}_{\mathbf{x}_{0}}(n, r)=\left\{\mathbf{x} \in \mathbb{R}_{+}^{n}:\left\|\mathbf{x}-\mathbf{x}_{0}\right\| \leq r\right\}$. We use $\mathbf{0}=(0, \ldots, 0)$ to represent coordination of the origin. The closure of a set $A$ is denoted by $\mathrm{cl}(A)$. We denote the GSF with $K$ number of target messages by $\mathcal{G}_{\text {slow }}$.

## 2 | SYSTEM MODEL AND PRELIMINARIES

In this section, we present the adopted system model and establish some preliminaries regarding DKI coding.

## 2.1 | System Model

We consider an identification-focused communication setup, where the decoder seeks to accomplish the following task: Determining whether or not an specific message belong ${ }^{2}$ to a set of messages called target message set; see Figure 1 We assume that the signal experiences an additive Gaussian noise and slow fading process.
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FIGURE 1 End-to-end transmission chain for DKI communication in a wireless communication system modelled as a GSF. The transmitter maps message $i$ onto a codeword $\mathbf{c}_{i}=\left(c_{i, 1}, \ldots, c_{i, n}\right)$. The receiver is provided with an arbitrary target message set $\mathbb{K}=\left\{j_{1}, \ldots, j_{K}\right\}$, and given the channel output vector $\mathbf{Y}$, it asks whether the sent message $i$ belong to set of $K$ messages $\left\{j_{1}, \ldots, j_{K}\right\}$ or not.

To attain this objective, a coded communication between the transmitter and the receiver over $n$ channel uses of a Gaussian channel with slow fading is established 3 . We consider the slow fading channel $\mathcal{G}_{\text {slow }}$ which arises as a channel model in the context of wireless communication [5] where the input-output relation is given by

$$
\begin{equation*}
Y_{t}=G x_{t}+Z_{t} \tag{1}
\end{equation*}
$$

where $G_{t}=G \sim f_{G}$ is a continuous random variable $\sim f_{G}(g)$, and the noise sequence $\overline{\mathbf{Z}} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{\sigma_{Z}^{2}}{n}\right)$ where $\sigma_{Z}^{2}>0$ is bounded away from zero. We assume that $G$ has finite expectation and variance $\operatorname{var}(G)>0$. Further, assume that the values of $G$ belong to a set $\mathcal{G}$ where $\gamma \stackrel{\text { def }}{=} \inf _{G \in \mathcal{G}}|G|$, that is, the set $\mathcal{G}$ has a constant infimum or equivalently, the fading coefficients are bounded away from zero, i.e., $\left|G_{t}\right|>\gamma, \forall t \in \llbracket n \rrbracket$ with probability 1.

The average power constraint on the codewords is

$$
\begin{equation*}
\frac{1}{n}\|\mathbf{x}\|^{2} \leq P_{\mathrm{avg}} \tag{2}
\end{equation*}
$$

, where $P_{\text {avg }}>0$ constrain the energy of codeword over the entire $n$ channel uses.

## 2.2 | DI Coding For The GSF

The definition of a DKI code for the GSF $\mathcal{G}_{\text {slow }}$ is given below.
Slow Fading DKI code An $\left(n, M(n, R), K(n, \kappa), e_{1}, e_{2}\right)$ DKI code for a GSF $\mathcal{G}_{\text {slow }}$ under average power constraint of $P_{\text {ave }}$, and for integers $M(n, R)$ and $K(n, \kappa)$, where $n$ and $R$ are the codeword length and coding rate, respectively, with CSI at the decoder is defined as a system $\left(\mathcal{C}, \mathscr{T}_{\mathbb{K}}\right)$, which consists of a codebook $\mathcal{C}=\left\{\mathbf{c}_{i}\right\}_{i \in \llbracket M \rrbracket} \subset \mathbb{R}^{n}$, such that

$$
\begin{equation*}
\frac{1}{n}\left\|\mathbf{c}_{i}\right\|^{2} \leq P_{\mathrm{avg}} \tag{3}
\end{equation*}
$$

$\forall i \in \llbracket M \rrbracket$ and a decoder

$$
\begin{equation*}
\mathscr{T}_{\mathbb{K}}=\bigcup_{j \in \mathbb{K}} \mathbb{T}_{j, g}, \tag{4}
\end{equation*}
$$

[^2]

FIGURE 2 Illustration of a deterministic 3-identification setting with target message set $\mathbb{K}=\{2,3,4\}$. In the correct identification scenario, channel output is observed in the union of individual decoder $\mathbb{T}_{j, g}$ where $j$ belongs to the target message set. Type I error occurs if the channel output is detected in the complement of union of individual decoders for which the index of codeword at the lest belongs to. The case where the index of codeword at the left does not match to any of the individual decoders for which the channel output belongs to the their union, is referred to as the type II error.
where $\mathbb{T}_{j, g} \subset \mathbb{R}^{n}$, for $j \in \llbracket M \rrbracket, g \in \mathcal{G}$, and $\mathbb{K} \in\binom{M}{K} \downarrow$. Given a message $i \in \llbracket M \rrbracket$, the encoder transmits $\mathbf{c}_{i}$, and the decoder's aim is to answer the following question: Was a desired message $j \in \mathbb{K}$ sent or not? There are two types of errors that may occur (see Figure 2): Rejection of the true message for $i \in \mathbb{K}$ (type I), or acceptance of a false message for $i \notin \mathbb{K}$ (type II). The corresponding error probabilities of the DKI code ( $\mathcal{C}, \mathscr{T}_{\mathbb{K}}$ ) are given by

$$
\begin{align*}
& P_{e, 1}(i)=\sup _{g \in \mathcal{G}}\left[\operatorname{Pr}\left(\mathbf{Y} \in \mathscr{T}_{\mathbb{K}}^{c} \mid \mathbf{x}=\mathbf{c}_{i}\right)\right]_{i \in \mathbb{K}}=\sup _{g \in \mathcal{G}}\left[1-\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) d \mathbf{y}\right]_{i \in \mathbb{K}}  \tag{5}\\
& P_{e, 2}(i, \mathbb{K})=\sup _{g \in \mathcal{G}}\left[\operatorname{Pr}\left(\mathbf{Y} \in \mathscr{T}_{\mathbb{K}} \mid \mathbf{x}=\mathbf{c}_{i}\right)\right]_{i \notin \mathbb{K}}=\sup _{g \in \mathcal{G}}\left[\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) d \mathbf{y}\right]_{i \notin \mathbb{K}} \tag{6}
\end{align*}
$$

where

$$
\begin{align*}
f_{\mathbf{Z}}(\mathbf{z}) & =f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) \\
& =\prod_{t=1}^{n} f_{\mathbf{Z}}\left(y_{t}-g c_{i, t}\right) \\
& =\prod_{t=1}^{n} \frac{1}{\left(2 \pi \sigma_{Z}^{2}\right)^{1 / 2}} e^{-z_{t}^{2} / 2 \sigma_{Z}^{2}} \\
& =\frac{1}{\left(2 \pi \sigma_{Z}^{2}\right)^{n / 2}} e^{-\|\mathbf{z}\|^{2} / 2 \sigma_{Z}^{2}} \tag{7}
\end{align*}
$$

(see Figure $\mathbb{1}$ and satisfy the following bounds $P_{e, 1}(i) \leq e_{1}, \forall i \in \mathbb{K}$ and $P_{e, 2}(i, \mathbb{K}) \leq e_{2}, \forall i \notin \mathbb{K}$, where $\mathbb{K} \in\binom{M}{K}$ and every $e_{1}, e_{2}>0$.

[^3]A rate $R>0$ is called achievable if for every $e_{1}, e_{2}>0$ and sufficiently large $n$, there exists an $(n, M(n, R), K(n, \kappa)$, $\left.e_{1}, e_{2}\right)$ DKI code. The DKI capacity of the GSF $\mathcal{G}_{\text {slow }}$ is defined as the supremum of all achievable rates, and is denoted by $\mathbb{C}_{D I}\left(\mathcal{G}_{\text {slow }}, M, K\right)$.

Remark 1 If the fading coefficients can be zero or arbitrarily close to zero, i.e., $0 \in \operatorname{cl}(\mathcal{G})$, then it immediately follows that the DKI capacity is zero. To see this, observe that if $0 \in \operatorname{cl}(\mathcal{G})$, then

$$
\begin{align*}
P_{e, 1}(i)+P_{e, 2}(i, \mathbb{K}) & =\sup _{g \in \mathcal{G}}\left[1-\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) d \mathbf{y}\right]+\sup _{g \in \mathcal{G}}\left[\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) d \mathbf{y}\right] \\
& \geq\left[1-\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) d \mathbf{y}\right]_{\substack{g=0, i \in \mathbb{K}}}+\left[\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i}\right) d \mathbf{y}\right]_{\substack{g=0, i \notin \mathbb{K}}} \\
& =1 . \tag{8}
\end{align*}
$$

## 3 DKI CAPACITY OF THE GSF

In this section, we first present our main results, i.e., lower and upper bounds on the achievable identification rates for the GSF. Subsequently, we provide the detailed proofs of these bounds.

## 3.1 | Main Results

The DKI capacity theorem for GSF $\mathcal{G}_{\text {slow }}$ is stated below.

Theorem 1 Consider the GSF $\mathcal{G}_{\text {slow }}$ and assume that the fading coefficients are bounded away from zero, i.e., $0 \notin \operatorname{cl}(\mathcal{G})$. Further, assume that the number of target messages scales sub-linearly with codeword length n, i.e., $K(n, \kappa)=2^{\kappa \log n}$, where $\kappa \in[0,1)$. Then the DKI capacity of $\mathcal{G}_{\text {slow }}$ subject to average power constraint of the form $\left\|\mathbf{c}_{i}\right\|^{2} \leq n P$ ave and a codebook of super-exponential scale, i.e., $M(n, R)=2^{(n \log n) R}$, is bounded by

$$
\begin{equation*}
\frac{1-\kappa}{4} \leq \mathbb{C}_{D I}\left(\mathcal{G}_{\text {slow }}, M, K\right) \leq 1+\kappa \tag{9}
\end{equation*}
$$

Proof The proof of Theorem 1 consists of two parts, namely the achievability and the converse proofs, which are provided in Sections 3.2 and 3.3 respectively.

Remark 2 The result in Theorem 7 comprises the following three special cases in terms of $K$ :

- Unit $K=1$ : This cases accounts for a standard identification setup ( $\kappa=0$ ), that is, when the target message set is a degenerate case $\mathbb{K}=\{i\}_{i \in \llbracket M \rrbracket}$, i.e., $K=|\mathbb{K}|=1$. Therefore, the identification setup as studied in [10] can be regarded as a special case of $K$-identification. This result is known in the identification literature [10, 17, 18, 21].
- Constant $K>1$ : Constant $K>1$ implies $\kappa \rightarrow 0$ as $n \rightarrow \infty$. Surprisingly, our capacity result in Theorem 1 reveals that the bounds for the GSF with constant finite $K>1$ are in fact identical to those for the memoryless GSF given in [17, 18, 21].
- Growing K: Our capacity results reveal that reliable identification is possible even when $K$ scales with the codeword length as $\sim 2^{\kappa \log n}$ for $\kappa \in[0,1)$. Moreover, the impact of target identificaiton rate $\kappa$ is reflected in the capacity lower and upper bounds in 9, where the bounds respectively decrease and increase in $\kappa$.


## 3.2 | Achievability

The achievability proof consists of the following two main steps.

- Step 1: We propose a codebook construction and derive an analytical lower bound on the corresponding codebook size using inequalities for sphere packing density.
- Step 2: To prove that this codebook leads to an achievable rate, we propose a decoder and show that the corresponding type I and type II error rates vanished as $n \rightarrow \infty$.


### 3.2.1 | Normalization

Since the decoder can normalize the output symbols by $\sqrt{n}$, we have an equivalent input-output relation,

$$
\begin{equation*}
\bar{Y}_{t}=G \bar{x}_{t}+\bar{Z}_{t}, \tag{10}
\end{equation*}
$$

where $G_{t}=G \sim f_{G}$, and the noise sequence $\overline{\mathbf{Z}} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{\sigma_{Z}^{2}}{n}\right)$, with an input power constraint

$$
\begin{equation*}
\|\overline{\mathbf{x}}\| \leq \sqrt{A} \tag{11}
\end{equation*}
$$

where $A \stackrel{\text { def }}{=} P_{\text {ave }}$ and

$$
\begin{equation*}
\overline{\mathbf{x}}=\frac{1}{\sqrt{n}} \mathbf{x} \quad, \quad \overline{\mathbf{Z}}=\frac{1}{\sqrt{n}} \mathbf{Z} \quad, \quad \overline{\mathbf{Y}}=\frac{1}{\sqrt{n}} \mathbf{Y} \tag{12}
\end{equation*}
$$

## | Codebook Construction

We use a packing arrangement of non-overlapping hyper spheres of radius $r_{0}=\sqrt{\theta_{n}}$ in a large hyper sphere with radius $\sqrt{A}-\sqrt{\theta_{n}}$, with

$$
\begin{equation*}
\theta_{n}=\frac{A \sqrt{K}}{n^{\frac{1}{2}(1-b)}}=\frac{A}{n^{\frac{1}{2}(1-(b+\kappa))}}, \tag{13}
\end{equation*}
$$

where $0<b<1$ is an arbitrarily small constan 5 , and $\kappa \in[0,1)$.
Let $\mathscr{S}$ denote a sphere packing, i.e., an arrangement of $M$ non-overlapping spheres $\mathcal{S}_{\overline{\mathbf{c}}_{i}}\left(n, r_{0}\right), i \in \llbracket M \rrbracket$, that are packed inside the larger sphere $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$ with radius $\sqrt{A}-\sqrt{\theta_{n}}$. As opposed to standard sphere packing in coding techniques [22], the spheres are not necessarily entirely contained within the larger sphere. That is, we only require that the centers of the spheres are inside $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$ and are disjoint from each other and have a non-empty intersection with $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$. The packing density $\Delta_{n}(\mathscr{S})$ is defined as the ratio of the saturated packing volume to the larger sphere's volume $\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)\right)$, i.e.,

$$
\begin{equation*}
\Delta_{n}(\mathscr{S}) \triangleq \frac{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right) \cap \bigcup_{i=1}^{M} \mathcal{S}_{\overline{\mathbf{c}}_{i}}\left(n, r_{0}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)\right)} . \tag{14}
\end{equation*}
$$

[^4]Sphere packing $\mathscr{S}$ is called saturated if no spheres can be added to the arrangement without overlap.
In particular, we use a packing argument that has a similar flavor as that observed in the Minkowski-Hlawka theorem for saturated packing [22]. Specifically, consider a saturated packing arrangement of

$$
\begin{equation*}
\bigcup_{i=1}^{M(n, R)} \mathcal{S}_{\mathbf{c}_{i}}\left(n, \sqrt{\theta_{n}}\right) \tag{15}
\end{equation*}
$$

spheres with radius $r_{0}=\sqrt{\theta_{n}}$ embedded within sphere $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$. Then, for such an arrangement, we have the following lower [23, Lem. 2.1] and upper bounds [22, Eq. 45] on the packing density

$$
\begin{equation*}
2^{-n} \leq \Delta_{n}(\mathscr{S}) \leq 2^{-0.599 n} \tag{16}
\end{equation*}
$$

In our subsequent analysis, we use the above lower bound which can be proved as follows: For the saturated packing arrangement given in [15), there cannot be a point in the larger sphere $\mathcal{S}_{\mathbf{0}}(n, \sqrt{A}-$ $\sqrt{\theta_{n}}$ ) with a distance of more than $2 r_{0}$ from all sphere centers. Otherwise, a new sphere could be added which contradicts the assumption that the union of $M(n, R)$ spheres with radius $\sqrt{\theta_{n}}$ is saturated. Now, if we double the radius of each sphere, the spheres with radius $2 r_{0}$ cover thoroughly the entire volume of $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$, that is, each point inside the large hyper sphere $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$ belongs to at least one of the small spheres. In general, the volume of a hyper sphere of radius $r$ is given by [22, Eq. (16)]

$$
\begin{equation*}
\operatorname{Vol}\left(\mathcal{S}_{\mathbf{x}}(n, r)\right)=\frac{\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}+1\right)} \cdot r^{n} \tag{17}
\end{equation*}
$$

Hence, if the radius of the small spheres is doubled, the volume of


FIGURE 3 Illustration of a saturated sphere packing inside a hyper sphere, where small spheres of radius $r_{0}=\sqrt{\theta_{n}}$ cover a larger hyper sphere. The small spheres are disjoint from each other and have a non-empty intersection with the large sphere. Some of the small spheres, colored in green, are not entirely contained within the larger sphere, and yet they are considered to be a part of the packing arrangement, since their centers fulfill the power constraint in 11 Yellow colored spheres whose centers exactly lies on the circle with radius $A$ do not contribute to the packing. As we assign a codeword to each sphere center (white and green), the 2norm of a codeword is bounded by $\sqrt{A}$ as required. $\bigcup_{i=1}^{M(n, R)} \mathcal{S}_{\mathbf{c}_{i}}\left(n, \sqrt{\theta_{n}}\right)$ is increased by $2^{n}$. Since the spheres with radius $2 r_{0}$ cover $\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)$, it follows that the original $r_{0}$-radius packing has a density of at least $2^{-n} 6$. We assign a codeword to the center $\mathbf{c}_{i}$ of each small sphere. The codewords satisfy the input constraint as

$$
\begin{equation*}
\left\|\overline{\mathbf{c}}_{i}\right\| \leq \sqrt{A} \tag{18}
\end{equation*}
$$

Since the volume of each sphere is equal to $\operatorname{Vol}\left(\mathcal{S}_{\mathbf{c}_{1}}\left(n, r_{0}\right)\right)$ and the centers of all spheres lie inside the sphere, the total number of spheres is bounded from below by

$$
M=\frac{\operatorname{Vol}\left(\bigcup_{i=1}^{M} \mathcal{S}_{\overline{\mathbf{c}}_{i}}\left(n, r_{0}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{c}_{1}}\left(n, r_{0}\right)\right)}
$$

[^5]\[

$$
\begin{align*}
& \geq \frac{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right) \cap \bigcup_{i=1}^{M} \mathcal{S}_{\overline{\mathbf{c}}_{i}}\left(n, r_{0}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\overline{\mathbf{c}}_{1}}\left(n, r_{0}\right)\right)} \\
& =\frac{\Delta_{n}(\mathscr{S}) \cdot \operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\overline{\mathbf{c}}_{1}}\left(n, r_{0}\right)\right)} \\
& \geq 2^{-n} \cdot \frac{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{A}-\sqrt{\theta_{n}}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\overline{\mathbf{c}}_{1}}\left(n, r_{0}\right)\right)} \tag{19}
\end{align*}
$$
\]

where the first inequality holds by 14 and the second inequality holds by 16 . The above bound can be further simplified as follows

$$
\begin{align*}
\log M & \stackrel{(a)}{\geq} \log \left(\frac{\sqrt{A}-\sqrt{\theta_{n}}}{r_{0}}\right)^{n}-n \\
& \stackrel{(b)}{=} n \log \left(\frac{\sqrt{A}-\sqrt{\theta_{n}}}{\sqrt{\theta_{n}}}\right)-n \\
& =n \log \left(\sqrt{\frac{A}{\theta_{n}}}-1\right)-n \\
& \stackrel{(c)}{\geq} \frac{1}{2} n \log \left(\frac{A}{\theta_{n}}\right)-2 n \tag{20}
\end{align*}
$$

where (a) exploits [17, (b) follows from $r_{0}=\sqrt{\theta_{n}}$, and (c) holds by $\log (t-1) \geq \log t-1, \forall t \geq 2$. Therefore, for $\theta_{n}=A / n^{\frac{1}{2}(1-(b+\kappa))}$, we obtain

$$
\begin{align*}
\log M & \geq \frac{1}{2} n \log n^{\frac{1}{2}(1-(b+\kappa))}-2 n \\
& =\left(\frac{1-(b+\kappa)}{4}\right) n \log n-2 n \tag{21}
\end{align*}
$$

where the dominant term is of order $n \log n$. Hence, for obtaining a finite value for the lower bound of the rate, $R$, 21 induces the scaling law of $M$ to be $2^{(n \log n) R}$. Therefore, we obtain

$$
\begin{equation*}
R \geq \frac{1}{\log n}\left[\left(\frac{1-(b+\kappa)}{4}\right) \log n-2\right] \tag{22}
\end{equation*}
$$

which tends to $\frac{1-\kappa}{4}$ when $n \rightarrow \infty$ and $b \rightarrow 0$.

## Encoding

Given message $i \in \llbracket M \rrbracket$, transmit $\overline{\mathbf{x}}=\overline{\mathbf{c}}_{i}$.

## Decoding

Let

$$
\begin{equation*}
\tau_{n}=\frac{\gamma^{2} \theta_{n}}{3}=\frac{A \gamma^{2}}{3 n^{\frac{1}{2}(1-(b+\kappa))}} \tag{23}
\end{equation*}
$$

where $0<b<1$ is an arbitrarily small constant, $0<c<2$ is a constant, $\kappa \in[0,1)$, and $\gamma$ is the infimum value of all fading coefficients $g$.

To identify whether message $j \in \mathcal{M}$ was sent, given the fading coefficient $g$, the decoder checks whether the channel output $\overline{\mathbf{y}}$ belongs to the following decoding set:

$$
\begin{equation*}
\mathscr{T}_{\mathbb{K}}=\bigcup_{j \in \mathbb{K}} \mathbb{T}_{j, g}, \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{T}_{j, g}=\left\{\overline{\mathbf{y}} \in \mathbb{R}^{n}: \sum_{t=1}^{n}\left(\bar{y}_{t}-g \bar{c}_{j, t}\right)^{2} \leq \sigma_{Z}^{2}+\tau_{n}\right\} \tag{25}
\end{equation*}
$$

is referred to as the individual decoding territory evaluated for observation vector $\mathbf{y}$ and codeword $\mathbf{c}_{j}$.

## | Error Analysis

Fix $e_{1}, e_{2}>0$ and let $\zeta_{0}, \zeta_{1}>0$ be arbitrarily small constants. Before we proceed, for the sake of brevity of analysis, we introduce the following conventions:

- Let $Y_{t}(. \mid i, g)$ denote the channel output at time $t$ given that $\overline{\mathbf{x}}=\overline{\mathbf{c}}_{i}$ and $G=g$.
- $\mathbf{Y}(. \mid i, g)=\left(Y_{1}(. \mid i, g), \ldots, Y_{n}(. \mid i, g)\right)$.

Consider the type I errors, i.e., the transmitter sends $\overline{\mathbf{c}}_{i}$, yet $\mathbf{Y}(. \mid i, g) \notin \mathbb{T}_{\mathbb{K}, g}$. For every $i \in \llbracket M \rrbracket$, the type I error probability is given by

$$
\begin{equation*}
P_{e, 1}(i)=\sup _{g \in \mathcal{G}}\left[P_{e, 1}(i \mid g)\right] \tag{26}
\end{equation*}
$$

where

$$
\begin{align*}
P_{e, 1}(i \mid g) & =\operatorname{Pr}\left(\overline{\mathbf{Y}}(. \mid i, g) \in \mathbb{T}_{\mathbb{K}, g}^{c}\right) \\
& =\operatorname{Pr}\left(\overline{\mathbf{Y}}(. \mid i, g) \in\left(\bigcup_{i \in \mathbb{K}} \mathbb{T}_{i, g}\right)^{c}\right) \\
& \stackrel{(a)}{=} \operatorname{Pr}\left(\overline{\mathbf{Y}}(. \mid i, g) \in \bigcap_{i \in \mathbb{K}} \mathbb{T}_{i, g}^{c}\right) \\
& \stackrel{(b)}{\leq} \operatorname{Pr}\left(\overline{\mathbf{Y}}(. \mid i, g) \in \mathbb{T}_{i, g}^{c}\right) \\
& \stackrel{(c)}{=} \operatorname{Pr}\left(\sum_{t=1}^{n}\left(\bar{Y}_{t}(. \mid i, g)-G \bar{c}_{i, t}\right)^{2}>\sigma_{Z}^{2}+\tau_{n}\right) \\
& \stackrel{(d)}{=} \operatorname{Pr}\left(\sum_{t=1}^{n} \bar{Z}_{t}^{2}>\sigma_{Z}^{2}+\tau_{n}\right), \tag{27}
\end{align*}
$$

where (a) follows by De Morgan's law for finite number of unions, i.e., $\left(\bigcup_{i \in \mathbb{K}} \mathbb{T}_{i, g}\right)^{c}=\bigcap_{i \in \mathbb{K}} \mathbb{T}_{i, g}^{c}$, (b) holds since $\bigcap_{i \in \mathbb{K}} \mathbb{T}_{i, g}^{c} \subset \mathbb{T}_{i, g},(c)$ follows by definition of the individual decoding territory in [25), and (d) holds since the fading coefficient $G$ and the noise vector $\overline{\mathbf{Z}}$ are statistically independent.

Now, in order to bound $P_{e, 1}(i \mid g)$, we apply Chebyshev's inequality, namely

$$
\begin{align*}
P_{e, 1}(i \mid g) & \leq \operatorname{Pr}\left(\sum_{t=1}^{n} \bar{Z}_{t}^{2}-\sigma_{Z}^{2}>\tau_{n}\right) \\
& \stackrel{(a)}{\leq} \frac{3 \sigma_{Z}^{4}}{n \tau_{n}^{2}} \\
& \stackrel{(b)}{=} \frac{27 \sigma_{Z}^{4}}{A^{2} \gamma^{4} n^{\kappa+b}} \\
& \leq e_{1} \tag{28}
\end{align*}
$$

where ( $a$ ) holds since the fourth moment of a Gaussian variable $V \sim \mathcal{N}\left(0, \sigma_{V}^{2}\right)$ is $\mathbb{E}\left[V^{4}\right]=3 \sigma_{V}^{4}$ and (b) follows from [23. Hence, $P_{e, 1}(i \mid g) \leq e_{1}, \forall g \in \mathcal{G}$ holds for sufficiently large $n$ and arbitrarily small $e_{1}>0$. Thereby, the type I error probability satisfies $P_{e, 1}(i) \leq e_{1}$; see [26.

Next, we address type II errors, i.e., when $\overline{\mathbf{Y}}(. \mid i, g) \in \mathbb{T}_{\mathbb{K}, g}$ while the transmitter sent $\overline{\mathbf{c}}_{i}$ with $i \notin \mathbb{K}$. Then, for every $\mathbb{K} \in\binom{M}{K}$, where $i \notin \mathbb{K}$, the type II error probability is given by

$$
\begin{equation*}
P_{e, 2}(i, \mathbb{K})=\sup _{g \in \mathcal{G}}\left[P_{e, 2}(i, \mathbb{K} \mid g)\right], \tag{29}
\end{equation*}
$$

where

$$
\begin{align*}
P_{e, 2}(i, \mathbb{K} \mid g) & =\operatorname{Pr}\left(\overline{\mathbf{Y}}(. \mid i, g) \in \mathbb{T}_{\mathbb{K}, g}\right) \\
& =\operatorname{Pr}\left(\overline{\mathbf{Y}}(. \mid i, g) \in\left(\bigcup_{j \in \mathbb{K}} \mathbb{T}_{j, g}\right)\right) \\
& \equiv \operatorname{Pr}\left(\bigcup_{j \in \mathbb{K}}\left\{\sum_{t=1}^{n}\left(\bar{Y}_{t}(. \mid i, g)-G \bar{c}_{j, t}\right)^{2} \leq \sigma_{Z}^{2}+\tau_{n}\right\}\right) \\
& \stackrel{(a)}{=} \operatorname{Pr}\left(\bigcup_{j \in \mathbb{K}}\left\{\sum_{t=1}^{n}\left(g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)+\bar{Z}_{t}\right)^{2} \leq \sigma_{Z}^{2}+\tau_{n}\right\}\right) \\
& \stackrel{(b)}{\leq} \sum_{j \in \mathbb{K}} \operatorname{Pr}\left(\sum_{t=1}^{n}\left(g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)+\bar{Z}_{t}\right)^{2} \leq \sigma_{Z}^{2}+\tau_{n}\right), \tag{30}
\end{align*}
$$

where ( $a$ ) hold since the fading coefficient $G$ and the noise vector $\overline{\mathbf{Z}}$ are statistically independent and (b) follows by the union bound, i.e., the probability of union of events is upper bounded by sum of probability of the individual events.

In order to bound [30, we divide into two cases. First, consider $g \in \mathcal{G}$ such that $\left\|g\left(\overline{\mathbf{c}}_{i}-\overline{\mathbf{c}}_{j}\right)\right\|>2 \sqrt{\sigma_{Z}^{2}+\tau_{n}}$. Therefore,
by the reverse triangle inequality, $\|\mathbf{a}-\mathbf{b}\| \geq\|\mathbf{a}\|-\|\mathbf{b}\| \|$, we have

$$
\begin{align*}
\sqrt{\sum_{t=1}^{n}\left(\left(g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)\right)+\bar{Z}_{t}\right)^{2}} & \geq\left\|g\left(\overline{\mathbf{c}}_{i}-\overline{\mathbf{c}}_{j}\right)\right\|-\|\overline{\mathbf{Z}}\| \\
& \geq 2 \sqrt{\sigma_{Z}^{2}+\tau_{n}}-\|\overline{\mathbf{Z}}\| \tag{31}
\end{align*}
$$

Hence, for every $g$ such that $\left\|g\left(\overline{\mathbf{c}_{i}}-\overline{\mathbf{c}_{j}}\right)\right\|>2 \sqrt{\sigma_{Z}^{2}+\tau_{n}}$, we can bound the type II error probability by

$$
\begin{align*}
P_{e, 2}(i, \mathbb{K} \mid g) & \leq \sum_{j \in \mathbb{K}} \operatorname{Pr}\left(\|\overline{\mathbf{Z}}\| \geq \sqrt{\sigma_{Z}^{2}+\tau_{n}}\right) \\
& =\sum_{j \in \mathbb{K}} \operatorname{Pr}\left(\sum_{t=1}^{n} \bar{Z}_{t}^{2}>\sigma_{Z}^{2}+\tau_{n}\right) \\
& \leq \frac{3 K \sigma_{Z}^{4}}{n \tau_{n}^{2}} \\
& =\frac{27 \sigma_{Z}^{4}}{A^{2} \gamma^{4} n^{b}} \\
& \leq e_{2} \tag{32}
\end{align*}
$$

where (a) follows from applying Chebyshev's inequality and since the fourth moment of a Gaussian variable $V \sim \mathcal{N}\left(0, \sigma_{V}^{2}\right)$ is $\mathbb{E}\left[V^{4}\right]=3 \sigma_{V}^{4}$ and (b) follows from 23. Hence, $P_{e, 1}(i \mid g) \leq e_{1}, \forall g \in \mathcal{G}$ holds for sufficiently large $n$ and arbitrarily small $e_{1}>0$. Thereby, the type I error probability satisfies $P_{e, 2}(i, \mathbb{K}) \leq e_{2}$; see [26.

Now, we focus on the second case, i.e., when

$$
\begin{equation*}
\left\|g\left(\overline{\mathbf{c}}_{i}-\overline{\mathbf{c}}_{j}\right)\right\| \leq 2 \sqrt{\sigma_{Z}^{2}+\tau_{n}} \tag{33}
\end{equation*}
$$

Observe that for every given $g \in \mathcal{G}$,

$$
\begin{equation*}
\sum_{t=1}^{n}\left(g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)+\bar{Z}_{t}\right)^{2}=\sum_{t=1}^{n} g^{2}\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)^{2}+\sum_{t=1}^{n} \bar{Z}_{t}^{2}+2 \sum_{t=1}^{n} g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right) Z_{t} \tag{34}
\end{equation*}
$$

Then define the event

$$
\begin{equation*}
\mathcal{E}_{0}(\mathbf{Z} \mid g)=\left\{\mathbf{Z} \in \mathbb{R}^{n}:\left|\sum_{t=1}^{n} g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right) \bar{Z}_{t}\right|>\frac{\tau_{n}}{2}\right\} \tag{35}
\end{equation*}
$$

Now, in order to bound $\operatorname{Pr}\left(\mathcal{E}_{0}(\mathbf{Z} \mid g)\right)$, we apply Chebyshev's inequality, namely

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{E}_{0}(\mathbf{Z} \mid g)\right) & \leq \frac{\operatorname{Var}\left[\sum_{t=1}^{n} g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right) \bar{Z}_{t}\right]}{\left(\tau_{n} / 2\right)^{2}} \\
& \stackrel{(a)}{=} \frac{4 \sum_{t=1}^{n} g^{2}\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)^{2} \mathbb{E}\left[\bar{Z}_{t}^{2}\right]}{\tau_{n}^{2}} \\
& \stackrel{(b)}{=} \frac{4 \sigma_{Z}^{2}\left\|g\left(\overline{\mathbf{c}}_{i}-\overline{\mathbf{c}}_{j}\right)\right\|^{2}}{n \tau_{n}^{2}}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(c)}{=} \frac{16 \sigma_{Z}^{2}\left(\sigma_{Z}^{2}+\tau_{n}\right)}{n \tau_{n}^{2}} \\
& =\frac{144 \sigma_{Z}^{2}\left(\sigma_{Z}^{2}+\tau_{n}\right)}{A^{2} \gamma^{4} n^{\kappa+b}} \\
& \stackrel{\text { def }}{=} \zeta_{0}, \tag{36}
\end{align*}
$$

where $(a)$ and $(b)$ holds since the noise sequence $\overline{\mathbf{Z}} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}\left(0, \frac{\sigma_{Z}^{2}}{n}\right)$, that is, $\operatorname{Var}\left[\bar{Z}_{t}\right]=\mathbb{E}\left[\bar{Z}_{t}^{2}\right]-\mathbb{E}^{2}\left[\bar{Z}_{t}\right]=\frac{\sigma_{Z}^{2}}{n}$, and (c) follows from (33). Observe that given the complementary event $\mathcal{E}_{0}^{c}(\mathbf{Z} \mid g)$, we have

$$
\begin{equation*}
2 \sum_{t=1}^{n} g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right) \bar{Z}_{t} \geq-\tau_{n} \tag{37}
\end{equation*}
$$

Therefore, the event $\mathcal{E}_{0}^{c}(\mathbf{Z} \mid g)$, the type II error event in (30) and the identity in 33) together imply that the following event occurs,

$$
\begin{equation*}
\mathcal{E}_{1}(\mathbf{Z} \mid g)=\left\{\mathbf{Z} \in \mathbb{R}^{n}: \sum_{t=1}^{n} g^{2}\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)^{2}+\sum_{t=1}^{n} \bar{Z}_{t}^{2} \leq \sigma_{Z}^{2}+2 \tau_{n}\right\} \tag{38}
\end{equation*}
$$

Now lets define

$$
\begin{equation*}
\mathcal{H}_{i, j}(\mathbf{Z} \mid g)=\left\{\mathbf{Z} \in \mathbb{R}^{n}: \sum_{t=1}^{n}\left(g\left(\bar{c}_{i, t}-\bar{c}_{j, t}\right)+\bar{Z}_{t}\right)^{2} \leq \sigma_{Z}^{2}+\tau_{n}\right\} \tag{39}
\end{equation*}
$$

Therefore, applying the law of total probability to 40, we have

$$
\begin{align*}
P_{e, 2}(i, \mathbb{K} \mid g) & =\sum_{j \in \mathbb{K}}\left[\operatorname{Pr}\left(\mathcal{H}_{i, j}(\mathbf{Z} \mid g) \cap \mathcal{E}_{0}(\mathbf{Z} \mid g)\right)+\operatorname{Pr}\left(\mathcal{H}_{i, j}(\mathbf{Z} \mid g) \cap \mathcal{E}_{0}^{c}(\mathbf{Z} \mid g)\right)\right] \\
& \leq \sum_{j \in \mathbb{K}}\left[\operatorname{Pr}\left(\mathcal{E}_{0}(\mathbf{Z} \mid g)\right)+\operatorname{Pr}\left(\mathcal{E}_{1}(\mathbf{Z} \mid g)\right)\right] \\
& \leq K\left[\zeta_{0}+\operatorname{Pr}\left(\mathcal{E}_{1}(\mathbf{Z} \mid g)\right)\right] \tag{40}
\end{align*}
$$

where the last inequality holds by 36 .
We now proceed with bounding $\operatorname{Pr}\left(\mathcal{E}_{1}(\mathbf{Z} \mid g)\right)$ as follows. Based on the codebook construction, each codeword is surrounded by a sphere of radius $\sqrt{\theta_{n}}$, that is

$$
\begin{equation*}
\left\|\overline{\mathbf{c}}_{i}-\overline{\mathbf{c}}_{j}\right\| \geq \sqrt{\theta_{n}} \tag{41}
\end{equation*}
$$

which implies

$$
\begin{equation*}
g^{2}\left\|\overline{\mathbf{c}}_{i}-\overline{\mathbf{c}}_{j}\right\|^{2} \geq \gamma^{2} \theta_{n} \tag{42}
\end{equation*}
$$

where $\gamma$ is the infimum value in $\mathcal{G}$. Thus, we can establish the following upper bound for event $\mathcal{E}_{1}(\mathbf{Z} \mid g)$ :

$$
\operatorname{Pr}\left(\mathcal{E}_{1}(\mathbf{Z} \mid g)\right) \leq \operatorname{Pr}\left(\|\overline{\mathbf{Z}}\|^{2} \leq \sigma_{Z}^{2}+2 \tau_{n}-\gamma^{2} \theta_{n}\right)
$$

$$
\begin{align*}
& =\operatorname{Pr}\left(\|\overline{\mathbf{Z}}\|^{2}-\sigma_{Z}^{2} \leq-\tau_{n}\right) \\
& =\operatorname{Pr}\left(\sum_{t=1}^{n} \bar{Z}_{t}^{2}-\sigma_{Z}^{2} \leq-\tau_{n}\right) \\
& \stackrel{(a)}{\leq} \frac{\sum_{t=1}^{n} \operatorname{Var}\left[\bar{Z}_{t}^{2}\right]}{\tau_{n}^{2}} \\
& \stackrel{(b)}{\leq} \frac{\sum_{t=1}^{n} \mathbb{E}\left[\bar{Z}_{t}^{4}\right]}{\tau_{n}^{2}} \\
& =\frac{3 n\left(\frac{\sigma_{Z}^{2}}{n}\right)^{2}}{\tau_{n}^{2}} \\
& =\frac{3 \sigma_{Z}^{4}}{n \tau_{n}^{2}} \\
& \stackrel{(c)}{=} \frac{27 \sigma_{Z}^{4}}{A^{2} \gamma^{4} n^{\kappa+b}} \\
& \stackrel{\text { def }}{=} \zeta_{1} \tag{43}
\end{align*}
$$

where (a) follows from applying Chebyshev's inequality, $(b)$ holds since the fourth moment of a Gaussian variable $V \sim$ $\mathcal{N}\left(0, \sigma_{V}^{2}\right)$ is $\mathbb{E}\left[V^{4}\right]=3 \sigma_{V}^{4}$ and $(c)$ follows from 23) and (36. Therefore, we can proceed to bound the rightmost in 40 as follows

$$
\begin{align*}
P_{e, 2}(i, \mathbb{K}) & \leq K\left[\operatorname{Pr}\left(\mathcal{E}_{0}(\mathbf{Z} \mid g)\right)+\operatorname{Pr}\left(\mathcal{E}_{1}(\mathbf{Z} \mid g)\right)\right] \\
& \leq K\left[\zeta_{0}+\zeta_{1}\right] \\
& =\frac{144 K \sigma_{Z}^{2}\left(\sigma_{Z}^{2}+\tau_{n}\right)}{A^{2} \gamma^{4} n^{\kappa+b}}+\frac{27 K \sigma_{Z}^{4}}{A^{2} \gamma^{4} n^{\kappa+b}} \\
& =\frac{144 \sigma_{Z}^{2}\left(\sigma_{Z}^{2}+\tau_{n}\right)+27 \sigma_{Z}^{4}}{A^{2} \gamma^{4} n^{b}} \\
& \leq e_{2} \tag{44}
\end{align*}
$$

hence, $P_{e, 2}(i, \mathbb{K} \mid g) \leq e_{2}, \forall g \in \mathcal{G}$ holds for sufficiently large $n$ and arbitrarily small $e_{2}>0$. Thereby, the type II error probability satisfies $P_{e, 2}(i, \mathbb{K}) \leq e_{2}$; see (29).

We have thus shown that for every $e_{1}, e_{2}>0$ and sufficiently large $n$, there exists an ( $\left.n, M(n, R), K(n, \kappa), e_{1}, e_{2}\right)$ code.

## 3.3 | Converse Proof

The converse proof consists of the following two main steps.

- Step 1: We show in Lemma 1 that for any achievable rate (for which the type I and type II error probabilities vanish as $n \rightarrow \infty$ ), the distance between every pair of codeword should be at least larger than a threshold.
- Step 2: Employing the Lemma 1 we derive an upper bound on the codebook size of achievable DKI codes.

We start with the following lemma which establish a lower bound on the Euclidean norm of two different codewords' differ-
ence.

Lemma 1 Suppose that $R$ is an achievable rate for the GSF $\mathcal{G}_{\text {slow }}$ and let $b>0$ be an arbitrarily small constant that does not depend on codeword length $n$. Consider a sequence of $\left(n, M(n, R), K(n, \kappa), e_{1}^{(n)}, e_{2}^{(n)}\right) \operatorname{codes}\left(\mathcal{C}^{(n)}, \mathcal{T}^{(n)}\right)$ such that $e_{1}^{(n)}$ and $e_{2}^{(n)}$ tend to zero as $n \rightarrow \infty$. Then there exists $n_{0}(b)$, such that for all $n>n_{0}(b)$, every pair of codewords in the codebook $\mathcal{C}^{(n)}$ satisfies the following property.

For every pair of codewords, $\mathbf{c}_{i_{1}}$ and $\mathbf{c}_{i_{2}}$,

$$
\begin{equation*}
\left\|\mathbf{c}_{i_{1}}-\mathbf{c}_{i_{2}}\right\| \geq 2 \sqrt{n \epsilon_{n}^{\prime}} \tag{45a}
\end{equation*}
$$

for all $i_{1}, i_{2} \in \llbracket M \rrbracket$, such that $i_{1} \neq i_{2}$, with

$$
\begin{equation*}
\epsilon_{n}^{\prime}=\frac{A}{n^{2(1+\kappa+b)}}, \tag{45b}
\end{equation*}
$$

Proof The proof is given in Appendix A

Next, we use Lemma 1 to prove the upper bound on the DKI capacity. Observe that Lemma implies that the distance between every pair of codewords satisfies

$$
\begin{equation*}
\left\|\mathbf{c}_{i_{1}}-\mathbf{c}_{i_{2}}\right\| \geq 2 \sqrt{n \epsilon_{n}^{\prime}} \tag{46}
\end{equation*}
$$

Thus, we can define an arrangement of non-overlapping spheres $\mathcal{S}_{\mathbf{c}_{i}}\left(n, \sqrt{n \epsilon_{n}^{\prime}}\right)$, i.e., spheres of radius $\sqrt{n \epsilon_{n}^{\prime}}$ that are centered at the codewords $\mathbf{c}_{i}$. Since the codewords all belong to a large hyper sphere $\mathcal{S}_{\mathbf{0}}(n, \sqrt{n A})$ of radius $\sqrt{n A}$, it follows that the number of packed small spheres, i.e., the number of codewords $M$, is bounded by

$$
\begin{align*}
& M=\frac{\operatorname{Vol}\left(\bigcup_{i=1}^{M} \mathcal{S}_{\mathbf{c}_{i}}\left(n, r_{0}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{c}_{1}}\left(n, \sqrt{n A}+r_{0}\right)\right)} \\
& \stackrel{(a)}{=} \Delta_{n}(\mathscr{S}) \cdot \frac{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{n A}+r_{0}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{c}_{1}}\left(n, r_{0}\right)\right)} \\
& \stackrel{(b)}{\leq} 2^{-0.599 n} \cdot \frac{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{0}}\left(n, \sqrt{n A}+r_{0}\right)\right)}{\operatorname{Vol}\left(\mathcal{S}_{\mathbf{c}_{1}}\left(n, r_{0}\right)\right)}, \tag{47}
\end{align*}
$$

where ( $a$ ) holds by definition of packing density, ( $b$ ) follows from inequality (16). The above bound can be further simplified as follows

$$
\begin{align*}
\log M & \stackrel{(a)}{\leq} \log \left(\frac{\sqrt{n A}+r_{0}}{r_{0}}\right)^{n}-0.599 n \\
& \leq n \log \left(\frac{\sqrt{n A}+r_{0}}{r_{0}}\right)-0.599 n \\
& \stackrel{(b)}{=} \frac{1}{2} n \log \left(\frac{A}{\epsilon_{n}^{\prime}}+1\right)-0.599 n \tag{48}
\end{align*}
$$

where (a) exploits 17 and (b) follows from $r_{0}=\frac{1}{2}\left(2 \sqrt{n \epsilon_{n}^{\prime}}\right)$. Therefore, for $\epsilon_{n}^{\prime}=A / n^{2(1+\kappa+b)}$, we obtain

$$
\begin{align*}
\log M & \leq \frac{1}{2} n \log \left(n^{2(1+\kappa+b)}+1\right)-0.599 n \\
& =\frac{1}{2} n \log \left(n^{2(1+\kappa+b)}\left(1+1 / n^{2(1+\kappa+b)}\right)\right)-0.599 n \\
& =\frac{1}{2} n \log \left(n^{2(1+\kappa+b)}\right)+\frac{1}{2} n \log \left(1+1 / n^{2(1+\kappa+b)}\right)-0.599 n \\
& =(1+\kappa+b) n \log n+\frac{1}{2} n \log \left(1+1 / n^{2(1+\kappa+b)}\right)-0.599 n \tag{49}
\end{align*}
$$

where the dominant term is again of order $n \log n$. Hence, for obtaining a finite value for the upper bound of the rate, $R$, 48 induces the scaling law of $M$ to be $2^{(n \log n) R}$. Hence, we obtain

$$
\begin{align*}
R & \leq \frac{1}{n \log n}\left[(1+\kappa+b) n \log n+\frac{1}{2} n \log \left(1+1 / n^{2(1+\kappa+b)}\right)-0.599 n\right] \\
& =1+\kappa+b+\log \left(1+1 / n^{2(1+\kappa+b)}\right) / \log n-0.599 / \log n \tag{50}
\end{align*}
$$

which tends to $1+\kappa$ as $n \rightarrow \infty$ and $b \rightarrow 0$. This completes the proof of Theorem 1

## 4 | SUMMARY AND FUTURE DIRECTIONS

In this work, we studied the DKI problem over the GSF with $K$ number target messages. We assumed that $K=K(n, \kappa)=$ $2^{\kappa \log n}=n^{\kappa}$ where $\kappa \in[0,1)$ scales sub-linearly with the codeword length $n$. In practice, the receiver sometimes suspend the exact matching task as is considered for the standard identification [17, 17] and requires only to spot an object among a group, therefore, our results in this paper may serve as a model for event-triggered based tasks in the context of many practical XG applications where population of the target group scales sub-linearly in the codeword length. Especially, we obtained lower and upper bounds on the DKI capacity of the GSF with $K=2^{\kappa \log n}$ many target messages subject to average power constraint with the codebook size of $M(n, R)=2^{(n \log n) R}=n^{n R}$. Our results for the DKI capacity of the GSF revealed that the super-exponential scale of $n^{n R}=2^{(n \log n) R}$ is again the appropriate scale for codebook size. This scale coincides as of the codebook for the memoryless GSF and Gaussian channels [17, 18] and stands considerably different from the traditional scales in transmission and RI setups where corresponding codebooks size grows exponentially and double exponentially, respectively.

We show the achievability proof using a packing of hyper spheres and a distance decoder. In particular, we pack hyper spheres with radius $\sqrt{n \theta_{n}} \sim n^{\frac{1+\kappa}{4}}$ where $\kappa \in[0,1)$ is the target identification rate, inside a larger hyper sphere, which results in $\sim 2^{((1-\kappa) / 4) n \log n}$ codewords. For the converse proof, we follow a similar approach as in our previous work for the standard identification over the slow fading channel [17, 21]. In general, the derivation here is more involved than the derivation in the standard identification case [18] and entails employing of new analysis and inequalities. In our previous work on Gaussian channels with slow fading [18], the converse proof was based on establishing a minimum distance between each pair of codewords. Here, we incorporate effect of the number of target messages into the minimum distance in the relevant Lemma; see Eq. 1 1

The results presented in this paper can be extended in several directions, some of which are listed in the following as potential topics for future research works:

- Memory: Including inter-symbol (ISI) interference into the channel model assuming that the degree of ISI is either
constant or growing function in codeword length as observed in a recent work for Poisson channel [24].
- Fast Fading: The results in this paper can be extended to the Gaussian channels with fast fading model.
- Maximum Power Constraint: Our achievability proof in this work consider only the average power constraint, however, an interesting future research may include both the average and maximum power constraints at the same time which seems more practical.
- Continuous Alphabet Conjecture: Our observations for the codebook size of following studies
- Standard identification over the Gaussian channels without memory [18, 21],
- Standard identification over the Poisson channels without memory [11, 19, 25],
- Standard identification over the Poisson channels with memory [24],
- $K$-identification over the Slow fading channel without memory (current paper),
lead us to conjecture that the codebook size for every continuous alphabet channel either in standard or $K$-identification and with/out memory is a super-exponential function, i.e., $2^{(n \log n) R}$. However, a formal proof of this conjecture remains unknown.
- Fekete's Lemma: Investigation of the behavior of the DKI capacity in the sense of Fekete's Lemma [26]: To verify whether the pessimistic $\left(\underline{C}=\liminf _{n \rightarrow \infty} \frac{\log M(n, R)}{n \log n}\right)$ and optimistic $\left(\bar{C}=\lim \sup _{n \rightarrow \infty} \frac{\log M(n, R)}{n \log n}\right)$ capacities [27] coincide or not; see [26] for more details.
- Channel Reliability Function: A complete characterization of the asymptotic behavior of the decoding errors as a function of the codeword length for $0<R<C$ requires knowledge of the corresponding channel reliability function (CRF) [28]. To the best of the authors' knowledge, the CRF for DKI has not been studied in the literature so far, neither for the Gaussian channel [17] nor the Poisson channel [11, 19, 25].
- Explicit Code Construction: Explicit construction of DKI codes with incorporating the effect of number of target messages and the development of low-complexity encoding/decoding schemes for practical designs where the associated efficiency of such codes can be evaluated with regard to to the our derived performance bounds in Section 3
- Multi User: The extension of this study (point-to-point system) to multi-user scenarios (e.g., broadcast and multiple access channels) or multiple-input multiple-output channels may seems more relevant in applications of complex MC nano-networks within the future generation wireless networks (XG).


## A | PROOF OF LEMMA 1

In the following, we provide the proof of Lemma The method of proof is by contradiction, namely, we assume that the condition given in 45a is violated and then we show that this leads to a contradiction, namely, sum of the type I and type II error probabilities converge to one, i.e., $\lim _{n \rightarrow \infty}\left[P_{e, 1}\left(i_{1}\right)+P_{e, 2}\left(i_{2}, \mathbb{K}\right)\right]=1$. Fix $e_{1}$ and $e_{2}$. Let $\zeta, \eta, \mu, \pi>0$ be arbitrarily small constants. Assume to the contrary that there exist two messages $i_{1}$ and $i_{2}$, where $i_{1} \neq i_{2}$, such that

$$
\begin{equation*}
\left\|\mathbf{c}_{i_{1}}-\mathbf{c}_{i_{2}}\right\|<2 \sqrt{n \epsilon_{n}^{\prime}}=\alpha_{n} \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n} \equiv \frac{2 \sqrt{A}}{n^{\frac{1}{2}(1+2(\kappa+b)}} . \tag{52}
\end{equation*}
$$

Now let us define the following subsets

$$
\begin{gather*}
\mathbb{P}_{i_{1}, i_{2}}=\left\{\mathbf{y} \in \mathbb{T}_{i_{1}, \mathbf{g}}:\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\| \leq \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)}\right\}  \tag{53}\\
\mathbb{Q}_{i_{1}, i_{2}}=\left\{\mathbf{y} \in \mathbb{Y}^{n}:\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\| \leq \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)}\right\} \tag{54}
\end{gather*}
$$

Then, observe that

$$
\begin{equation*}
P_{e, 1}\left(i_{1}\right)+P_{e, 2}\left(i_{2}, \mathbb{K}\right)=\sup _{g \in \mathcal{G}}\left[1-\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}\right]_{i_{1} \in \mathbb{K}}+\sup _{g \in \mathcal{G}}\left[\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right) d \mathbf{y}\right]_{i_{2} \notin \mathbb{K}} \tag{55}
\end{equation*}
$$

Now consider the first integral in 55 where for every $g \in \mathcal{G}$ we have,

$$
\begin{align*}
& \int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} \stackrel{(a)}{\leq} \int_{\bigcup_{i_{1} \in \mathbb{K}}} \mathbb{T}_{i_{1}, g} f \mathbf{Z}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} \\
& \stackrel{(a)}{=} \int\left(\bigcup_{i_{1} \in \mathbb{K}} \mathbb{T}_{i_{1}, g}\right) \cap \mathbb{P}_{i_{1}, i_{2}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int\left(\bigcup_{i_{1} \in \mathbb{K}} \mathbb{T}_{i_{1}, g}\right) \cap \mathbb{P}_{i_{1}, i_{2}}^{c} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} \\
& \stackrel{(b)}{\leq} \int \bigcup_{i_{1} \in \mathbb{K}}\left(\mathbb{T}_{i_{1}, g} \cap \mathbb{P}_{i_{1}, i_{2}}\right) f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int \bigcup_{i_{1} \in \mathbb{K}}\left(\mathbb{T}_{i_{1}, g} \cap \mathbb{P}_{i_{1}, i_{2}}^{c}\right) . f \mathbf{Z}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} \\
& \stackrel{(c)}{\leq} \int \bigcup_{i_{1} \in \mathbb{K}} \mathbb{P}_{i_{1}, i_{2}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int \bigcup_{i_{1} \in \mathbb{K}} \mathbb{Q}_{i_{1}, i_{2}}^{c} f\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}, \tag{56}
\end{align*}
$$

where ( $a$ ) holds by the union bound, ( $b$ ) follows by the following

$$
\begin{equation*}
\left(\bigcup_{i_{1} \in \mathbb{K}} \mathbb{T}_{i_{1}, g}\right) \cap \mathbb{P}_{i_{1}, i_{2}} \subset \bigcup_{i_{1} \in \mathbb{K}}\left(\mathbb{T}_{i_{1}, g} \cap \mathbb{P}_{i_{1}, i_{2}}\right) \tag{57a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\bigcup_{i_{1} \in \mathbb{K}} \mathbb{T}_{i_{1}, g}\right) \cap \mathbb{P}_{i_{1}, i_{2}}^{c} \subset \bigcup_{i_{1} \in \mathbb{K}}\left(\mathbb{T}_{i_{1}, g} \cap \mathbb{P}_{i_{1}, i_{2}}^{c}\right) \tag{57b}
\end{equation*}
$$

and (c) holds since

$$
\begin{equation*}
\mathbb{Q}_{i_{1}, i_{2}}^{c} \supset \mathbb{T}_{i_{1}, g} \cap \mathbb{P}_{i_{1}, g}^{c} \tag{58}
\end{equation*}
$$

Consider the second integral in 56. Then, by the triangle inequality,

$$
\left\|\mathbf{y}-g \mathbf{c}_{i, 1}\right\| \geq\left\|\mathbf{y}-g \mathbf{c}_{i, 2}\right\|-\left\|g\left(\mathbf{c}_{i, 1}-\mathbf{c}_{i, 2}\right)\right\|
$$

$$
\begin{align*}
& =\left\|\mathbf{y}-g \mathbf{c}_{i, 2}\right\|-g\left\|\mathbf{c}_{i, 1}-\mathbf{c}_{i, 2}\right\| \\
& >\sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)}-g\left\|\mathbf{c}_{i, 1}-\mathbf{c}_{i, 2}\right\| \\
& \geq \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)}-g \alpha_{n} . \tag{59}
\end{align*}
$$

For sufficiently large $n$, this implies the following subset

$$
\begin{equation*}
\mathbb{R}_{i_{1}, i_{2}}^{c}=\left\{y^{n} \in \mathbb{Y}^{n}:\left\|\mathbf{y}-g \mathbf{c}_{i, 1}\right\|>\sqrt{n\left(\sigma_{Z}^{2}+\eta\right)}\right\} \tag{60}
\end{equation*}
$$

for $\eta<\frac{\zeta}{2}$. That is,

$$
\begin{equation*}
\left\{\mathbf{y} \in \mathbb{Y}^{n}:\left\|\mathbf{y}-g \mathbf{c}_{i, 2}\right\| \geq \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)}\right\} \quad \stackrel{\text { implies }}{\longrightarrow}\left\{\mathbf{y} \in \mathbb{Y}^{n}:\left\|\mathbf{y}-g \mathbf{c}_{i, 1}\right\| \geq \sqrt{n\left(\sigma_{Z}^{2}+\eta\right)}\right\} \tag{61}
\end{equation*}
$$

Thus we deduce that

$$
\begin{equation*}
\mathbb{R}_{i_{1}, i_{2}}^{c} \supset \mathbb{Q}_{i_{1}, i_{2}}^{c} \tag{62}
\end{equation*}
$$

Hence, the second integral in the right hand side of 56 is bounded by

$$
\begin{align*}
\int_{i_{1} \in \mathbb{K}} \mathbb{Q}_{i_{1}, i_{2}}^{c} f\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} & \leq \int_{\bigcup_{i_{1} \in \mathbb{K}} \mathbb{R}_{i_{1}, i_{2}}^{c}} f \mathbf{Z}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} \\
& =\sum_{i_{1} \in \mathbb{K}} \operatorname{Pr}\left(\left\|\mathbf{y}-g \mathbf{c}_{i, 1}\right\| \geq \sqrt{n\left(\sigma_{Z}^{2}+\eta\right)}\right) \\
& =K \cdot \operatorname{Pr}\left(\mid \mathbf{Z} \|^{2}-n \sigma_{Z}^{2}>n \eta\right) \\
& \stackrel{(a)}{\leq} \frac{3 \sigma_{Z}^{4}}{n^{1-\kappa} \eta^{2}} \\
& \leq \mu, \tag{63}
\end{align*}
$$

for sufficiently large $n$ with $\kappa \in[0,1$ ), where ( $a$ ) holds by Chebyshev's inequality, followed by the substitution of $\mathbf{z} \equiv$ $\mathbf{y}-g \mathbf{c}_{i_{1}}$. Thus, by (56),

$$
\begin{align*}
\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} & \leq \int \bigcup_{i_{1} \in \mathbb{K}} \mathbb{T}_{i_{1}, g} f\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y} \\
& \leq \int \bigcup_{i_{1} \in \mathbb{K}} \mathbb{P}_{i_{1}, i_{2}} f \mathbf{Z}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\mu . \tag{64}
\end{align*}
$$

Now, let us focus on the first integral in (56) with domain of $\mathbb{P}_{i_{1}, i_{2}}$, i.e., where

$$
\begin{equation*}
\left\|\mathbf{y}-g \mathbf{c}_{i, 2}\right\| \leq \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)} \tag{65}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)-f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right)=f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)\left[1-e^{-\frac{1}{2 \sigma_{Z}^{2}}\left(\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|^{2}-\left\|\mathbf{y}-g \mathbf{c}_{i_{1}}\right\|^{2}\right)}\right] \tag{66}
\end{equation*}
$$

By the triangle inequality,

$$
\begin{equation*}
\left\|\mathbf{y}-g \mathbf{c}_{i_{1}}\right\| \leq\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|+g\left\|\mathbf{c}_{i_{1}}-\mathbf{c}_{i_{2}}\right\| \tag{67}
\end{equation*}
$$

Taking the square of both sides, we have

$$
\begin{align*}
\left\|\mathbf{y}-g \mathbf{c}_{i_{1}}\right\|^{2} & \leq\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|^{2}+g^{2}\left\|\mathbf{c}_{i_{2}}-\mathbf{c}_{i_{1}}\right\|^{2}+2\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\| \cdot g\left\|\mathbf{c}_{i_{2}}-\mathbf{c}_{i_{1}}\right\| \\
& \stackrel{(a)}{\leq}\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|^{2}+g^{2} \alpha_{n}^{2}+2 g \alpha_{n} \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)} \\
& \stackrel{(b)}{=}\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|^{2}+\frac{4 A g^{2}}{n^{1+2(\kappa+b)}}+\frac{4 g \sqrt{A\left(\sigma_{Z}^{2}+\zeta\right)}}{n^{\kappa+b}} \tag{68}
\end{align*}
$$

where ( $a$ ) follows from 51] and (65], and (b) holds by [52]. Now, in order to bound 68), let us define,

$$
\begin{equation*}
N_{\max } \stackrel{\text { def }}{=} 2 \sigma_{Z}^{2} \cdot \max \left(4 A g^{2}, 8 g \sqrt{A\left(\sigma_{Z}^{2}+\zeta\right)}\right) \tag{69}
\end{equation*}
$$

Therefore, 68 is bounded as follows

$$
\begin{align*}
\left\|\mathbf{y}-g \mathbf{c}_{i_{1}}\right\|^{2}-\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|^{2} & \leq \frac{4 A g^{2}}{n^{1+2(\kappa+b)}}+\frac{4 g \sqrt{A\left(\sigma_{Z}^{2}+\zeta\right)}}{n^{\kappa+b}} \\
& \leq \frac{2 \sigma_{Z}^{2} N_{\max }}{n^{\kappa+b}} \tag{70}
\end{align*}
$$

where the last inequality holds since $n^{1+2(\kappa+b)} \geq n^{\kappa+b}$ for a given $\kappa$ and $b$, and every $n$. Now let us define

$$
\begin{equation*}
\omega_{n} \stackrel{\operatorname{def}}{=} \frac{N_{\max }}{n^{\kappa+b}} \tag{71}
\end{equation*}
$$

Then we employ inequality $1-\frac{1}{x} \leq \ln x, \forall x>0$ ([29, Eq. 1]) by setting $x=\frac{1}{1-\omega_{n}}$ and provide an upper bound on $\omega_{n}$ as follows

$$
\begin{align*}
\omega_{n} & \leq \ln \left(\frac{1}{1-\omega_{n}}\right) \\
& =\ln \left(\frac{n^{\kappa+b}}{n^{\kappa+b}-N_{\max }}\right) \tag{72}
\end{align*}
$$

where conditions $x>0$ and $\omega_{n}<1$ are fulfilled for sufficiently large $n$. Therefore by 70 we obtain

$$
\begin{equation*}
\left\|\mathbf{y}-g \mathbf{c}_{i_{1}}\right\|^{2}-\left\|\mathbf{y}-g \mathbf{c}_{i_{2}}\right\|^{2} \leq 2 \sigma_{Z}^{2} \cdot \ln \left(\frac{n^{\kappa+b}}{n^{\kappa+b}-N_{\max }}\right) \tag{73}
\end{equation*}
$$

Hence,

$$
\begin{align*}
f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)-f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right) & \leq f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)\left(1-e^{-\frac{\omega_{n}}{2 \sigma_{Z}^{2}}}\right) \\
& \leq f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)\left(1-e^{-\ln \left(\frac{n^{\kappa+b}}{n^{\kappa+b}-N_{\max }}\right)}\right) \\
& \leq f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)\left(1-\frac{n^{\kappa+b}-N_{\max }}{n^{\kappa+b}}\right) \\
& \leq f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) \cdot \frac{N_{\max }}{n^{\kappa+b}} \\
& =f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) \cdot \omega_{n} \tag{74}
\end{align*}
$$

Now we obtain,

$$
\begin{align*}
e_{1}+e_{2} & \geq P_{e, 1}\left(i_{1}\right)+P_{e, 2}\left(i_{2}, \mathbb{K}\right) \\
& \stackrel{(a)}{\geq} \sup _{g \in \mathcal{G}}\left[P_{e, 1}\left(i_{1} \mid g\right)\right]+\sup _{g \in \mathcal{G}}\left[P_{e, 2}\left(i_{2}, \mathbb{K} \mid g\right)\right] \\
& \stackrel{(b)}{\geq} \sup _{g \in \mathcal{G}}\left[P_{e, 1}\left(i_{1} \mid g\right)+P_{e, 2}\left(i_{2}, \mathbb{K} \mid g\right)\right] \\
& \stackrel{(c)}{=} \sup _{g \in \mathcal{G}}\left[1-\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right) d \mathbf{y}\right]
\end{align*}
$$

where (a) follows by [26 and 29, (b) holds since supremum is sub-additive and (c) is due to definitions of error in (5) and 6. Now we proceed to bound (75) as follows

$$
\begin{align*}
& \sup _{g \in \mathcal{G}}\left[1-\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int_{\mathscr{T}_{\mathbb{K}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right) d \mathbf{y}\right] \\
& \stackrel{(a)}{\geq} \sup _{g \in \mathcal{G}}\left[1-\mu-\int_{i_{1} \in \mathbb{K}} \mathbb{P}_{i_{1}, i_{2}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int_{\bigcup_{i_{1} \in \mathbb{K}}} \mathbb{T}_{i_{1}, g} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right) d \mathbf{y}\right] \\
& \stackrel{(b)}{\geq} \sup _{g \in \mathcal{G}}\left[1-\mu-\int_{i_{1} \in \mathbb{K}}^{\cup} \mathbb{P}_{i_{1}, i_{2}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}+\int_{i_{1} \in \mathbb{K}} \mathbb{P}_{i_{1}, i_{2}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right) d \mathbf{y}\right] \\
& \stackrel{(c)}{=} \sup _{g \in \mathcal{G}}\left[1-\mu-\int_{i_{1} \in \mathbb{K}}^{\cup} \mathbb{P}_{i_{1}, i_{2}}\left[f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)-f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right)\right] d \mathbf{y}\right] \tag{76}
\end{align*}
$$

where (a) holds by (64) and $(b)$ follows from $\mathbb{P}_{i_{1}, i_{2}} \subset \mathbb{T}_{i_{1}, g}$. Now we proceed to bound 76) as follows

$$
\begin{align*}
& \sup _{g \in \mathcal{G}}\left[1-\mu-\int_{i_{1} \in \mathbb{K}} \mathbb{P}_{i_{1}, i_{2}}\left[f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right)-f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{2}}\right)\right] d \mathbf{y}\right] \\
& \stackrel{(a)}{\geq} \sup _{g \in \mathcal{G}}\left[1-\mu-\omega_{n} \int_{i_{i_{1} \in \mathbb{K}}} \mathbb{P}_{i_{1}, i_{2}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}\right] \\
& \stackrel{(b)}{\geq} \sup _{g \in \mathcal{G}}\left[1-\mu-\omega_{n} \sum_{i_{1} \in \mathbb{K}} \int_{\mathbb{P}_{i_{1}, i_{2}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}\right] \\
& \stackrel{(c)}{\geq} \sup _{g \in \mathcal{G}}\left[1-\mu-\omega_{n} \cdot|\mathbb{K}|\right] \\
& \stackrel{(d)}{=} \sup _{g \in \mathcal{G}}\left[1-\mu-\frac{K N_{\max }}{n^{b+\kappa}}\right] \\
& (e) \\
& \geq \sup _{g \in \mathcal{G}}[1-\mu-\pi] \\
& =1-2 \mu-\pi  \tag{77}\\
& =1
\end{align*}
$$

where (a) follows by [74, (b) holds by the union bound, (c) follows from

$$
\begin{equation*}
\int_{\mathbb{P}_{i_{1}, i_{2}}} f_{\mathbf{Z}}\left(\mathbf{y}-g \mathbf{c}_{i_{1}}\right) d \mathbf{y}=\operatorname{Pr}\left(\left\|\mathbf{y}-g \mathbf{c}_{i_{1}}\right\| \leq \sqrt{n\left(\sigma_{Z}^{2}+\zeta\right)}\right) \leq 1 \tag{78}
\end{equation*}
$$

and (c) follows since $|\mathbb{K}|=K=n^{\kappa}$, (d) follows from [71], and (e) holds since $\frac{K N_{\max }}{n^{b+\kappa}}=\frac{1}{n^{b}} \leq \pi$ for sufficiently large $n$. Thereby, recalling 75, (76, (77) we obtain

$$
\begin{equation*}
e_{1}+e_{2} \geq 1-2 \mu-\pi \tag{79}
\end{equation*}
$$

Clearly, this is a contradiction since the error probabilities tend to zero as $n \rightarrow \infty$. Thus, the assumption in [51] is false. This completes the proof of Lemma 1
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[^0]:    ${ }^{1}$ For instance, the $K$-identification scenario may be used whenever a person aims to determine whether a winner is among their favourite teams or within the context of lottery prize; when people seek to know if a lottery number is among their collection of numbers.

[^1]:    ${ }^{2}$ We assume that the transmitter does not know which specific $K$ messages the decoder is interested in. This assumption is justified by the fact that otherwise, entire communication setting is specialized to transmission of only one indicator bit between Alice and Bob.

[^2]:    ${ }^{3}$ The proposed performance bounds works regardless of whether or not an specific code is used for communication, although proper codes may be required to approach such performance limits.

[^3]:    ${ }^{4}$ We recall that $\binom{M}{K}$ is the family of all subsets of $\llbracket M \rrbracket$ with size $K$ and DKI code definition applies to every possible choice of set $\mathbb{K}$ with $K$ arbitrary messages from the original message set $\llbracket M \rrbracket$.

[^4]:    ${ }^{5}$ we recall that our achievability proof works for any $b \in(0,1)$; however, arbitrarily small values of $b$ are of interest since they result in the tightest lower bound.

[^5]:    ${ }^{6}$ We note that the proposed proof of the lower bound in 16 is non-constructive in the sense that, while the existence of the respective saturated packing is proved, no systematic construction method is provided.

