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#### Abstract

ARSTRACT

Uncertainties of computer results are of priaary interest in applications such as high-level waste repository performance assessment in which experimental validation is not possible or practical. Because of the complex computational structure of large computer models, and because of the large number of input and data parameters associated with such models. to date almost all uncertainty analysis of computer results has been performed using a statistical approach. This paper presents a deterninistic uncertainty analysis (DJA) method for calculating uncertainties that has the potential to significantly reduce the number of computer runs compared to conventional statistical analysis. The method is based upon the availability of derivative and sensitivity data such as that calculated using the well known direct or adjoint sensitivity analysis techniques. Formation of response surfaces using derivative data and the propagation of imput probability distributions are discussed relative to their role in the DUA method. A saple problem that models the flow of water through a borehole is used as a basis to compare the cumalative distribution function of the Low rate as calculated by the standard statistical methods and the DUA method. Propogation of uncertainties by the DUA method is compared for ten cases in which the nuber of reference model runs was varied from one to ten. The DUA method gives a more accurate representation of the true cumulative distribution of the flow rate based upon as few as two model executions compared to fifty model executions using a statistical approach.


## I. IRIRODUCTIOA

The Office of Nuclear Waste Isolation (ONWI) is performing sensitivity and uncertainty studies as part of its performance assessment of a highlevel nuclear waste repository in salt. [1,2] The role of the sensitivity analysis is to provide a means to linit the scope of the more complicated problea of quantifying uncertainties. Uncertainty analyses will be performed to support design reliability studies, to produce a cost-benefit analysis in conjunction with cost estimates, to insure compliance with regulatory criteria, and to help identify important research and development needs.

For quantification of uncertainties in computer-generated results, the problen can be expressed more precisely as the propagation of input uncertainties through models by the laws of probability to obtain output uncertainties. Uncertainties of computer results are of primary interest in applications such as repository performance assessment in which experimental validation is not possible or practical. Because of the complicated nature of the computational structure of large computer models, and because of the large number of input and data parameters associated with such models, to date almost all uncertainty analysis of computer results has been performed using a statistical approach. The purpose of this work is to present an alternate deterministic approach that retains the characteristics of analytically computing result uncertainties based upon parameter probability distributions.

## II. BACEEROURD

The analytical propagation of input uncertainties through a calculational model is unfeasible, if not impossible, for all but the most simple models. The difficulty lies in mapping probability density functions from a multidimensional space of input parameters to the onedimensional output distribution function. To circurvent this problem, the most comon approach is to randomly sample the input distributions and then calculate the model output of interest, constructing a probability distribution of the output by rerunning the model for each sample set of input parameters. The input probability distributions and any parameter correlations are handled, in a statistical sense, in the sampling procedure.[3,4] The information available fron probability propagation is lost, but hopefully the sampling procedure will lead to an output distribution that is representative of that which would result from the actual propagation of input probability distributions. As the number of sampling sets increases, the difference between the calculated and "true" output distribution diminishes. The problens occur in practice when the number of runs of the computer model needed to assure a large enough statistical sample becones too expensive.

Another approach is to discretize the input probabilities into histograms and evaluate the model output of interest for all possibilities of parameter combinations to form a probability tree.[5] All parameter correlations are incorporated into the tree probability structure. This method does not rely on random sampling and probabilities are easily propagated in probability trees by simple multiplication. The histogram probability distributions are not actually propagated, but rather mean or
endpoint parameter values are used. This method is quite feasible for models with a seall number of parameters or even for a large number of input parsmeters if the model is simple (inexpensive). Again the problem arises when the computer model has numerous input parameters and/or is expensive to run.

A third approach is the response surface method in which the computer model is replaced with a simple analytical expression.[6] The expression is constructed by fitting the computed values of the model output oo the corresponding input parameters, or more generally, to chosen functions of the input parameters. The uncertainty in the computed value of the expression is then deternined in the usual statistical sense by sampling of the input distributions. The advantage of replacing the model with the response surface is the drastically reduced computational tine to compute the expression result compared to running the computer model. The disadvantage is the introduction of error in the calculated output by replacement of the nodel with a simple expression.

This paper introduces a method for calculating the uncertainty in computer model results that is analytic (deterministic) :n principal and that is firmly based on the nodel equations. The method combines the characteristics of the response surface method and probability trees. Statistical sampling is not required and probabilities are propagated analytically within discretized numerical meshes that encompass the parameter space. This approach is referred to as the Deterministic Uncertainty Analysis (DUA) method.

## III. DETERHINISTIC UNCERTAINTY AMALYSIS hETHOD

The approach underlying the deterainistic calculation of uncertainties in the DUA method reifes upon (1) a replacement of the computer model with an analytical function relating the responses of interest to the paraneters of interest and (2) discretizing the parameter space and calculating the expected value of the response within each discrete parameter space "mesh." The parameters of interest are chosen to be those that are "uncercain," meaning that they have known or assumed probability distributions. The parameters of interest may often include the entire set of data used by the computer model.

This deterministic approach differs from the response surface methods in two ways. First, the analytical function is constructed based upon the response value of interest as well as the partial derivatives of the response with respect to each of the parameters. The classical response surface method constructs the surface (analytical expression) based only upon the response value at each parameter space point. Thus the degrees of freedon with which to fit the response to the parameter values is much greater in the DUA method than in the response surface methods. There is of course no reason to distinguish the DUA method from response surface methods if the response surfaces are constructed using derivative data; but in the classical response surface methods these deriratives are assumed to be unavailable, most likely since the response surface methods grew out of experimental design fields in which only set points of the control variables (parameters in our terminology) and the experimental measured values (responses) are known. As the response surfece methods became to be used for replacement of large, complex computer models, again the derivative information was not used because of the difficulty of calculating partial
derivatives chained through complex computational paths. Howevar, the development of efficient methods for calculating derivatives and sensitivities for large-scale computer model results has progressed steadly based upon a firm theoretical foundation. $7,8,9,10,11,12]$ Moreover, now new techniques for calculating derivatives within existing coaputer models based upon conputer calculus are available. [13,14,15] For these reasons, the calculation of derivative information for the purpose of improving the formation of response surfaces is both practical and cost effective. This availability of derivative information is a key component in the DUA nethod.

The second feature that distinguishes the DUA method from response surface methods, and a feature that it has in comen with probability tree methods, is that the entire parameter space is spanned. In the response surface methods, the construction of response surfães has been primarily used to dramatically increase the number of sampling points in a statistical determination of response probability distributions since the evaluation of the analytical response surface expression is much less expensive to obtain than the corresponding computer model result. However, only by spanning the entire parameter space can probabilities be propagated, either through a computer model or through an analytical expression. Spanning the entire parameter space is practical only if the discretization of parameter probability distributions is perforned over a reasonably large resh. In probability tree methods, for example, the probability distributions are typ!cally replaced with the high and low values of the distribution. The DUA method extends the probability tree methods into a more rigorous propagation of probabilities in two ways: (1) Since an analytical expression relates the response to the parameters, the expected value of the response
over each discretized mesh can be calculated analytically and thus gives a more meaningful value than just a single sampling point within the mesh. (2) Because the computer model is replaced with an analytical expression, a finer mesh size can be constructed over the parameter space and a more accurate representation of the parameter probability distributions of most interest can be obtained.

Another point to be made in favor of propagating probabilities through an expression that only approximates the original computer model, but one that makes the DUA method possible for computer nodels with a large number of parameters, is the integral nature of the probability distribution of the response. The probability distribution of the response of interest is an integral quantity and errors introduced by replacement of the computer model by an analytical expression are most of ten washed out when the parameter space is completely spanned.

IT. FOBMATION OP RESPORSE SURPACE USTHG DERIVATIVE IRTPOBMTION
The DUA method replaces the computer model with an analytical expression by relating the response of interest as calculated by the computer model to the parameter values by techniques that incorporate knowiedge of the partial derivatives of the response with respect to the parameters of interest. The simplest scheme is linear extrapolation from reference space points to each mesh of the discretized parameter space. Within each mesh the response surface is linear with respect to the paraneters, and the calculation of the expected value of the response within the mesh, given parameter pzobability functions, is straightforward. Various extrapolation schemes are possible; several are discussed and compared in the sample problem discussion.

A more general approach for construction of a response surface is a least-squares fitting technique. In Appendix A, linear least-squares fitting is reviewed, and possible schemes for incorporating derivative information into the standard fitting technique are presented. Basically, to construct a response surface to a given order of expansion, the use of derivative information reduces the number of computer runs required to uniquely determine the expansion coefficients by a factor of approximately $1 / K$, where $K$ is the number of parameters. One can either construct a global response surface or define local response surfaces over subregions of the parameter space. A local fit of the response values and derivatives using a low-order function may be more desirable than a global fit using a higher order function to fit a large portion of the data because a higher order fit involving many response points may result in a very radically behaved function in the parameter space not near the fitted points. For this reason most of our research to date has focused upon either local
fitting or linear extrapolation from reference paraneter space points. By careful selection of these parameter space points for which model results will be obtained, the number of computer runs can be held to a small fraction ( $\ll 1 / K$ ) of the number required for the conventional construction of a response surface.

Finally, sensitivity analysis plays an inportant role in the formation of the response surface by eliminating those parameters that have a negligible effect on the resulv of interest based on their sensitivities and uncertainty ranges. Also, the derivative information from the reference model runs can be used to identify the occurrence of parameters that occur exclusively in a given combination. Such identification reduces the parameter space by replacement of the individual parameters with the particular combinatics. For example, if the derivative of the response with respect to each of two parameters is the same at each reference space point sampled, the two parameters most likely appear in the model as a sum, and a single parameter representing the sum of the two can be used in the formation of the response surface in place of the two individual parameters. The sample problem exemplifies these uses of sensitivity and derivative data in the formation of the response surface.

## V. PROPAGATIOA OF PROBABILITIES

The propagation of parameter probability distributions from the multidimensional parameter space to the singly-dimensioned result space is deterained by the governing system of equations and the input variable probability density functions (pdf's). In theory, this propagation can be performed analytically by convolution of the integral of the parameter space into a discrete number of integrals of the singly-dimensioned response space, in which each integral is over a monotonically changing function representing the result. However, because the identification of the convolution integrals, in particular the limits of the integrals, is virtually impossible for all but the simplest problens, and because the model equations are nonlinear and complexly irtertwined in general, the propagation of probability distributions through computer model cannot be treated analytically in the strictest sense.

The propagation of parameter probability distributions in the DUA approach is performed by discretizing the K-dimensional parameter space ( $K=$ number of parameters) into $L$ meshes, each mesh denoted by $m$. The probability of mesh $m_{\ell}$ occurring within the entire paramerer space, $p\left(m_{l}\right)$, is calculated as well as the expected value of the response function within the mesh, $E\left(r_{l}\right)$, where $r_{l}$ represents the response function within $m$. The probability $p\left(n_{\ell}\right)$ is assigned to $E\left(r_{\ell}\right)$ to obtain the probability of $E\left(r_{\ell}\right)$ within the discrete space of expected values. The pairs of $p\left(m_{l}\right)$ and $E\left(r_{l}\right)$ are reordered such that $E\left(r_{1}\right)<E\left(r_{2}\right)<\ldots E\left(r_{1}\right)$ and as such constitute the probability distribution function of the response $r$ over the parameter space. The cumulative distribution function of $r, F(r)$, is the running sum of the reordered $p\left(m_{l}\right)$ paired with the corresponding value of $E\left(r_{\ell}\right)$. In
the linit as $L \Rightarrow \infty, F(r)$ approaches the true cumulative distribution function of $r$ as calculated using the response function.

Let the functional form of the response within $m_{\ell}$ be given by

$$
\begin{equation*}
r_{\ell} \approx g_{\ell}(x) \tag{1}
\end{equation*}
$$

where $g_{\ell}(x)$ is the response surface function within $m_{\boldsymbol{\ell}}$ resulting either from a fitting procedure or from a linear expansion from one or more reference space points. The vector $x$ is the $K$-dimensional parameter column vector given by $x=\left(x_{1}, x_{2}, \ldots, x_{k}\right)^{T}$, where the superscript $T$ denotes the transpose. Given the joint probability function of $x$ as $P(x)=P\left(x_{1}, x_{2}, \ldots x_{k}\right)$, the probability that $x \subset m_{\ell}$ is given by

$$
\begin{equation*}
p\left(n_{\ell}\right)=p\left(x \subset m_{\ell}\right)-\int_{\pi_{\ell}} P(x) d x \quad, \tag{2}
\end{equation*}
$$

and the expected value of the response $r w i$ ' $n m_{\ell}, E\left(r_{\ell}\right)$, is

$$
\begin{equation*}
E\left(r_{\ell} ;=\int_{m_{\ell}} g_{l}(x) P(x) d x / P\left(m_{l}\right)\right. \tag{3}
\end{equation*}
$$

The values of $p\left(m_{\ell}\right)$ and $E\left(r_{\ell}\right)$ as calculated by Eqs. (2) and (3) are used to construct the probability density function and cumulative distributions function of the response $r$.

## VI. SARPLE PROBLD

Reference 16 describes a sample problem that exemplifies the use of uncertainty analysis in high-level waste applications. The sample problea consists of three coupled equations with eight input parameters and three dependent variables. The analysis focuses on one of the three dependent variables as the response of interest, and statistical techniques are used to calculate the cumulative distribution of the flow rate given probability distributions for the eight input parameters.

The governing equations describe the downward flow of water through a borehole that is drilled from the ground surface through two aquifers. For a fully penetrating well and no ground-water gradient, the steady-state flow through the upper aquifer into a borehole is given by

$$
\begin{equation*}
Q=\frac{2 \pi\left(H_{u}-H_{w u}\right) T_{u}}{\ln \left(r / r_{w}\right)}, \tag{4}
\end{equation*}
$$

where
$Q=$ flow, $\mathrm{m}^{3} / \mathrm{yr}$
$T_{u}=$ trarismissivity of upper aquifer, $\mathbf{m}^{2} / y r$
$H_{u}=$ potentiometric head of upper aquifer, m
$H_{w u}=$ steady-state potentiometric head in borehole at upper aquifer, m $r$ = radius of influence, m
$r_{w}=$ radius of borehole, $m$.

Similarly: the steady-state flow from the borehole to the lower aquifer is given by

$$
\begin{equation*}
Q=\frac{-2 \pi\left(H_{\ell}-H_{w \ell}\right) T_{\ell}}{\ln \left(r / r_{w}\right)} \tag{5}
\end{equation*}
$$

where
$T_{\ell}=$ transmissivity of lower aquifer, $\mathbf{m}^{\mathbf{2}} / \mathbf{y r}$
$H_{\mathbf{l}}$ - potentiometric head of lower aquifer,
$H_{W} \boldsymbol{\ell}$ - steady-state potentiometric head in borehols at lower aquifer, a

The flow of water through the borehole is assumed to be laminar and isothermal and is given by

$$
\begin{equation*}
Q=\frac{\pi r_{w}^{2}\left(H_{w u}-H_{w \ell}\right) K_{w}}{L} \tag{6}
\end{equation*}
$$

where
$K_{w}=$ hydraulic conductivity of borehole, $m / y r$.
L - length of borehole, m.

In Eqs. $(4-6), Q, H_{w u}$, and $H_{w l}$ are dependent variables; tine flow rate of water, $Q$, is the response of interest. The uncertainty problem is to calculate the cumulative distribution function of $Q, F(Q)$, given the probability density functions of ${ }^{4}$. a eight input paraneters $r_{w}, r, T_{u}, T_{\boldsymbol{L}}, H_{u}$, $H_{2}, K_{w}$, and $L$. The probability density functions of these eight parameters are shown in Table B. 1 of Appendix B, which is taken from Ref. 16.

The standard statistical approach for calculating $F(Q)$ is $s$ define a design matrix based upon the pdf's of the parameters. Several sampling procedures are available for determining a suitable design matrix. For this problem, Ref. 16 investigates the formation of design matrices based upon the Latin Hypercube Sampling (LHS) procedure using 10 and 50 design points. The 10 -point and 50 -point $L H S$ design matrices are given in Tables B. 2 and B. 3 of Appendix B, along with the calculated values of $Q, H_{w u}$, and $H_{w l}$.

The choice of the sets of input parameters in a design matrix hopefully accounts for the parameter pdf's and any parameter correlations such that each calculated value of the response is of equal probability. Thus, the probability of a calculated response is $1 / N$, where $N$ is the number of input sets in the design matrix and formation of $F(Q)$ is performed by ranking the values of $Q$ from lowest to highest and apportioning a probability of $1 / \mathrm{N}$ to each value. Figure B. 1 of Arpendix $B$ shows the plots of $\Gamma(Q)$ resulting from the use of the 10 -poirt and 50 -point LHS design matrices. Clearly, the 10 -point LHS design matrix does not result in a good approximation of $F(Q)$ when compared to the 50 -point set. It is important to keep in mind that a design matifix based on $N$ input sets requires that the computer model be run $N$ times to deteraine $F(Q)$. For this sample problen, the "computer model" consists of Eqs. (4-6) and these were solved 10 times for the 10 -point design matrix and 50 times for the 50-point design matrix.

## vil. application of doa to the sarple problem

The DUA method was aprlied to this sample problea and the results compared to the published statistical results of Ref. 16. The choice of $N$ reference points from which the response surface is formed in the application of DUA to this problem was chosen to be a subset of the 10 -poirit LHS design matrix. For each reference point $i$, $i-1, \ldots, N$, defined by the 8 -dimensional parameter vector $X_{i}=\left\{r_{w}^{i}, r^{i}, T_{u}^{i}, T_{\ell}^{i}, H_{u}^{i}, H_{\ell}^{i}, K_{w}^{i}, L_{i}^{i}\right)^{T}$, the derivative vector $q_{i}=\left(\left(\partial Q / \partial r_{w}\right)_{i},(\partial Q / \partial r)_{i},\left(\partial Q / \partial T_{u}\right)_{i},\left(\alpha Q / \partial T_{\ell}\right)_{i}\right.$, $\left.\left(\partial Q / \partial H_{u}\right)_{i},\left(\partial Q / \partial H_{l}\right)_{i},\left(\partial Q / \partial K_{W}\right)_{i},(\partial Q / \partial L)_{i}\right)^{T}$, and the response $Q\left(x_{i}\right)$ were calculated. First-order sensitivities of $Q$ with respect to each parameter, defined by $\left(\partial Q / \partial x_{k}\right)_{i}\left(x_{k}, i / Q\left(x_{i}\right)\right)$, were also computed. Parameters with sensitivities and uncertainty ranges such that their influence on Q was negligitle were dropped from the parameter space for the purpose of forming the response surface. (The values of the derivatives and sensitivities for the 10 -point LHS design matrix are listed in Table B.4.) As a result, the parameters $T_{u}, r_{\text {, and }} T_{l}$ were not used in tine formation of the response surface. In addition, the derivatives of $H_{u}$ and $H_{l}$ are equal but opposite in sign indicating that the two parameters occur in the model in the combination of ( $\mathrm{H}_{\mathrm{u}}-\mathrm{H}_{\mathrm{l}}$ ). In fact, in this case we can verify this relationship between $Q$ and $H_{H}$ and $H_{l}$ by direct solution of Eqs. (4-6) for $Q$; the solution is given by $Q=2 \pi T_{u}\left(H_{u} \cdot H_{\ell}\right) /\left(\left[\ln \left(r / r_{w}\right)\right]\right.$ $\left.\left[1+2 L T_{u} /\left(\ln \left(r / r_{w}\right) r_{w}{ }^{2} K_{W}\right)+T_{L} / T_{l}\right]\right)$. Therefore these two parameters were replaced by the single parameter $\left(H_{u}-H_{l}\right)$. The response surface was then constructed based on only the four significant parameters $\left(H_{u} \cdot H_{l}\right), r_{w}, K_{w}$, and $L$. This reduction in the number of significant parameters and combi. nation of parameters illustrates the role of sensitivity analysis in the DUA method as applied to this sample problem.

In this application, the response surface was formed by linear extrapolations of $Q$ from the reference points. Three extrapolation schemes were first tested. The accuracy of each of the tested extrapolation schemes was evaluated by comparison of the extrapolated value of $Q$ to the actual calculated value at the space points making up the 50 -point LHS design matrix.

The three extrapolation schemes, denoted ES1, ES2, and ES3, are described below. To account for the fact that the dimensionality of the parameters varies, the metric $d_{i l}$ used to define the "distance" between a reference space point $x_{i}$ and the space point $x_{l}$ to which the response is to be extrapolated was chosen as

$$
d_{i l}=\frac{\sum_{k=1}^{K}\left(\frac{x_{k, \ell}, x_{k, i}}{X_{k, i}}\right)^{2} s_{k, i}^{2}}{\sum_{k=1}^{K} s_{k, i}^{2}}
$$

where $X_{k, l}$ and $X_{k, i}$ are the elements of $x_{\ell}$ and $x_{i}$, and where $S_{k, i}$ is the sensitivity of the response $Q$ with respect to paraneter $k$ at point $i$, defined as $S_{k, i}=\left(\partial r / \partial x_{k}\right)_{i}\left(x_{k}, i / Q_{i}\right)$. Note that $x_{k, i}$ cannot equal zero if Eq. (7a) is used. However, if $x_{k, i}=0, d_{i l}$ can be alternatively expressed, using the definition of $\mathrm{S}_{\mathrm{k}, 1}$, as

$$
\begin{equation*}
d_{i, \ell}=\frac{\sum_{k=1}^{K}\left(x_{k, \ell}-x_{k, i}\right)^{2}\left(\partial Q / \partial x_{k}\right)_{i}^{2}}{Q_{i}^{2} \sum_{k=1}^{K}\left(S_{k, i}\right)^{2}} \tag{7b}
\end{equation*}
$$

Equation (7b) can be used if the $x_{k, i}$ can take on zero values and $Q_{i}{ }^{2}$ does not equal zero; in most applications the responses of interest are
non-zero. Equations (7a) and (7b) remove the dimensionality of each paraneter by normalization of the paraneter value change to its value at the reference point. Also, $d_{i l}$ as defined above makes use of sensitivities to weight the more important parameters.

The calculated value of the flow rate by extrapolation from point $x_{i}$ to point $x_{\ell}, Q\left(x_{l}\right)$, for each of the three extrapolation procedures is:

$$
\begin{aligned}
& \text { ES1 : } \mathbf{Q}\left(\mathbf{x}_{\boldsymbol{l}}\right)=\mathbf{Q}\left(\mathbf{x}_{\mathbf{i}}\right)+\left(\mathbf{x}_{\boldsymbol{l}}-\mathbf{x}_{\mathbf{i}}\right)_{\mathbf{T}_{\mathbf{i}}} \text {, } \\
& i \ni d_{i \ell}=\min \left(d_{l \ell}\right), n=1, N \\
& \text { ES2 : } Q\left(x_{l}\right)=1 / 2\left(Q\left(x_{1}\right)+Q\left(x_{j}\right)\right) \\
& +1 / 2\left\{\left(x_{\ell}-x_{i}\right) \mathbf{T}_{\mathbf{q}_{i}}+\left(x_{\ell}-x_{j}\right) \mathbf{T}_{\mathbf{q}_{j}}\right\} ; \\
& i \ni d_{i \ell}=\min \left(d_{n l}\right): j \ni d_{j \ell}=\min \left(d_{n \ell}\right), n=1 \text {. } \\
& \text { ES3 : } Q\left(x_{\ell}\right)=\frac{d_{i \ell}}{d_{i \ell}+d_{j \ell}}\left(Q\left(x_{j}\right)+\left(x_{\ell}-x_{j}\right) T_{q_{j}}\right) \\
& +\frac{d_{j \ell}}{d_{i 2}+d_{j \ell}}\left(Q\left(x_{i}\right)+\left(x_{\ell}-x_{i}\right)^{T_{q}} q_{i}\right) ; \\
& 1 \text { and } j \text { as in ES2. }
\end{aligned}
$$

Recall that the vector $q_{i}$ is the derivative vector which has as its elements the partial derivatives of the response with respect to the parameters.

Scheme ESI simply extrapolates from the nearest point as defined by the metric $d_{i f}$ in Eq. (7b). ES2 averages the extrapolated value of the nearest two points, and ES3 weights the extrapolated value of $Q$ of the two nearest points by cheir respective closeness to the point of interest.

The vectors $x_{i}$ and $x_{l}$ in Eqs. ( $8 \mathrm{a}, 8 \mathrm{~b}, 8 \mathrm{c}$ ) are of dimension $K$ where $K$ (used in Eqs. (7a) and (7b)) is equal to the total number of problem parameters if the sensitivity and parameter range data is not used to reduce the parameter space. However, as discussed previously, in most applications, many parameters may have a negligible effect upon the response, and an examination of the sensitivity data and parameter ranges can be used to reduce the parameter space before the response surface is formed. In this sample problen, for example, the parameter space was reduced from eight to four parameters, and Eq. (7b) and Eqs. (8a,8b,8c) were evaluated for the reduced parameter set.

These three schemes were compared for ten different cases in which the number of reference points $N$ was varied from one to ten. In general, the number of reference points (model runs) in the DUA method would initially be one or two. The CDF of the response of interest would be -dlculated and additional reference points added one by one until the CDF did not change appreciably. The choice of reference points could be deternined dynamically based upon knowledge of the sensitivities and derivatives already calculated, or statistically using techniques such as LHS (but where the number of reference points is very small compared to the number requifed for statistical determination of the CDF). For this sample problen, however, the reference points used in the DLA approach for the ten cases were a near-optimal selected subset of the 10 -point LHS design set. Algorithms for choosing optimal reference points are a problem for further investigation, particularly dyriamic schemes based upon prior knowledge. The extrapolated points $x_{\ell}$ were chosen to be the parameter space points of the $\mathbf{5 0 - p o i n t}$ LHS design matrix. The results are sumarized in Table 1.

Table 1. PERCENT DIFFERENCE BETvEEN CALCULATED AND EXTRAPOLATED Vallues for extrapolation from n points to the 50-point lhs space points

## VALUES SHONN ARE FOR EXTRAPOLATION SCHEAE ESI*

Number of Points From Which the Extrapolations Are Performed

| Space Point | N-10 | N-9 | N-8 | N-7 | N-6 | N-5 | N-4 | N-3 | N-2 | N-1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.3 |  |  |  | -1.1 | -4.5 | -0.9 |  |  |  |
| 2 | -0.2 |  |  |  |  |  |  |  |  |  |
| 3 | -0.6 |  |  | -0.4 |  |  |  |  |  |  |
| 4 | 2.1 |  |  |  |  |  |  |  |  | -48.2 |
| 5 | -0.5 |  |  |  |  |  |  |  |  |  |
| 6 | -1.4 |  |  |  |  |  |  |  |  | -11.0 |
| 7 | -0.9 |  |  |  |  |  |  |  |  |  |
| 8 | -0.1 |  |  |  | 0.5 | 0 |  |  |  |  |
| 9 | 0.9 |  |  |  |  |  |  |  |  |  |
| 10 | -5.6 |  |  | -3.0 |  |  |  | 1.8 | 0.6 |  |
| 11 | -2.6 |  |  |  |  |  |  | -3.8 |  |  |
| 12 | -8.0 |  |  |  |  |  |  | -14.5 | -2.0 | -57.8 |
| 13 | -0.2 |  |  |  |  | 0.4 |  |  |  |  |
| 14 | -1.6 |  | 0 |  |  |  |  |  |  | -16.4 |
| 15 | -6.0 | 0.9 |  |  |  |  |  |  |  | -4.1 |
| 16 | -0.1 |  |  |  |  |  | 8.4 |  |  |  |
| 17 | -0.4 |  |  | -1.0 |  |  |  |  |  |  |
| 18 | 3.6 |  |  |  |  |  |  |  |  | -52.9 |
| 19 | 1.2 |  | -2.4 |  |  |  | -9.9 | -0.8 | -59.7 |  |
| 20 | -0.5 |  |  |  |  |  |  |  |  |  |
| 21 | 0.8 |  |  |  |  |  |  |  |  | -31.9 |
| 22 | -0.2 |  |  |  |  | -2.0 | 2.0 |  |  |  |
| 23 | -17.9 |  |  |  |  | -3.7 | -10.5 |  |  |  |
| 24 | 0.2 |  |  |  | -6.1 |  |  |  |  |  |
| 25 | -0.8 |  | 9.7 |  |  |  |  | 0.7 |  | -2.5 |
| 26 | -0.8 |  |  |  |  | 1.7 |  |  |  |  |
| 27 | -1.4 |  |  |  |  |  | -10.0 |  |  |  |
| 28 | 0.6 |  |  |  |  | -1.7 | -2.0 |  | 9.0 |  |
| 29 | -1.6 |  |  |  |  |  |  |  |  |  |
| 30 | -1.1 |  |  |  |  |  |  |  |  |  |
| 31 | 0.1 |  |  |  |  |  |  | -0.6 |  | -17.7 |

Table 1. (Continued).

| Space | N-10 | N-9 | N-8 | N-7 | 9-6 | N-S | N-4 | N-3 | N-2 | $\mathrm{N}-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Point |  |  |  |  |  |  |  |  |  |  |
| 32 | -0.6 |  |  |  |  |  |  |  |  |  |
| 33 | 0.5 |  |  |  |  |  |  |  | -34.2 |  |
| 34 | -0.2 |  |  |  |  |  |  |  |  |  |
| 35 | 0.1 | 1.2 |  |  |  |  |  |  |  |  |
| 36 - | -1.8 |  |  | -7.3 |  |  |  | -0.1 |  |  |
| 37 | 1.8 |  |  |  |  |  | -2.4 |  |  |  |
| 38 | 1.7 |  |  | -0.7 | -1.8 |  |  |  |  |  |
| 39 | 0.4 |  |  |  | -2.4 |  |  |  |  |  |
| 40 | -19.1 |  |  |  |  |  |  | -44.1 | 5.5 | -92.6 |
| 41 | -1.0 |  | 0.7 |  |  |  |  | -0.6 |  | -22.8 |
| 42 - | -2 0 |  |  | -2.4 |  |  |  |  | 2.0 |  |
| 43 | -0.2 |  |  |  | -5.9 |  |  |  |  |  |
| 44 | 0.4 |  |  |  |  | 2.7 |  |  |  |  |
| 45 | 0.1 |  |  |  |  |  |  |  |  |  |
| 46 | -1.9 |  |  |  | -6.3 | 0.8 |  |  |  |  |
| 47 | 0 |  |  |  | -0.3 |  |  |  |  |  |
| 48 | 0.3 |  |  |  |  |  |  | -14.8 |  |  |
| 49 | -1.5 |  |  |  |  |  |  |  |  |  |
| $50-11$ | 11.1 |  |  |  |  | -0.7 |  |  |  |  |
| R (ESI)* | * 177.9 | 168.0 | 191.6 | 211.0 | 361.4 | 359.6 | 373.4 | 486.4 | 379.8 | 2868.6 |
| R (ES2) | 300.0 | 345.2 | 544.4 | 558.6 | 618.7 | 2132.9 | 2389.0 | 2614.0 | 3009.0 | 2156.C |
| R (ES3) | 281.8 | 288.8 | 1098.0 | 499.2 | 645.5 | 2508.4 | 3028.0 | 2614.0 | 3009.0 | 4126.0 |

*ES1 refers :o extrapolation from nearest point; ES2 refers to extrapolation from nearest two points with each point weighted equally; ES 3 refers to extrapolation from nearest two points with the points weighted by their respective proximity to the extrapolated point.
$R$ is a measure of the fit of the extrapolated points to the 50 LHS points;
$R=\sum_{\ell=1}^{50}\left\{Q\left(x_{\ell}\right)-\left.Q_{c}\left(x_{\ell}\right)\right|^{2}\right.$.

Blank entries indicate that the value is unchanged from the value at the left.
(Table 1 is based upon using a metric $d_{i \ell}$ that did not weight with sensitivities but the values listed in the table are not appreciahly different than if Eq. (7a) had been used.) The colums represent the results of extrapolation using all 10 of the input paraneter sets of the 10 -point LHS design matrix (far left column) down to extrapolation from a single input parameter set of the 10 -point LHS design matrix (far right column). The numbers at the extreme far left represent the 50 input parameter sets of the 50 -point LHS design matrix listed in Table B.3. The entries in Table 1 are the percent differences between the extrapolated value of $Q\left(x_{l}\right)$ from Eq. (8a) and the actual value of $Q, Q_{C}\left(x_{l}\right)$, at the 50 points as calculated by the model. Blank entries indicate no change fron the value of the percent difference from chat of the colum to the immediate left. A blank value this indicates that the same reference point was chosen from which to extrapolate as in the previous case. Below each column is listed the variable $R$ which represents the sum of the squares of the differences between $Q i x_{l}$ ) and the actual value of $Q$ for each of the three extrapolation schemes. For this problem, scheme ESI gives the most accurate prediction of the flow rate. Using information from the second closest point does not improve the extrapolated value of $Q$; and weighting based upon distance to the desired space point is better than straight averaging in orily a few cases. Using 7 to 10 reference points has approximately the same accuracy, then the accuracy drops somewhat when using 2 to 6 reference points. How. ever, examination of $R$ for the best extrapolation scheme, ESI, reveals that the decrease is not monotonic as the number of reference points increases, indicating only that the selection of the reference parameter space point to eliminate from case to case was not optimal. (The actual values of $Q$ were assumed to be unknown.)

Extrapolation schene ESI was chosen for the formation of the response surface over which the paraneter probabilities were to be propagated. The entire parameter space of significant parameters as identified in the sensitivity analysis ( $\mathrm{I}_{\mathrm{w}}, \mathrm{H}_{\mathrm{u}}-\mathrm{H}_{\ell}, \mathrm{K}_{\mathrm{w}}$, and L ) was divided into L discrete, nonoverlapping meshes, $m \ell, l-.,, L$. The expected value of $Q$ within each mesh, $E\left(Q_{\ell}\right)$, was deterained by replacing $Q_{\ell}$ for $g_{\ell}(x)$ in Eq. (3). Hera, $Q_{\ell}-Q(x), x \subset m_{\ell}$, where within $m_{\ell}, Q(x)$ was calculated using Eq. (8a). The mesh probability $p\left(\boldsymbol{m}_{\ell}\right)$ was calculated from Eq. $\mathbf{2 F}^{\text {; }}$ using the parameter probability distributions fron Table $B .1$ (note that $p\left(H_{u}-H_{l}\right)$ had to be calculated separately using the individual distributions given in Table B.1). For calculating the values of $d_{i \ell}$ needed for the extrapolation scheme, the value of $x_{l}$ chosen for each $m_{l}$ was $E(x), x \subset m_{l}$. The probabilifty assigned to each $E\left(Q_{\ell}\right), \ell-1,, L$, was the corresponding value of $p\left(m_{\ell}\right)$. As discussed earlier, in the DUA method the number of meshes, $L$, is chosen such that the entire reduced parameter space is covered by nonoverlapping aiscrete meshes and therefore the entire probability space is complete in that

$$
\sum_{\ell=1}^{L} p\left(m_{l}\right)=\sum_{\ell=1}^{L} p\left(E\left(Q_{l}\right)\right)=1
$$

As a benchmark against which a comparison of the DUA method and the statistical results from Ref. 16 could be compared, the sample problem model was exeruted 2304 times in order to determine the "true" CDF of $Q$ for this problem. A comparison of this benchmark 2304-pt CDF to the statistical 50 -point CDF from Ref. 16 is shown in Fig. 1. The CDF based upon the 50 -point LHS design matrix is a fairly accurate represention of the true CDF of $Q$. DUA method results ware obtained for three cases. The first case propagates probabilities over a 144 -mesh parameter space


Fig. 1. Comparison of the 50-Point LHS CDF to the 2304-Point Benchmark CDF.
by extrapolation from two reference model runs, and the second case by extrapolation from 10 reference model runs. Figure 2 compares the CDF's for these two DUA cases to the benchmark 3304 -pt CDF. The DUA method for both cases gives a sonewhat more accurate representation of the true cDF than the use of a 50 -point LHS design matrix. The curves in Fig. 2 also indicate the integral nature of a CDF: although individual values of $Q$ may be inaccurately predicted using a response surface (see Table 1), the CDF of $Q$ is accurately represented. In addition, the accuracy of the CDF was only slightly improved for this problen by increasing the number of computer runs from two to ten.

The effect of the number of discretized meshes over which probabilities are propagated was evaluated in the third DUA case by increasing the number of meshes fron 144 to 2304 . The resulting CDF based upon the twopoint extrapolated response surface is compared to the benchmark CDF in Fig. 3, in which only every fortieth point of the DUA-generated curve is plotted. For this problem, the increase in the number of meshes from 144 to 2304 leads to a somewhat more accurate representation of the true CDF. The apparent discontinuous nature of the deterministic curves in Fig. 2 arises as a result of duplications in the response for different values of $H_{u}$ and $H_{\ell}$. These 3 ingularities tend to disappear with increasing number of disnretized meshes. Thus, the number of meshes over which probabilities are to be propagated should be as high as possible within constraints of the cost effectiveness of constructing the response surface and propagating the probabilities.


Fig. 2. Comparison of 2-Point and 10 -Point Deterministic CDF by Extrapolation to 144 Discrete Meshes with the 2304 -Point Benchmark CDF.


Fig. 3. Comparison of the Decerministic CDF Based on an Extrapolation from Two Pulnts to 2304 Discrete Meshes Compared to the 2304-Point Benchmark CDF. (For clarity, every fortieth point is plotted for the extrapolated values.)

## VIII. COACLOSIONS

The availability of derivative information gives a much more complete basis for creating an accurate response surface than does the use of response values alone. The response surface could be sampled in place of the original model, or the propagation of probabilities can be performed in a rigorous fashion over the response surface. The latter procedure results in a strictly deterministic method of probability propagation. The sample problem results show that simple linear extrapolation from two space points produces a CDF of the response of interest that more closely matches a benchnark 2304 -point CDF than does the CDF based upon a 50 -point LHS design matrix. The reduction in model runs by a factor of 25 and the increased accuracy in calculating the CDF of the response of interest are strong evidence that a substantial savings in computational cost is possible using derivative information. This reduction is offset by the additional cost of calculating derivatives, but the deterninistic calculation of model derivatives has been shown in the published literature to be both feasible and cost efficient for large-scale computer models. The availability of automated precompilers for adding derivative-taking capability to existing models makes the DUA approach even more practical. The strong analytical foundations of propagating probabilities deterministically is another desirable feature of the DUA approach.
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appendix a - fitting procedures using derivative inforuation The DUA method replaces the computer model with an analytical expression by relating the response of interest as calculated by the computer model to the parameter valuts by fitting techniques that incorporate knowledge of the partial derivatives of the response with respect to the parameters of interest. Before discussing fitting techniques that use derivative information, a review of fitting strategies using only response values will be helpful.

## A. Linear Least Squares Fitting of Response Values.

Let the computer model response of interest $r$ be represented by a function $f$ of the $k$ parameters such that $x-f\left(x_{1}, x_{2}, \ldots x_{k}\right)$. Defining the parameter space vector at point $i$ as $x_{1}=\left(x_{1}, x_{2}, \ldots x_{k}\right)$, the corresponding observed (calculated) response $r_{i}$ is given by

$$
\begin{equation*}
r_{i}=f\left(x_{i}\right) . \tag{A.1}
\end{equation*}
$$

Note that $r_{i}$ refers to a chosen response of interest, $r$, at the parameter space point $i$ and not to another response. For most computer models, the functional form of $f$ is generally too complex to express in closed form. A response function $g\left(x_{i}\right)$ is sought which closely approximates $f$ over some domain of the parameter space. Thus the observed response $r_{i}$ is to be related to $x_{1}$ by the relation

$$
\begin{equation*}
r_{i} \approx g\left(x_{i}\right) \tag{A.2}
\end{equation*}
$$

The basic procedure of linear least-squares fitting begins by choosing $g\left(x_{i}\right)$ to be a linear combination of simple functions of the paraneters. Denoting these sinple expansion functions as $\mathrm{gj}_{\mathrm{j}}(\mathrm{x})$, then

$$
\begin{equation*}
g\left(x_{1}\right)-\sum_{j=1}^{J} c_{j g_{j}}(x) \tag{A.3}
\end{equation*}
$$

where the selection of the $g j$ and $J$ determines the order and completeness of the expansion and the $c_{j}$ are the expansion coefficients to be determined. Eq. (A.3) becomes

$$
\begin{equation*}
r_{i}-\sum_{j=1}^{J} c_{j} g_{j}\left(z_{i}\right) \tag{A.4}
\end{equation*}
$$

Defining

$$
r=\left\{r_{1}, r_{2}, \ldots, r_{N}\right\}^{T}
$$

$$
G(x)=\left[\begin{array}{ccc}
g_{1}\left(x_{1}\right) & \cdots & g_{J}\left(x_{1}\right) \\
\vdots & & \vdots \\
g_{1}\left(\dot{x}_{N}\right) & & g_{J}\left(\dot{x}_{N}\right)
\end{array}\right]
$$

and

$$
c-\left\{c_{1}, c_{2}, \ldots, c_{J}\right\}^{T}
$$

then Eq. (A.4) can be written in matrix form as

$$
\begin{equation*}
\mathbf{r}-\mathbf{G} \mathbf{c} \tag{A.5}
\end{equation*}
$$

Note that $r$ is an N-dimensional vector of the values of a single response for $N$ parameter space points, not a vector of different responses. The matrix $G$ is an NxJ matrix whose elements are all known, being simple functions of preselected paramerer space points. The vector cis a J . dimensional vector of constants to be determined. If $J-N$, and if $G$ is
non-singular, the vector $c$ can be solved for directly and Eq. (A.3) will yield a function $g(x)$ that exactly reproduces $r_{i}$ for the corresponding $x_{i}$. As an example, for $K-2, N-6$, and $J=6$, a fit of six points in a twodimensional parameter space can be performed by expanding the response in a perfect quadratic form such that

$$
\begin{equation*}
r=c_{1}+c_{2} x_{1}+c_{3} x_{2}+c_{4} x_{1}^{2}+c_{5} x_{2}^{2}+c_{6} x_{1} x_{2} . \tag{A.6}
\end{equation*}
$$

In general, the relative values of $\mathrm{N}, \mathrm{J}$, and K will determine the order and completeness of the expansion defined by Eq. (A.3). Often, high-order expansions do not prove to be practical because $g(x)$ exhibits unrealistic behavior "between" and "outside of" the selected parameter space points $\mathbf{x}_{\mathrm{i}}$. Therefore, for many applications a low-order expansion of $g(x)$ is chosen and $N$ will be greater than $\mathcal{J}$. For this case Eq. (A.5) is ovardetermined and a least-squares fitting technique must be used. In fact, "fitting techniques" are of ten associated with solving for c assuming Eq. (A.5) is overdeterained. Least-squares fitting determines the vector $c$ that gives the best $f i t$ of the members of $x$ to the space points $x_{1}, i=1, N$, in a leastsquares sense. Defining the sum of the squares of the differences between $r$ and $G c$ as $L$,

$$
\begin{equation*}
\mathrm{L}=(\mathrm{r} \cdot \mathrm{GC})^{\mathrm{T}}(\mathrm{r}-\mathbf{G C}) \tag{A.7a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{L}=\mathbf{r}^{\mathrm{T}_{\mathbf{r}}}-2 c^{\mathrm{T}_{\mathbf{G}} \mathbf{T}_{\mathbf{r}}+c^{\mathbf{T}_{G} \mathbf{T}_{G c}} . . . . . .} \tag{A.7b}
\end{equation*}
$$

The vector $c$ that results in $l$ being a minimum is given by

$$
\begin{equation*}
\frac{\partial L}{\partial c}--2 G^{T} \mathbf{r}+2 G^{T} \mathbf{G c} . \tag{A.8}
\end{equation*}
$$

Setting $\frac{\partial L}{\partial c}=0$.

$$
\begin{equation*}
c=\left(G^{T_{G}}\right)^{-1} G^{T_{r}} \tag{A.9}
\end{equation*}
$$

Equation (A.9) defines the basic fitting solution of the least-squares technique when fitting response values.

## B. Fitting Schemes Using Derivative Inforgation.

One approach to fitting values and derivatives simultaneously is to differentiate Eq. (A.5) with respect to a parameter of interest,

$$
\begin{equation*}
\frac{\partial r}{\partial x_{k}}=c_{k} c \tag{A.10}
\end{equation*}
$$

where $x_{k}$ is a parameter of interest and $G_{k}-G_{k}(x)=\frac{\partial G}{\partial x_{k}}, G$ being the same matrix as the one in Eq. (A.5). Defining $P_{k}=\frac{\partial r}{\partial x_{k}}$,

$$
P=\left[\begin{array}{c}
P_{1} \\
P_{2} \\
\vdots \\
P_{k}
\end{array}\right]
$$

and $G^{\prime}=G^{\prime}(x)=\left[\begin{array}{c}G_{1} \\ G_{2} \\ \vdots \\ G_{k}\end{array}\right]$,
then

$$
\begin{equation*}
\mathbf{p}=\mathbf{G}^{\prime} \mathbf{c} . \tag{A.11}
\end{equation*}
$$

Note that $p$, the vector of observed (calculated) partial derivatives of the response with respect to all parameters of interest at all of the parameter space points, is of length $N K$ and $G^{\prime}$ is an $N K x J$ matrix. If the derivatives are expanded to first order in the parameters, $J-K+1$. Thus, for most cases

NK J and Eq. (A.11) is overdeterained, and a least squares fitting procedure could be used. However, the objective for this pari cular procedure is to solve Eqs. (A.S) and (A.11) simultaneously. The G matrix of response expansion function values and the $G^{\prime}$ matrix of the evaluated derivatives of these functions have the same number of colunns (the derivative of a constant element of the $G$ matrix is a constant equal to zero in the $G^{\prime}$ matrix). Thus Eqs. (A.5) and (A.11) can be augaented to produce the single relationship

$$
\begin{equation*}
\frac{\mathbf{r}}{\mathrm{P}}=\frac{G}{G} c \tag{f..12}
\end{equation*}
$$

Eq. (A.12) is the system of equations that describe the fitting of both response values and derivatives. There are $N$ responses and $N K$ derivatives
 $N(K+1) \times J$. The solution of the $J$ length vector $c$ based upon Eq. (A.12) is discussed for two cases:

1. The matrix $\frac{G}{G^{\prime}}$ is square.

For this case, $J-N(K+1)$ and the solution for $c$ is unioue if $-\frac{G}{G}$; is nonsingular. In such a case, all $N$ response values and $N K$ derivatives are reproduced for the response surface defined by Eq. (A.S) where $c$ is the solution to Eq. (A.12). However, the $\frac{G}{G}$; matrix has been found tu ie singular for some simple situations. For examyit, consider the quadratic expansion in two-parameter space ( $K=2$ ) given by $\mathrm{E}_{\mathrm{f}}$. (A.6). Fitting the responses and derivatives of two space points ( $N-2$ ), then $N(K+1)=6-J$, and $c$ can be solved for exactly if $-\frac{G}{G}$ is nonsingular. For this case, $\frac{T}{P}$ and $\stackrel{G}{G}$ G are given by

$$
-\frac{r}{p}=\left[\begin{array}{ll}
r_{1} &  \tag{A.13a}\\
r_{2} & \\
\frac{\partial r}{\partial x_{1}} & 1 \\
\frac{\partial r}{\partial x_{1}} & 2 \\
\frac{\partial r}{\partial x_{2}} & 1 \\
\frac{\partial r}{\partial x_{2}} & 2
\end{array}\right]
$$

and

$$
G \quad\left[\begin{array}{cccccc}
1 & x_{1}(1) & x_{2}(1) & x_{1}{ }^{2}(1) & x_{2}{ }^{2}(1) & x_{1}(1) x_{2}(1) \\
1 & x_{1}(2) & x_{2}(?) & x_{1}{ }^{2}(2) & x_{2}{ }^{2}(2) & x_{1}(2) x_{2}(2) \\
0 & 1 & 0 & 2 x_{1}(1) & 0 & x_{2}(1) \\
0 & 1 & 0 & 2 x_{1}(2) & 0 & x_{2}(2) \\
0 & 0 & 1 & 0 & 2 x_{2}(1) & x_{1}(1) \\
0 & 0 & 1 & 0 & 2 x_{2}(2) & x_{1}(2)
\end{array}\right](\text { A. 13b) }
$$

The deterainant of $-\frac{\mathbf{G}}{\mathbf{G}}$; can be shown to be algebraically equal to zero with a matrix rank of five for this case. In particular, for this case, $r=h\left(\frac{\partial r}{\partial x_{1}}, \frac{\partial r}{\partial x_{2}}\right)$. Physically interpreted, for this case all the derivatives are reproduced by the fit, and integration of the derivatives introduces only one constant back into the form of the response expansion. Therefore only one response point can be fit. Or both responses could be fit and differentiating the expressions only introduces enough degrees of freedom to fit 3 of the 4 known derivatives. Interestingly, had a functional form other than $x_{1} x_{2}$ been chosen for $g_{6}(x)$, the determinant would not have been zero.
2. Eq. (A.12) is overdetermined.

If Eq. (A.12) is overdetermined, some fitting procedure must be used that will lead to the best fit of the responses while incorporating the
derivative information. But both responses and derivatives should not be fitted using Eq. (A.12) as is because the response values have units different than the derivatives. In fact, the derivatives most likely have units different from each other and even the derivatives defined by Eq. (A.ll) must be normalized if the system of equations is overdetermined and a fitting of the derivatives is to be performed. The fitting of the sensitivities would eliminate the normalization problem since the sensitivities are unitless, but the response function itself would not be addressed. The main objective is still to identify a response surface that would closely reproduce the observed vector of responses $x$. One possible approach is to choose the functions $g_{i}$ that make up the matrix $G$ and solve Eq. (A.9) for c, calculate the derivatives based upon differentiation of Eq. (A.10), and calculate the sum of the squares of differences in the calculated and observed values of the sensitivities. The process could be repeated for various choices of the functions $g_{i}$ until a set of $g_{i}$ are identified that closely match the responses and the sensitivities. Yet another method would be to treat some of the derivative equations as constraints and solve Eq. (A.9) with these constraint conditions. Numerous other possibilities exist for treating Eq. (A.12) for the case where the equations are overdetermined, but no superior method has been identified and future research in this area is needed.

## C. Local Fitting and Expansion Based on Derivative Information.

A local fit of the response values and derivatives using a low-order function may be more desirable than a global fit using a higher order function to fit a large portion of the data for two reasons: (1) the inveision of the matrix $G=G / G^{\prime}$ in Eq. (A.9) is expensive for large values of $N K$,
and (2) a higher order fit involving many response points may result in a very radically behaved function in the parameter space not near the fitted points. But another basic difference exists between conventional fitting to response values and fitting using derivative information that makes local fitting very attractive. Use of derivative information permits a fit to a fewer number of points for a fixed order of expansion as compared to conventional fitting of just the data. For example, the quadratic expansion in two parameters defined by Eq. (A.6) required six data points to uniquely determine the expansion coefficients based on fitting six response values. However, with the use of derivative information, only two points are required to uniquely deteraine five of the six expansion coefficients (see discussion in previous section). In the limit of local fitting by linear extrapolation from reference space points, the fitting procedure is a series of linear expansions.

## appendix b - sample problem data from reperrnce

Table B.1.* Input Parameter Probability Distributions.

| Input <br> Parameter | Range | Distribution |
| :---: | :---: | :---: |
| $r_{w}$ | 0.05 to 0.15 m | Normal ( $\mu-0.10, \sigma-0.0161812)^{\dagger}$ |
| r | 100 to $50,000 \mathrm{~m}$ | Lognormal ( $\left.\mu^{\prime}-7.71 . \sigma^{\prime}-1.0056\right) \star *$ |
| $\mathrm{~T}_{\mathbf{u}}$ | 63,070 to $115,600 \mathrm{~m}^{2} / \mathrm{yr}$ | Uniform |
| $\mathrm{H}_{\mathrm{u}}$ | 990 to $1,110 \mathrm{~m}$ | Uniform |
| $\mathrm{T}_{1}$ | 63.1 to $116 \mathrm{~m}^{2} / \mathrm{yr}$ | Uniform |
| $\mathrm{H}_{1}$ | 700 to 820 m | Uniform |
| L | 1,120 to $1,680 \mathrm{~m}$ | Uniform |
| $\mathrm{K}_{\mathrm{w}}$ | 9,855 to $12,045 \mathrm{~m} / \mathrm{yr}$ | Uniform |

[^0]FLOW RATE BASED ON LATIN HYPERCUBE SAMPLING


Fig. B. 1. Cumulative Distribution Functions for 10-Point and 50-Point LHS Design Matrices. From Data Published in Ref. 16.

Table B. 2.* LHS Boreflow Results, $N=10$.

| $\begin{aligned} & \text { Run } \\ & \text { Mo. } \end{aligned}$ | 「* | r | $T_{u}$ | ${ }^{H}$ | $\mathrm{T}_{1}$ | ${ }_{1}$ | 1 | $K$ | ${ }^{W}$ | Hou | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.8609E-01 | 2948.0 | 0.8337E+05 | 1044.0 | 107.0 | 783.0 | 1250.0 | 0.1001E+05 | 783.754 | 1044.0 | 48.5247 |
| 2 | 0.1050 | 5194.0 | $0.8840 \mathrm{E}+05$ | 1093.0 | 67.7 | 788.0 | 1181.0 | $0.1126 E+05$ | 790.538 | 1093.0 | 99.8815 |
| 3 | 0.1180 | 1358.0 | $0.9471 E+05$ | 993.0 | 98.6 | 758.0 | 1466.0 | 0.1174E+05 | 759.236 | 992.999 | 81.8886 |
| 4 | 0.9050E-01 | 240.0 | $0.1091 \mathrm{~F}+06$ | 1037.0 | 81.2 | 811.0 | 1534.0 | $0.1052 \mathrm{E}+05$ | 811.614 | 1037.0 | 39.7706 |
| 5 | 0.9287E-01 | 1861.0 | $0.9219 \mathrm{E}+05$ | 1101.1 | 103.0 | 711.0 | 1575.0 | $0.1075 \mathrm{E}+05$ | 712.101 | 1101.0 | 71.9224 |
| 6 | 0.1250 | 1165.0 | 0.1015E+06 | 1055.0 | 86.5 | 734.0 | 1325.0 | $0.1023 E+05$ | 736.033 | 1055.0 | 120.885 |
| 7 | 0.9718E-01 | 902.0 | 0.6798E +05 | 1072.0 | 76.9 | 715.0 | 1380.0 | 0.1116E+05 | 716.631 | 1072.0 | 86.3202 |
| 8 | 0.1100 | 2616.0 | 0.6944E +05 | 1085.0 | 113.0 | 799.0 | 1429.0 | $0.1147 \mathrm{t}+05$ | 800.233 | 1085.0 | 86.8866 |
| 9 | 0.1000 | 14690.0 | $0.7427 \mathrm{E}+05$ | 1009.0 | 70.8 | 768.0 | 1672.0 | $0.1043 E+05$ | 769.257 | 1009.0 | 46.9832 |
| 10 | 0.7457E-01 | 8017.0 | $0.1153 \mathrm{~F}+06$ | 1025.0 | 90.6 | 738.0 | 1141.0 | $0.1202 \mathrm{E}+05$ | 739.071 | 1025.0 | 52.6204 |

[^1]${ }^{\text {＊}}$ From Ref． 16 ；continued on next page．

| NニNNへ | べかこの | ごいご | O－0～o | 以®wn－ | 증 ${ }^{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & 00000 \\ & 08=00 \\ & 280 \% 0 \\ & 6 \\ & 0 \end{aligned}$ |  | $2^{3}$ |
|  | NNGN二 <br> w <br> $0^{\circ} 0^{\circ} 0^{\circ} 0^{\circ}$ |  |  |  | 3 |
| 00000 <br>  응ㅇㅇㅇ mmmm <br>  |  | 00000 ज둥오 <br>  <br>  जGuक心 | 00000 우웅웅 <br>  <br>  \＆女納 | 00000 우으․ ․․․ $=$ <br>  ＋${ }^{+}{ }^{4}{ }^{+}{ }^{+}$ Gucucu | $c^{-1}$ |
|  | $\begin{aligned} & \text { 옹ㅇ웅 } \\ & 0006 \\ & 00000 \end{aligned}$ |  | 훙ㅎ웅 8n488以 $0^{\circ} 0^{\circ} 0^{\circ}$ | 우무뭉 <br> 녕․ <br> －0 <br> $0^{\circ} 0^{\circ} 0^{\circ}$ | $e^{x}$ |
| $\begin{aligned} & \sim 4 \% \text { 응 } \\ & \text { niso } \end{aligned}$ |  |  | $\begin{aligned} & \infty \infty 00= \\ & N=0000 \end{aligned}$ |  | $\rightarrow$ |
| $\begin{aligned} & \infty \infty 0 \\ & 0.00 \\ & 00000 \end{aligned}$ |  | $\begin{aligned} & 10 \sim N \\ & 000 N 0 \\ & 00000 \\ & 0000 \end{aligned}$ | $\begin{aligned} & \sim \sim O \\ & \mathscr{0}=0 \\ & 00000 \end{aligned}$ |  | I |
|  |  <br> مomun NwーNu $0^{\circ} 0^{\circ} 0^{\circ}$ | ぶぶニ <br> いだごい <br> 00000 | 三ぁが気 जかゅ心． －9NNO －00000 | シ心気 넝 Nㅗㅇ － －0000 | $\Gamma$ |
|  |  |  |  | 00000 ここ二 <br>  mmmm <br>  जGuGu | 2 |
|  |  |  |  |  | $\underline{x}^{x}$ |
|  | $\begin{aligned} & \text { 요웅 } \\ & \text { 心4000 } \\ & 00000 \end{aligned}$ | $\begin{aligned} & \text { 옹응 } \\ & \text { ONO } \\ & 00000 \end{aligned}$ | 웋ㅎㅎ oww $0^{\circ} 0^{\circ} 0^{\circ}$ | ぶ心㇒ 영응 －0000 | $k^{x}$ |
|  | NN以 い 0 い日 ゅ～ス～～～ ．88\％ © © 0 － | ज58心の is inco ○ぶ ©NGNN |  |  | 0 |

－
Table B.3.* (Continued).

| Run No. | $r_{*}$ | $r$ | $\mathrm{I}_{u}$ | $H_{u}$ | $T_{1}$ | ${ }_{1}$ | L | $k$ | $H_{w l}$ | ${ }^{4}$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26 | 0.9251E-01 | 664.0 | $0.1009 E+06$ | 1099.0 | 90.2 | 785.0 | 1379.0 | 0.1166E+05 | 786.114 | 1099.0 | 71.1289 |
| 27 | $0.9083 \mathrm{E}-01$ | 2403.0 | $0.8688 E+05$ | 1104.0 | 107.0 | 795.0 | 16 U 2.0 | $0.1089 \mathrm{E}+05$ | 795.822 | 1104.0 | 54.2967 |
| 28 | 0.8480E-01 | 2023.0 | $0.9936 E+05$ | 1088.0 | 106.0 | 720.0 | 1235.0 | $0.1134 E+05$ | 721.152 | 1088.0 | 76.0979 |
| 29 | 0.1110 | 985.0 | $0.9662 E+05$ | 1052.0 | 77.4 | 754.0 | 1636.0 | $0.1093 E+05$ | 755.434 | 1052.0 | 76.6925 |
| 30 | 0.1180 | 1720.0 | $0.1149 E+06$ | 1012.0 | 76.3 | 716.0 | 1406.0 | $0.1161 E+05$ | 718.123 | 1012.0 | 106.151 |
| 31 | 0.8566E-01 | 4939.0 | $0.9829 E+05$ | 995.0 | 69.8 | 742.0 | 1298.0 | $0.1036 E+05$ | 743.158 | 994.999 | 46.3359 |
| 32 | 0.1050 | 1293.0 | $0.8778 E+05$ | 1101.0 | 108.0 | 797.0 | 1478.0 | $0.1032 \mathrm{E}+05$ | 798.017 | 1101.0 | 73.2740 |
| 33 | 0.8969 - 01 | 3494.0 | $0.1139 \mathrm{E}+06$ | 1042.0 | 101.0 | 790.0 | 1601.0 | $0.1061 E+05$ | 790.701 | 1042.0 | 42.0874 |
| 34 | 0.1090 | 1894.0 | 0.6707E405 | 1061.0 | 84.4 | 789.0 | 1437.0 | $0.1126 E+05$ | 790.457 | 1061.0 | 79.1258 |
| 35 | 0.1250 | 4345.0 | $0.6927 E+05$ | 1021.0 | 78.6 | 762.0 | 1669.0 | $0.1135 E+05$ | 763.818 | 1021.0 | 85.8513 |
| 36 | 0.9419E-01 | 4163.0 | $0.9238 E+05$ | 1107.0 | 66.7 | 804.0 | 1123.0 | $0.1049 E+05$ | 806.000 | 1107.0 | 78.3645 |
| 37 | 0.9908E-01 | 779.0 | $0.1102 \mathrm{E}+06$ | 1084.0 | 65.3 | 758.0 | 1569.0 | $0.1000 \mathrm{E}+05$ | 759.395 | 1084.0 | 63.8048 |
| 38 | 0.1150 | 5981.0 | $0.7600 E+05$ | 1077.0 | 92.9 | 807.0 | 1151.0 | $0.1029 E+05$ | 808.853 | 1077.0 | 99.5990 |
| 39 | 0.1270 | 1220.0 | $0.7380 \mathrm{E}+05$ | 1049.0 | 91.6 | 769.0 | 1207.0 | $0.1007 \mathrm{E}+05$ | 770.873 | 1049.0 | 117.576 |
| 40 | 0.6327E-01 | 3603.0 | 0.7221E+05 | 1032.0 | 73.0 | 740.0 | 1459.0 | $0.9940 E+04$ | 740.596 | 1032.0 | 24.9673 |
| 41 | 0.8654E-01 | 1035.0 | 0.8923E+05 | 1000.0 | 99.0 | 774.0 | 1336.0 | 0.1097E+05 | 774.657 | 999.993 | 43.5338 |
| 42 | 0.8840E-01 | 1412.0 | $0.8486 E+05$ | 1083.0 | 111.0 | 775.0 | 1171.0 | $0.1152 E+05$ | 776.029 | 1083.0 | 74.1388 |
| 43 | 0.1380 | 2896.0 | $0.8553 \mathrm{E}+05$ | 1028.0 | 79.1 | 731.0 | 1267.0 | $0.1041 E+05$ | 733.895 | 1028.0 | 144.571 |
| 44 | 0.9766E-01 | 3368.0 | $0.7792 E+05$ | 1075.0 | 97.0 | 709.0 | 1632.0 | $0.1057 E+05$ | 710.214 | 1075.0 | 70.7905 |
| 45 | 0.1070 | 910.0 | $0.8256 \mathrm{E}+05$ | 1067.0 | 71.9 | 765.0 | 1377.0 | $0.1192 E+05$ | 766.872 | 1067.0 | 93.4468 |
| 46 | 0.9668E-01 | 5456.0 | $0.6340 E+05$ | 1066.0 | 58.4 | 718.0 | 1191.0 | 0.1190 E -05 | 719.797 | 1066.0 | 101.575 |
| $4)$ | 0.1070 | 1569.0 | $0.1083 E+06$ | 1096.0 | 67.7 | 711.0 | 1328.0 | $0.1161 E+05$ | 713.289 | 1096.0 | 101.476 |
| 48 | 0.8296E-01 | 8875.0 | $0.6732 \mathrm{E}+05$ | 1056.0 | 85.6 | 757.0 | 1420.0 | $0.1024 E+05$ | 758.000 | 1056.0 | 46.4636 |
| 49 | 0.1020 | 2523.0 | $0.7028 E+05$ | 1031.0 | 115.0 | 763.0 | 1365.0 | $0.1108 E+05$ | 763.992 | 1031.0 | 70.8401 |
| 50 | 0.1149E-01 | 6050 | $0.1109 E+06$ | 1093.0 | 93.6 | 706.0 | 1562.0 | $0.1044 E+05$ | 706.638 | 1093.0 | 41.4624 |

*From Ref. 16.

Table B.4.* Derivatives and Sensitivities of the Response $Q$ with Respect to Each Parameter for the 10-Point LHS Design Matrix.

| Parameter | Value | $\frac{\partial R}{\partial a}$ | $\frac{\partial \tilde{R}}{\partial \alpha} \frac{\alpha}{R}$ |
| :---: | :---: | :---: | :---: |
| 1 | $R=Q=48.52464$ | $H_{W 1}=783.7536$ | $H_{\text {wu }}=1043.999$ |
| $T_{u}$ | 83370.00 | 0.2156935E-08 | 0.3705821E-05 |
| $H_{u}$ | 1044.00 | 0.1859182 | 4.000000 |
| $r$ | 2948.00 | -0.4557747E-05 | -0.2758951E-03 |
| rw | 0.08609 | 1124.082 | 1.994291 |
| $\mathrm{T}_{1}$ | 107.00 | 0.1309451E-02 | 0.2887424E-02 |
| $\mathrm{H}_{1}$ | 783.00 | -0.1859182 | -3.000000 |
| $K_{W}$ | 10010.00 | 0.4833502E-02 | 0.9971089 |
| L | 1250.00 | -0.3870748E-01 | -0.9971089 |
| 2 | $R=Q=99.88144$ | $H_{W 1}=790.5381$ | $H_{\text {WU }}=1092.998$ |
| $\mathrm{T}_{4}$ | 88400.00 | 0.7200674E-08 | 0.6372952E-05 |
| $H_{u}$ | 1093.00 | 0.3274801 | 3.583607 |
| r | 5194.00 | -0.1481603E-04 | -0.7704580E-03 |
| rw | 0.105 | 1886.844 | 1.983538 |
| $\mathrm{T}_{1}$ | 67.70 | 0.1227723E-01 | 0.8321550E-02 |
| ${ }^{H}$ | 788.00 | -0.3274801 | -2.583607 |
| $K_{W}$ | $11260.00$ | 0.8796593E-02 | -0.9916721 |
| L | 1181.00 | -0.8386930E-01 | -0.9916721 |
| 3 | $R=Q=81.88855$ | $H_{W 1}=759.2360$ | $H_{\text {wu }}=992.9987$ |
|  | 94710.00 | 0.4734320E-08 | 0.5475582E-05 |
| $H_{u}$ | 993.00 | 0.3484619 | 4.225532 |
| $r$ | 1358.00 | -0.3395267E-04 | -0.5630546E-03 |
| rw | 0.118 | 1380.910 | 1.989868 |
| T1 | 98.60 | 0.4368129E-02 | 0.5259557E-02 |
| $\mathrm{H}_{1}$ | 758.00 | -0.3484619 | -3.225532 |
| $X_{W}$ | 11740.00 | 0.6938450E-02 | 0.9947350 |
| L | 1466.00 | -0.5556440E-01 | -0.9947350 |
| 4 | $R=0=39.77062$ | $H_{W 1}=811.6145$ | $H_{\text {wu }}=1037.000$ |
| $T_{u}$ | 109100.00 | 0.7377022E-09 | 0.2023687E-05 |
| $\mathrm{H}_{u}$ | 1037.00 | 0.1759762 | 4.588496 |
| $r$ | 240.00 | -0.5719953E-04 | -0.3451766E-03 |
| rw | 0.0905 | 877.3659 | 1.996489 |
| $\mathrm{T}_{1}$ | 81.20 | 0.1331737E-02 | 0.2719018E-02 |
| ${ }_{H}$ | 811.00 | -0.1759762 | -3.588496 |
| $K_{w}$ | 10520.00 | 0.3770191E-02 | 0.9972790 |
| $L$ | 1534.00 | -0.25855jJ̃-ũi | -0.9972790 |

[^2]Table B.4. (Continued).

| Parameter | r Value | $\frac{\partial R}{\partial \alpha}$ | $\frac{\partial R}{\partial \alpha} \frac{\alpha}{R}$ |
| :---: | :---: | :---: | :---: |
| 5 | $R=Q=71.92241$ | $H_{w 1}=712.1008$ | $H_{\text {wu }}=1100.999$ |
| $\mathrm{T}_{u}$ | 92190.00 | 0.2460308E-08 | 0.3153618E-05 |
| $\mathrm{H}_{u}$ | 1101.00 | 0.1844164 | 2.823677 |
| $r$ | 1861.00 | -0.1102517E-04 | -0.2852775E-03 |
| ${ }^{\sim}$ | 0.09287 | 1544.613 | 1.994485 |
| ${ }_{1}$ | 103.00 | 0.1970982E-02 | 0.2822641E-02 |
| $\mathrm{H}_{1}$ | 711.00 | -0.1844164 | -1.823077 |
| $K_{w}$ | 10750.00 | 0.6671550E-02 | 0.9971741 |
| L | 1575.00 | -0.4553598E-01 | -0.9971741 |
| 6 | $R=0=120.8852$ | $H_{W 1}=736.0329$ | $H_{W U}=1054.998$ |
| $\mathrm{T}_{4}$ | 101500.00 | 0.6427935E-08 | 0.5397149E-05 |
| $\mathrm{H}_{\mathrm{u}}$ | 1055.00 | 0.3765893 | 3.286604 |
| r | 1165.00 | -0.7195967E-04 | -0.6¢34929E-03 |
| ${ }^{\text {r }}$ | 0.125 | 1922.578 | 1.988021 |
| T1 | 86.50 | 0.8850572E-02 | 0.6333071E-02 |
| $\mathrm{H}_{1}$ | 734.00 | -0.3765893 | -2.286004 |
| $K_{w}$ | 10230.00 | 0.1174183E-01 | 0.9936614 |
| L | 1325.00 | -0.9065580E-01 | -0.9936614 |
| 7 | $R=Q=86.32016$ | $H_{W 1}=716.6310$ | $H_{\text {Wu }}=1071.998$ |
| $T_{u}$ | 67980.00 | 0.6562483E-08 | 0.5168174E-05 |
| $\mathrm{H}_{u}$ | 1072.00 | 0.2417931 | 3.002801 |
| $r$ | 902.00 | -0.4794403E-04 | -0.5009897E-03 |
| r | 0.09778 | 1757.957 | 1.991343 |
| ${ }_{1}$ | 76.90 | 0.5128352E-02 | 0.4568693E-02 |
| ${ }_{\mathrm{H}}^{1}$ | 715.00 | -0.2417931 | -2.002801 |
| ${ }_{\text {k }}$ | 11160.00 | $0.7699403 \mathrm{E}-02$ | 0.9954261 |
| L | 1380.00 | -0.6226474E-01 | -0.9954261 |
| 8 | $R=Q=86.88659$ | $H_{W 1}=800.2331$ | $H_{\text {WU }}=1084.998$ |
|  | 69440.00 | 0.8779252E-08 | 0.7016403E-05 |
| ${ }^{4}$ | 1085.00 | 0.3037992 | 3.793706 |
| r | 2616.00 | -0.1423474E-04 | -0.4285827E-03 |
| ${ }^{\text {r }}$ | 0.11 | 1573.013 | 1.991463 |
| ${ }_{1}$ | 113.00 | 0.3315279E-G2 | 0.4311673E-02 |
| $\mathrm{H}_{1}$ | 799.00 | -0.3037993 | -2.793706 |
| $K_{w}$ | 11470.00 | 0.7542402E-02 | 0.9956813 |
| L | 1429.00 | -0.6053978E-01 | -0.9956813 |

Table B.4. (Continued).

| Parameter Value |  | $\frac{\partial R}{\partial \alpha}$ | $\frac{\partial R}{\partial \alpha} \frac{\alpha}{R}$ |
| :---: | :---: | :---: | :---: |
| 9 | $R=Q=46.98318$ | $H_{W 1}=769.2566$ | $H_{\text {WU }}=1008.999$ |
| $T_{u}$ | 74270.00 | 0.31442505E-08 | 0.4970363E-0S |
| $\mathrm{Hu}_{u}$ | 1009.00 | 0.1949509 | 4.186722 |
| $r$ | 14690.00 | -0.1402964E-05 | -0.4386581E-03 |
| ${ }^{\text {w }}$ | 0.10 | 934.7742 | 1.989593 |
| $\mathrm{T}_{1}$ | 70.80 | 0.3460010E-02 | 0.5213967E-02 |
| $\mathrm{H}_{1}$ | 768.00 | -0.1949509 | -3.186722 |
| $K_{W}$ | 10430.00 | 0.4481110E-02 | 0.9947811 |
| L | 1672.00 | -0.2795333E-02 | -0.9947811 |
| 10 | $R=Q=52.62038$ | $H_{* 1}=739.0709$ | $H_{\text {ruu }}=1024.999$ |
| $T_{u}$ | 115300.00 | 0.1338124E-08 | 0.2932052E-05 |
| $\mathrm{Hu}_{u}$ | 1025.00 | 0.1833462 | 3.571428 |
| $r$ | 8017.00 | -0.2115667E-05 | -0.3223333E-03 |
| $r_{w}$ | 0.07457 | 1406.067 | 1.992582 |
| T1 | 90.60 | 0.2167197E-02 | 0.3731408E-02 |
| $\mathrm{H}_{1}$ | 738.00 | -0.1833462 | -2.571428 |
| $K_{W}$ | 12020.00 | 0.4361387E-02 | 0.9962656 |
| L | 1141.00 | -0.4594555E-01 | -0.9962656 |
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[^0]:    *From Ref. 16.
    $\dagger_{\mu}, \sigma$ are the mean and standard deviation, respectively, of $r_{i w}$.
    $* * \mu^{\prime}, \sigma^{\prime}$ are the mean and standard deviation, respectively, of the $\ln (r)$ (which is normally distributed).

[^1]:    *From Ref. 16.

[^2]:    *From Ref. 16.

