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ABSTRACT 

To investigate the reaction kinetics of hydrogen combustion at high pressure and high 

temperature conditions, we constructed a ReaxFF training set to include reaction energies and 

transition states relevant to hydrogen combustion and optimized the ReaxFF force field 

parameters against training data obtained from Quantum Mechanical calculations and 

experimental values. The optimized ReaxFF potential functions were used to run NVT-MD 

simulations for various H2/O2 mixtures. We observed that the hydroperoxyl(HO2) radical plays a 

key role in the reaction kinetics at our input conditions (T≥2750K, P > 400atm). The reaction 

mechanism observed is in good agreement with predictions of existing kinetic models for 

hydrogen combustion. Since ReaxFF derives its parameters from quantum mechanical data and 

can simulate reaction pathways without any preconditioning, we believe that atomistic 

simulations through ReaxFF could be a useful tool in enhancing existing kinetic models for 

prediction of hydrogen combustion kinetics at high pressure and high temperature conditions, 

which otherwise is difficult to attain through experiments. 
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Chapter 1 
 

INTRODUCTION 

Hydrogen is one of the cleanest renewable energy sources. There are plentiful resources 

of hydrogen everywhere on this planet unlike fossil fuels. Its major advantages over other fuels is 

its high heat of combustion and zero CO2 emission [1][2]. Due to increasing global warming, 

hydrogen is being considered as a possible replacement for fossil fuels. The prospect of a 

hydrogen based economy has increased interest in the use of hydrogen as a fuel and issues like 

storage and safety[3][4][5] are being resolved in order to use hydrogen as a fuel for practical 

purposes.  

1.1 Problem Description 

In order to extensively use hydrogen as a fuel, a detailed understanding of the chemical 

kinetics of hydrogen combustion is required. A good amount of understanding has already been 

achieved through extensive experiments and continuum-scale kinetic models in the past 

[6][7][8][9][10][11]. The reaction kinetics is well understood for low pressure and high 

temperature conditions and is dominated by chain branching reactions shown in reaction R1,R2 

and R3. 

H+O2  OH + O              (R1) 

O + H2  H + OH               (R2) 

OH + H2  H2O + H               (R3) 
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However, at very high pressure conditions (P > 400 atm), the reaction kinetics is still not well 

understood. Mueller et al[8] have suggested that the reaction kinetics in the zone above the 

extended second explosion limit* involves the formation and consumption reactions of HO2 and 

H2O2 which are less understood as of now. Among the current kinetic models for H2/O2 

combustion, Li et al[9] have validated their model with experimental data for a wide range of 

input conditions (298-3000K, 0.3-87 atm, Ф = 0.25-5.0) and found excellent agreement. Strohle 

et al[10] have evaluated several existing kinetic models of H2/O2 combustion under gas turbine 

conditions(pressure up to 33 atm)and concluded that O‟Conaire Mechanism[11] and Li 

Mechanism[9] are most appropriate kinetic models for predicting reaction kinetics under these 

conditions . However, at very high pressures (P> 400 atm) it is difficult to obtain experimental 

data and none of the existing continuum-scale kinetic models have been validated for such 

elevated pressures. 

 This issue has prompted a shift to reaction kinetic modeling at an atomistic scale for high 

pressure conditions. Atomistic methods derived from solving the Schrodinger equation defined in 

Quantum Mechanics(QM) theory give an accurate prediction of reaction barriers and reaction 

energy for individual reactions. These methods do not require experimental validation. While 

these methods can be very useful to study reaction kinetics, they are computationally very 

expensive. They can be applied in dynamical simulations of a system of H2/O2 molecules but 

these simulations are limited to small systems and short time-scales [12]. This makes it difficult 

to use them for getting a detailed, statistically relevant description of the H2/O2 reaction  

*Extended Second explosion limit: This is defined as a pressure-temperature boundary which indicates 
pressure, temperature points at which the rate of removal of H radicals occurs equally from reactions R1 
pathway and R2 pathway. 
H+ O2  OH + O            (R1) & 
H+ O2 + M  HO2 + M (R2) 
R1 dominates in the region below this boundary can be classified as low-pressure zone and R2 dominates 
in the the region above and can be classified as high pressure zone. This will be explained in further detail 
in Chapter 2. 
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chemistry. Empirical methods, including tight-binding and force-field (FF) based approaches, 

provide a computationally inexpensive alternative to QM methods. While  FF- methods are 

mainly used for non-reactive systems [13][14][15][16][17], currently a number of reactive FF-

methods are available [18][19][20][21] that enable nanosecond-scale simulations of reactive 

systems of size >>1000 atoms.  In our research we will present the development of an application 

of one such reactive force field called ReaxFF [22] for hydrogen combustion reactions. ReaxFF is 

a quantum derived FF which retains nearly the accuracy of results from QM for both reaction 

energies and transition states. It was developed in order to simulate the formation and dissociation 

of bonds correctly and does not require pre-defined reactive sites or reaction pathways to simulate 

a chemical reaction. Since the FF parameters are derived solely from QM data, ReaxFF can be 

directly applied to systems that cannot be studied experimentally. With increasing applications of 

high pressure combustion, like in rocket engines and shock induced reactions, ReaxFF could be a 

useful tool to enhance our understanding of the chemical kinetics of hydrogen combustion at high 

pressures. 

1.2 Research Objectives 

In this research work we will demonstrate the development of a ReaxFF FF to carry out 

molecular dynamics (MD) simulations for investigating the chemical kinetics involved in 

hydrogen combustion. We will present here the optimization of ReaxFF FF by training against 

QM derived transition states and reaction energy that are relevant to hydrogen oxidation. The 

ReaxFF FF will be applied  on a system of H2/O2 molecules with various input conditions. The 

results will be analyzed to study the initiation reaction and reaction mechanism and estimate the 

overall activation energy of the water formation reaction. This research will demonstrate the 
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ability of ReaxFF as a computational method to describe the chemical events involved in 

hydrogen combustion process and should provide an accurate tool for analyzing the reaction 

mechanism under a wide range of input conditions. 

1.3 Thesis Organization 

The thesis is organized into a total of five chapters. The second chapter will give an 

introduction to the current knowledge of hydrogen combustion kinetics and the concepts of 

Molecular Dynamics, ReaxFF and Quantum Mechanics for simulating a reactive system of 

particles. The third chapter gives the methodology followed in this research work to develop the 

ReaxFF and demonstrate its validity. Chapter four will discuss the methodology followed to 

simulate hydrogen combustion and the input conditions used. It will also show the analysis of 

MD results to explain the reaction kinetics observed. Chapter five provides a conclusion of all the 

results and discusses possible future work. 
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Chapter 2 
 

CONCEPTS OF HYDROGEN COMBUSTION AND MOLECULAR 

DYNAMICS 

2.1 Hydrogen Combustion Kinetics 

The current understanding of Hydrogen Combustion kinetics is best represented by the classical 

explosion limit diagram [6][23] shown in figure 2-1. The figure depicts explosion limits of 

stoichiometric mixtures of hydrogen and oxygen through pressure-temperature boundaries which 

separate regions of slow and fast reactions. 

 The initiation reaction of a H2/O2 mixture is given by 

H2 + M  2H+ M               (R4) 

 

 

Figure 2-1:   Figure shows explosion limits of a stoichiometric H2/O2 mixture.  
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Earlier studies [24] have also suggested other possible initiation reactions like 

H2 + O2 + M  H2O2 + M              (R5) 

H2 + O2  H + HO2               (R6) 

These initiation reactions R4 and R6 essentially provide radicals which participates in chain 

propagating  and chain branching reactions leading to the formation of a radical pool of H, O and 

OH radicals. These radicals react very quickly, creating more radicals in each reaction leading to 

an explosive condition. 

 The reaction mechanism in the zone between the first and second explosion limit in 

figure 2-1consists of a set of chain branching and chain propagation reactions as given below. 

H + O2  O + OH               (R7) 

H2 + O  H + OH               (R8) 

H2 + OH  H2O + H               (R9) 

The reactions R7 and R8 are chain branching, while R9 is chain propagating leading to water 

formation and H radical as chain carrier. The rate of the reactions R7, R8 and R9 increases with 

temperature and hence these reactions occur predominantly at high temperature conditions. 

However, as we increase the pressure of the mixture, there occurs a no explosion zone above the 

second explosion limit(as shown in figure 2-1). This is due to a competing reaction R10 which 

leads to formation of a relatively unreactive HO2 radical. 

H + O2 + M  HO2 + M            (R10) 

The reaction R10 is a pressure-dependent reaction and requires a third body collision(M) for 

reaction to occur. It competes directly with R7 and exceeds the rate of reaction R7 above the 

second explosion limit. The reaction R10 acts as a chain-terminating step due to formation of a 

meta-stable hydroperoxyl radical leading to no explosion zone. As we further increase the 

pressure into the third explosion limit, HO2 radicals participate in a set of chain branching and 

propagating reactions given below, leading once more to explosive conditions. 
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HO2 + H2  H2O2 + H             (R11) 

HO2 + HO2  H2O2 + O2            (R12) 

H2O2 + M  2OH + M             (R13) 

HO2 + H  2OH             (R14) 

Hence HO2 and H2O2 play a crucial role in reaction kinetics of H2/O2 mixtures at high pressure 

and low temperature conditions.  

 We observe that the reaction mechanism of H2/O2 mixtures revolves around H, O and OH 

radicals at low pressure and high temperatures (R7-R9) while HO2/H2O2 reactions(R11-R14) 

become important at high pressure and low temperature conditions. This divide in reaction 

kinetics can be further emphasized by the extended second explosion limit (shown in figure 2-1) 

which depicts the pressure-temperature boundary for which the rate of reactions of R7 and R10 

are same. This can be mathematically represented as 

 
                   (2.1) 

using a steady state analysis, as can be seen in Glassman[24]. In equation (2.1)    and     are the 

rate constant of reaction R7 and R10 respectively.     represents the concentration of the third 

body M in reaction R10.  Below the extended second explosion limit, we can expect to see more 

of H, O and OH chemistry while above it we can expect more of HO2/H2O2 chemistry.  

 A list of all the important reactions in hydrogen combustion along with their heat of 

reactions and activation energy is compiled in Table 3-2 of chapter 3. The rate constants for each 

of this reaction can be found in Li et al[9]. 
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2.2 Molecular Dynamics(MD) 

MD is a simulation technique to calculate trajectory of a molecular system and evaluate 

its thermodynamic properties. It was first introduced by Alder and Wainwright in the late 1950‟s 

to study the interactions of hard spheres[25].  

MD assumes that the classical Newton‟s equations of motion hold true at the molecular 

level. With proper choice of interaction potential between the particles, MD can predict very 

accurately the equilibrium properties of a system and can act as a potent replacement for 

experiments.  MD simulations are now routinely used to investigate structure, dynamics and 

thermodynamics of a molecular system. Notable applications include the study of biological 

molecules and their complexes, especially protein structure determination and refinement[26]. 

MD is also used to study thin-film growth and ion sub-plantation[27].  

2.2.1 Methodology: 

Consider a system of N particles kept inside a cubic box of volume V. MD simulation 

consists of step by step solution of the Newton‟s equation of motion (2.2) and (2.3) for this 

system of particles for given initial position and velocities. 

                    (2.2) 

                 (2.3) 

In equation (2.2) and (2.3) ,    is the force acting on the     particle of mass   , position    and 

velocity   . In the absence of external force, the total energy of the system is conserved. Hence, 

the force acting on every particle is conservative and can be expressed in terms of potential 

energy as                     (2.4) 
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            ∑               ∑ ∑                           (2.5) 

where       is the potential energy of the system at the point   , describing the interaction 

between particles of the system and the effect of external forces. Equation 2.5 represents       as 

the sum of external potential field      , pair potential field          and many body potential 

fields like three-body interaction potential            ,four-body interaction potential                and so on. In practice only a few of the potential terms are kept, to the extent that 

these approximations are accurate. 

 Since, one can calculate the acceleration, velocity and position of the particle at any 

instant of time using equation 2.2 and 2.3, MD is a deterministic method. However, in order to be 

able to use MD as a replacement for real experiments, the trajectory information from a MD 

simulation needs to be converted to macroscopic thermodynamic properties, obtainable through 

real experiments. Using the ensemble theory of statistical thermodynamics, the trajectory 

information can be used to evaluate properties of the system like temperature, pressure, heat 

capacity etc.  

2.2.2 Ensemble Theory: 

 Ensemble theory was first introduced by the American scientist J. Willard Gibbs[28]. An 

ensemble is defined as a collection of very large number of systems, each of which has identical 

macroscopic thermodynamic properties. The ensemble theory is used to obtain the particle 

distribution at thermodynamic equilibrium, using which other macroscopic thermodynamic 

properties are derived. The ensemble theory is based on the ergodic hypothesis as explained in the 

next section(2.2.2.1). 
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2.2.2.1 Ergodic Hypothesis: 

 The ergodic hypothesis states that the time average of a system thermodynamic variable 

is equal to its ensemble average i.e. the average of instantaneous value of this thermodynamic 

variable in each member of the ensemble. This hypothesis can be justified through the example of 

a roulette wheel. Consider the probability of spinning a number 5 on the roulette wheel. It can be 

either found by spinning the roulette wheel N number of times and calculating the number of 

times 5 occurs, or it can be calculated by spinning N identical roulette wheels at a time and seeing 

how many roulette wheels give 5 as the output(N is a very large number). This hypothesis holds 

true when the spins are mutually exclusive. While the first method is similar to time averaging, 

the latter method corresponds to ensemble averaging. 

 Using the ensemble theory, a molecular partition function is derived which indicates how 

the particles in a thermodynamic system are partitioned among the various available energy 

levels. Using this partition function one can directly calculate macroscopic thermodynamic 

properties. 

 Several types of ensembles have been formulated to replicate real experiments and  the 

most commonly used ensembles have been explained in the following sections. 

2.2.2.2 Microcanonical Ensemble: 

 This is composed of large number of isolated systems of particles, each of which has 

same number of particles (N), same volume(V) and same internal energy(U). Such an ensemble is 

easy to simulate, since the total energy of an isolated system i.e. the internal energy is inherently 

conserved in an MD simulation. 
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2.2.2.3 Canonical Ensemble: 

 This ensemble is composed of large number of closed isothermal systems of particles, 

each of which has same number of particles (N), same volume(V) and same temperature(T).  In 

order to simulate a system of particles belonging to this type of ensemble, one needs to use a 

thermostat which can keep the temperature of the system fixed. In such a system, the internal 

energy is not necessarily conserved. One commonly used thermostat for the canonical ensemble 

is the Berendsen thermostat[29]. The Berendsen thermostat maintains a constant temperature by 

virtually coupling the system to an external heat bath which is fixed at the desired temperature. 

This is achieved by rescaling the velocities of the particles of the system such that 

  
                           (2.6) 

where       is the desired temperature and      is the system temperature and   is a coupling 

constant whose magnitude determines how tightly the bath and system are coupled. A smaller 

value of   implies a stronger coupling and vice-versa. Some other commonly used thermostats are 

Anderson thermostat[30] and Nose‟-Hoover thermostat[31][32][33]. 

2.2.2.4 Grand Canonical Ensemble:  

 This ensemble is composed of large number of open, isothermal systems of particles, 

each of which has same chemical potential (µ), same volume(V) and same temperature(T). In this 

case the number of particles(N) in a system may not necessarily be constant. This ensemble is 

useful for adsorption studies; it was not used in the work presented in this thesis. 
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2.2.2.5 Isothermal-Isobaric Ensemble: 

This ensemble is composed of large number of closed, isothermal and isobaric systems of 

particles, each of which has same number of particles (N), same pressure(P) and same 

temperature(T). This ensemble represents systems which are similar to macroscopic systems used 

in real experiments. The temperature is kept constant using a thermostat, while the pressure is 

kept constant using a barostat like Anderson barostat[30] and Rahman-Parinello barostat[34]. The 

barostat works by rescaling the volume of the system at each time step, to maintain constant 

pressure. 

In the „dilute limit‟[28], the average equilibrium particle distribution is found to converge 

to the Maxwell-Boltzmann distribution, which covers most cases of practical applications. 

2.2.2.6 Maxwell-Boltzmann distribution: 

Maxwell-Boltzmann distribution represents the equilibrium particle distribution for an 

isolated system of independent particles at a given temperature. This best represents a 

monoatomic ideal gas and the speed distribution is given as                                (2.7) 

where   is the mass of the particle,   is the speed of the particle and    is the Boltzmann‟s 

constant. This distribution is represented in figure 2-2 where     represents the most probable 

particle speed. 
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 Many practical systems can be modeled as if they were composed of independent 

particles and the examples of this include ideal gases, electrons, radiation and crystalline solid. 

Hence the Maxwell-Boltzmann distribution can be assumed to hold true for such systems and the 

following relations hold true for them: 

      ∑                      (2.8) 

where    is the translational Kinetic Energy of a system of particles which is related to the 

Temperature   of the system. 

 

Figure 2-2:   Maxwell Boltzmann speed distribution  
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2.2.3 Integration Scheme: 

In order to evaluate the trajectory of a system of particles, the Newton‟s equation of 

motion (2.2) and (2.3) needs to be integrated at each time step using a finite difference method. 

However, the integration scheme should ensure an accurate, stable and computationally efficient 

solution. There are several integration schemes available like the Euler scheme[32], Verlet 

scheme[35], Leap-Frog algorithm[35], Beeman algorithm[35] , Velocity Verlet algorithm[36][37] 

to name a few. Each of these algorithms uses a Taylor‟s series expansion to extrapolate the future 

position and velocity as a function of current position and velocity as shown in equation (2.9)  

and (2.10)                                                 (2.9) 

                                                (2.10) 

Each algorithm makes a compromise between speed and accuracy to obtain a solution. In this 

research work we have used the Velocity Verlet algorithm[36][37] to calculate the trajectory, 

which calculates both position and velocity at the same time with error being        and        

respectively. The expressions for position and velocity at a given time       are obtained as 

shown in (2.11) and (2.12) 

                                        (2.11) 

                                       (2.12) 

where                and                 . Note that, in order to calculate velocity we need to know 

the forces acting on the particle at next time step i.e         . 

 The time step    used in a MD simulation is restricted by the speed of the fastest moving 

atoms in the system. For example, the vibration frequency of small atoms like H in a bond is of 

the order of femtoseconds. Hence, in order to account for the accurate motion of atoms, one needs 
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to use time step of the order of sub femto-seconds. Because of this issue MD simulations are 

restricted to very small time scale simulations(at best for 1µs), with the currently available 

computational resources. 

2.2.4 Periodic Boundary Conditions: 

With the currently available computational resources, MD method can simulate a system 

of up to        atoms, which is far removed from a bulk system. In order to simulate bulk 

systems, the periodic boundary conditions are chosen which mimic the presence of an infinite 

bulk surrounding the actual system.  The volume containing the system of particles is treated as 

the primitive cell of an infinite periodic lattice of identical cells as shown in figure 2-3. Hence, 

the atoms leaving the boundary of the primitive cell, re-enter from opposite face. Any atom in this 

primitive cell now interacts with all other particles in this infinite periodic system. However, this 

would mean calculation of infinite terms for getting the interaction potential for every particle in 

the system. This is avoided by considering only short-range interactions for the particles, and 

choosing the volume of the primitive cell big enough to make this assumption valid. Usually a 

cutoff radius       is chosen around each particle such that interactions with the particles within 

this distance are only considered.   is the side length of the primitive cell shown in figure 2-3. 

This condition ensures that the interactions of a particle are only with the nearest periodic image 

of other particles. While the assumption of short-range interactions helps improve the speed of 

MD calculations drastically, correction terms need to be added to the calculated interaction 

potential of each particle in order to maintain energy conservation. 
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2.2.5 Interaction Potential: 

One of the key factors behind reliability of results from a MD simulation is the choice of 

interaction potential. In MD we only consider the motion of nuclei of an atom and ignore the 

electronic motion. We also assume that the dynamics of the system can be represented by 

Newton‟s equations of motion. The first assumption holds true under the validity of the Born-

Oppenheimer approximation [38]. 

Born and Oppenheimer observed that the mass of electrons is much less than the nuclei 

and they move very rapidly as compared to the nuclei. Based on this, they were able to show that 

the energy of a system of particles can be approximately calculated based only on the nuclei 

position and velocities and the use of an appropriate potential energy function which incorporates 

average effects of electronic motion. 

As can be seen in equation (2.5), the interaction potential can be classified into three 

types namely the external potential field, two-body interaction potential and many-body 

  
 

 

Figure 2-3:   Schematic representation of periodic boundary conditions in two-dimensions. 
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interaction potential. The interaction between particles for a covalent system can be further 

classified into bonded and non-bonded interactions. The non-bonded interactions chiefly consist 

of coulomb forces and van der Waals forces while the bonded interactions for first-row elements 

typically consist of covalent bonds between two particles and valence angle interactions between 

three particles and torsion angle interactions between four particles. Equation (2.5) can hence be 

approximately represented as                                                      (2.13) 

 

 Interaction potentials can again be broadly classified into two categories, namely non-

reactive potentials and reactive potentials. The details of this classification is explained in the 

following sections. 

2.2.5.1 Non-reactive Potential: 

Non-reactive potentials usually are relatively simple in form and hence are 

computationally inexpensive as compared to QM methods. A simple example of a non-reactive 

potential would be the use of harmonic potential functions to represent bonded interactions, 

Coulomb‟s law for non-bonded charge interactions and the 12,6 Lennard Jones potential 

function[28] for van der Waal‟s interactions. Because of the simple form of these potential 

functions, they are easy to parameterize. They can represent the equilibrium structure of a system 

of particles with good accuracy, but they cannot represent accurate reaction kinetics. For this one 

requires more complex potential functions, with more parameters which can accurately represent 

bond formation and dissociation. Some of the popular non-reactive potential functions are 

AMBER[13] and CHARMM[39], which are widely used for proteins. 
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2.2.5.2 Reactive Potential: 

A reactive potential can simulate reactions between particles by representing the bond  

formation and dissociation between particles accurately . Unlike, non-reactive potentials, they are 

able to simulate transition states and barrier energy in a reaction accurately. However, they are 

computationally more expensive than non-reactive potential methods. Some of the commonly 

used reactive potentials are ReaxFF[22],AIREBO[18], Brenner[19], Kiefer[20], Tersoff[21] 

potentials. In our research we will be using the ReaxFF potential functions to perform MD. 

2.3 Reactive MD using ReaxFF 

ReaxFF is a set of reactive potential functions, which can simulate accurately the 

formation and dissociation of bonds in a chemical reaction. It is an empirical approach which 

derives its parameters from smaller scale QM runs and can be run for larger time scales (nano-

second scale) and for a large number of atoms(>>1000 atoms), very nearly retaining the accuracy 

of quantum predictions. Since, its parameters are derived from QM studies,  ReaxFF‟s predictions 

can be directly applied to systems which cannot be studied experimentally. Unlike other reactive 

interaction potential functions, ReaxFF does not require prior knowledge of reactive sites. 

ReaxFF has earlier been applied to a wide range of materials, including organic reactions [22], 

energetic materials under extreme conduction [40][41], decomposition of explosives [42], thermal 

decomposition of polymers [43], heterogeneous catalysts [44], fuel cells [45], crack propagation 

in silicon crystals [46], dissociation of H2 on Pt surfaces [47], storage of H2 in magnesium 

nanoclusters [48], catalytic formation of carbon nanotubes [49], tribology of metal-metal oxide 

interfaces [50]  and hydrocarbon oxidation [51]. 
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2.3.1 Features of ReaxFF: 

2.3.1.1 Length and Time scale & Computational Expense: 

The length and time scales at which ReaxFF simulates a system of particles is best 

represented by figure 2.4. While QM methods deal with materials at the smallest length and time 

scales, continuum methods like Finite element analysis(FEA) deal with materials at a 

macroscopic length and time scale. ReaxFF deals with materials at an atomistic scale, similar to 

other empirical potential functions and at a sub femto-second time scale in order to account for 

high vibrational frequencies of bonds involving small atoms(e.g. Hydrogen atom). In terms of 

computational expense, ReaxFF scales as          while the faster QM methods scale at best up 

to      . However, ReaxFF is around 10-50 times slower than non-reactive potential functions, 

owing to its complicated potential functions. 

 

 

  
 

 

Figure 2-4:  Hierarchy of computational methods for simulating materials on a time vs length 
scale 
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2.3.1.2 Bond Order Concept: 

ReaxFF employs the concept of bond-order to ensure smooth transition of bond 

formation and bond dissociation. In the case of harmonic potential functions, the potential energy 

between two particles goes to infinity when the particles get separated. This is unrealistic and it is 

the key reason behind non-reactive potentials‟ inability to simulate reactions. This problem can be 

avoided if the connectivity dependent potential functions are made dependent on the bond-order, 

which vanishes to zero when the two particles separate. ReaxFF employs this concept in its 

potential functions and hence gets a smooth transition in bond formation/dissociation from non-

bonded to single, double and triple bonded systems. This also ensures continuity in energy and 

forces on a particle throughout its trajectory in a MD simulation. This has been illustrated for the 

carbon-carbon bond in an ethane molecule by comparing the bond energy obtained using Density 

Functional Theory(DFT, a QM method, see Section 2.4.2), ReaxFF and harmonic potential  

 

  
 

 

Figure 2-5:  Bond length/bond energy relationship for the C-C bond in ethane according to a 
harmonic, non-reactive FF (Harmonic), a reactive force field (ReaxFF) and a QM-method (DFT) 
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function as shown in figure 2.5. Note that around equilibrium bond length, both the harmonic 

potential and ReaxFF potential describe the bond energy with good accuracy. 

 The bond-order concept was first introduced by Pauling[52] and has been first 

implemented in reactive force fields by Tersoff for Silicon[21] and Brenner for hydrocarbons[19]. 

In ReaxFF, the bond-order is calculated based on the following equation 2.14:                            *    (      )    +     *    (      )    +  
   *    (        )    +         (2.14) 

where     is the distance between the particles i and j,     ,    ,      are equilibrium bond distance 

for single, double and triple bond between particles i and j.     ,     ,     ,     ,     ,      are 

parameters of the ReaxFF potential function.   

 The bond-order equation is a continuous function of bond distance and ensures that the 

bond-order for two particles at infinite separation is zero and gradually increases to single, double 

and triple bond with decreasing bond distance. Also ReaxFF describes partial bonds, through 

bond order values less than unity, enabling ReaxFF to simulate transition state structures. This is 

shown illustratively for a carbon-carbon bond in figure 2-6. 
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The chemical reactivity of an atom is dependent on its co-ordination with other atoms. If 

an atom is fully co-ordinated, then it is in its ground state and the attractive covalent interactions 

with other atoms(other than the ones it is co-ordinated with) decay quickly, while for an under co-

ordinated radical atom the attractive interactions have a longer range. This is due to the free 

electrons in the outer shell of a radical atom. This effect is incorporated in ReaxFF by introducing 

a bond-order correction scheme, which corrects the initial bond-order calculated for an atom 

based on its level of under-coordination. Hence, for an atom whose bond-order exceeds the 

number of valence electrons, the strong bond-orders are kept intact and all the weak bond-orders 

are reduced in magnitude. This is not done for under-coordinated radical atoms, ensuring the high 

reactivity of radicals as compared to ground state molecules. This bond-correction scheme 

enables ReaxFF to properly capture transition state energies and accurately predict reaction 

kinetics, as will be shown in our results in Chapter-3. 

  
 

 

Figure 2-6:   ReaxFF total bond order and sigma, pi and double-pi bond carbon-carbon bond 
order as a function of interatomic distance. 
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2.3.1.3 Bonded Interaction Potential functions: 

The generalized potential energy terms used by ReaxFF is similar to equation 2.13. 

However, for H2/O2 mixtures additional terms of lone-pair potential energy(due to lone pair 

present in O2 molecule) and hydrogen-bonding potential are used. 

The bonded-interaction potential functions in ReaxFF are functions of Bond-orders as 

discussed in section 2.3.1.2 above. The pair-wise bonded interaction potential used in ReaxFF is 

given as:                   *    (  (     )    )+                       (2.15) 

where           represent dissociation energy and bond-order for sigma bond between atom i and  

j and correspondingly           for a double bond and              for a triple bond.           

are parameters of the potential function. Similar bond-order dependent potential functions have 

been defined for        &          functions. 

2.3.1.4 Non-bonded Interaction Potential functions: 

Non-bonded interaction terms in ReaxFF are independent of bond order. However, unlike 

non-reactive potentials, ReaxFF calculates non-bonded interactions between bonded particles as 

well. The van der Waals interactions in ReaxFF is obtained using a modified Morse potential 

function, while the charge interactions are obtained using Coulomb‟s law. Excessively close-

range non-bonded interactions are avoided by using a shielding term. The charges on each 

particle are calculated using a geometry-dependent scheme derived from EEM[53] and Qeq 

methods[54]. This charge calculation scheme is the most expensive part of ReaxFF in terms of 

computational speed. 
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 For a full description of all the potential functions used in ReaxFF and their 

corresponding parameters, please refer to the supporting material of Chenoweth et al [51]. 

2.3.1.5 Transferability and training: 

With the reactive potential functions of ReaxFF it is possible to describe covalent, 

metallic and partially ionic materials and it has been used to simulate physical and chemical 

behavior of elements all across the periodic table. In order to use ReaxFF to describe a certain 

material or a set of materials, its parameters need to be optimized against a mainly QM derived 

database (the „training set‟) which describes all the molecular and material properties. These 

properties include atomic charges, bond dissociation energies, angle strain, heats of formation, 

vibrational frequencies and transition-state energies. 

The parameters of the ReaxFF potential functions are optimized for a certain material 

through a single parameter search optimization [55] performed using the training set, to minimize 

the following sum of squares: 

       ∑ [(               ) ]           (2.16) 

where       represents the QM calculated value and           the ReaxFF calculated value of the 

data fed in the training set.   represents the desired accuracy specified in the training set. 

 The QM data for the training set used for the H2/O2 system has been obtained through 

Density Functional Theory(DFT) calculations using the Jaguar code(version 7.5)[56].The DFT 

method used was B3LYP[57][58] and the basis used was the Pople 6-311G** basis set [59].Also 

some of the heat of formation data has been obtained through G3 energy values of Pople et al 

[60][61][62][63]. 
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2.4 Quantum Mechanics 

2.4.1 Basics of Quantum Mechanics(QM) 

As discussed previously, the success of MD, in simulating a system of particles is 

dependent on the quality of interaction potential used, which in turn depends on the quality of the 

training set which is used to optimize the potential functions. Therefore we use QM derived data 

in the training set.  

QM is the most accurate method known to researchers till date, for determining energy 

and structure information for a system of atoms, using the steady-state Schrodinger equation  ̂                         (2.17) 

where  ̂ is defined as the Hamiltonian operator which corresponds to the classical Hamiltonian 

               (2.18) 

where   is the kinetic energy and   is the potential energy of the system.   is the wave function 

which defines the state of the system such that the quantity           gives the probability of 

position vector         of a particle lying within         and                 .   is the 

energy of the system. For any dynamic variable   a linear hermitian operator  ̂ is defined such 

that the average value of   can be obtained as 

 〈 〉  ∫   ̂        ∫          ⁄       (2.19) 

Equation(2.17) is an eigen value problem which always gives real values of energy  .However, 

the Hamiltonian operator  ̂ of a system of particles is often very complex and makes it  

computationally rigorous to solve. Therefore approximations have been made to solve this 

equation using approximate methods like Hartree-Fock[64] and Density functional theory[64] 

which are designed to alleviate the computational complexity. In order to train parameters of 
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ReaxFF potential function, we have used the density functional theory method to obtain QM 

energy values for our system of study i.e. H2/O2. 

2.4.2 Density Functional Theory(DFT) 

Density functional theory is a computational method which derives properties of a system 

of particles based on the determination of „electron density‟ of the system. The idea first 

originated from Thomas and Fermi who found a one-to-one correspondence between 

wavefunction of a many-electron molecule and its electron density. DFT basically refers to 

expressing the energy of the system as a „functional‟ of electron density, which is a function of 

only three variables i.e. x,y,z co-ordinates. Solving for the wave function of a many electron 

system using the Schrodinger equation is very complicated and becomes more complicated with 

each extra electron. The electron density determination on the other hand is expressed as a linear 

combination of a basis set of functions whose co-effiecients are determined from simplified wave 

functions, depending on the DFT method being used. DFT is a general purpose computational 

tool and can be applied to a wide range of systems. Its computational complexity is       where   is the number of basis functions used.  

DFT methods can be classified into three types: (1) Local Density Approximation (LDA) 

methods, (2) methods with Gradient-correction factor and (3) hybrid methods which incorporate a 

combination of Hartree-Fock and DFT approximation to electron-exchange energy. The hybrid 

methods are currently the most  frequently used DFT methods, the B3LYP[57][58] method being 

the most popular among them. The B3LYP method is good for organic molecules, but not as 

good for metal-containing compounds. It is considered to be the „industry standard‟ in terms of 

practical applications. For all these reasons, we have chosen the B3LYP method for our QM 

calculations on H2/O2 system. The basis set we used was Pople‟s 6-311G**[59] which is a 
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polarized split-valence basis set and combined with the B3LYP method is considered on an 

average to be the best choice of a model chemistry for most systems. 
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Chapter 3 
 

ReaxFF Force-Field Development 

3.1 Building the FF Training Set  

In order to obtain a ReaxFF FF which predicts accurately all the aspects of H2/O2 

chemistry, we required adequate data to train the parameters of ReaxFF FF. First and foremost we 

added the standard heat of formation values of key reaction components of hydrogen combustion 

(i.e. H, O, OH, HO2, H2O2 and H2O ). The values added in the training set are obtained from G3 

energy calculations of Pople et al[60][61][62][63]. We also added the heat of reaction and 

activation energy of all the important reactions in H2/O2 chemistry as given in Li et al [9], in the 

training set. Besides this, we added QM data related to pair-wise bonded interactions, three-body 

bonded interactions and four-body bonded interactions. The training set also includes partial 

charges on atoms of polarized molecules like H2O. 

 Data related to pairwise interactions consist of H-H bond dissociation curve, O-O bond 

dissociation curve, O=O bond dissociation curve and O-H bond dissociation curve. Data related 

to three-body interactions consist of valence angle distortion around equilibrium angle of H-O-H 

angle in H2O, H-O-O angle in H2O2. The ground state energy of each bond and valence angle was 

calculated through full geometry optimization. Other points on the bond dissociation curve and 

angle distortion curve were obtained by restraining the internal co-ordinates of interest and 

optimizing the rest of the geometry. Four body interaction terms include interaction of two 

hydrogen molecules close to each other. 

In addition, the training set consists of transition states of reactions as a function of the 

angle of approach of the reactants. For example, consider the reaction 

H2 + O2  H + HO2              (R15) 
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The reactants H2 and O2 are made to approach each other such that the H-O-O angle is kept fixed 

and the reactants approach each other to react and form the products. This process is repeated for 

angles varying from 80-180 degrees. For each angle, the transition state structure formed is of a 

different energy and hence the activation energy is different. Adding such data into the training 

set will make sure that ReaxFF can reproduce the whole potential energy surface with good 

accuracy, and hence simulate accurate reaction kinetics. 

To properly describe the H2/O2 chemistry, a change was made in the lone pair potential 

function of ReaxFF from its earlier version. This was necessary because ReaxFF was not able to 

predict the heat of reactions of the following reactions correctly: 

H2O  H + OH             (R16) 

OH  O + H             (R17) 

While both R16 and R17 involve the breaking of  a single O-H bond, the O-H bond in R17 is 

easier to break because of lone pair stabilization on the O radical formed. Hence, to account for 

this effect the lone pair potential in ReaxFF has been modified. In the earlier versions of ReaxFF, 

the lone pair potential function used is as given below: 

                 (       )         (3.1) 

Where,                            (3.2) 

         (    )     (      (           ,    -) )    (3.3) 

           ∑                           (3.4) 

In eq(3.4)       is the total number of free electrons in the outer shell of atom   and       
determines the available lone-pairs on atom   based on the number of bonds made by the atom. A 

penalty energy given by eq(3.1) is applied on the atom if       is different from the optimal 
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number of lone pairs on the atom given by        .            are parameters of the potential 

function. The optimal number of lone pairs on the atom is obtained from the relation                                   (3.5) 

Where        is the valency of atom   (e.g. 2 for O, 1 for H, 4 for C).  

 In the new lone pair potential function equation(3.5) is modified to take into account the 

fact that without any bonds, an atom can make an extra lone pair(e.g. O atom without neighbors 

can have 3 lone pairs). Hence to account for this, equation (3.5) is modified to              (            )             (3.6) 

where       is an atom force field parameter. 

The parameters of the ReaxFF force field were optimized using the above training data, 

using the method described in section 2.3.1.5 of chapter 2. 

3.2 Validation 

After the ReaxFF FF is optimized its accuracy was determined by evaluating the 

goodness of the fit obtained by the FF training. In order to do this, the optimized FF predictions 

are compared to the training set data. 

3.2.1 Heat of Formation & Heat of Reaction: 

The heat of formation (at 0K) values of key reaction components of hydrogen 

combustion as obtained from ReaxFF are in very good agreement with QM calculated values . 

Table 3-1 shows the comparison between QM and ReaxFF.  The highest deviation in ReaxFF 

predictions is within 6 kcal for H2O2. 
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The heat of reactions of all the key reactions of a hydrogen/oxygen mixture as calculated 

in ReaxFF is shown in Table 3-2. These reactions have been taken from Li et al.[9], and were 

quoted as the important reactions in hydrogen combustion by Mueller et al.[8] and earlier by 

Yetter et al.[65]. Table 3-2 shows a comparison of the heat of reactions and activation energies 

between ReaxFF and literature values (obtained from experiments). We can notice good 

agreement for heat of reactions, with maximum deviation of ~10 kcal for reaction 13 in Table 3-

2. The activation energies are also in good agreement with maximum deviation of ~8 kcal for 

reaction 6 in Table 3-2. 

3.2.2 Bond Dissociation Curve: 

Figures 3-1,3-2,3-3,3-4 and 3-5 show the bond dissociation curves obtained for H-H bond 

in H2, O-H bond in H2O,O-O double bond in O2,O-O single bond in H2O2 , O-O single bond in 

HO2 respectively for ReaxFF and QM. As seen in Figure 3-1, the point at zero energy represents 

the ground state energy of the bond. The portion where the curve starts to flatten out represents 

the dissociation limit for the bond. For the dissociation curve of the O-O single bond in HO2  

Table 3-1:  Comparison of Standard heats of formation at 0K of key species of Hydrogen 
Combustion in QM and ReaxFF. 

∆H0
f  (0K) 

(kcal) 
ReaxFF Quantum 

H 51.54 51.89 

O 59.19 58.43 

OH 7.35 8.4 

H2O -51.59 -56.8 

H2O2 -35.28 -29.9 

HO2 1.67 3.13 
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Table 3-2:  Comparison of Standard heats of Reaction and Activation Energy of key reactions of 
Hydrogen Combustion in literature and ReaxFF.All Energies are in kcal. 

 Reactions ∆Hr⁰0K 
(ReaxFF) 

∆Hr⁰298K 
(Baulch et 
al [66] ) 

Ea (ReaxFF) Ea 
(Li et 

al 
[9]) 

 Chain Reactions     

1 H + O2  O + OH 15.00 16.31 19.76 16.6 

2 O + H2  H + OH -0.30 1.41 6.72 6.29 

3 H2 +OH  H2O+H -7.40 -14.56 0 3.43 

4 H2O + O  OH+OH 7.11 15.95 11.81 13.4 

 H2/O2 Dissociation/Recombination 
Reactions 

    

5 H2 + M  H + H + M 103.08 104.11 105.28 104.38 

6 O + O + M  O2 + M -118.37 -119.1a 7.91 0b 

7 O + H + M  OH + M -103.38 -102.3a 0 0 

8 H + OH + M  H2O + M -110.48 -118.68 0 0 

 Formation/Consumption HO2     

9 H+O2+M   HO2+M -49.87 -48.342 0 -- 

10 HO2 +H  H2 +O2 -53.21 -55.562 5.36 0.82 

11 HO2 +H  OH + OH -38.51 -37.832 0 0.3 

12 HO2 +O  OH + O2 -53.51 -53.362 0 0 

13 HO2 +OH  H2O + O2 -60.62 -70.362 0 -- 

 Formation/Consumption H2O2     

14 HO2 +HO2  H2O2 + O2 -38.62 -39.052 0 -- 

15 OH + OH + M  H2O2 + M -49.98 -50.282 1.23 -- 

16 H2O2 + H  H2O + OH -60.51 -68.412 0 3.97 

17 H2O2 + H  H2 + HO2 -14.59 -16.032 3.99 7.95 

18 H2O2 + O  OH + HO2 -14.89 -14.312 3.73 3.97 

19 H2O2 + OH  H2O + HO2 -21.99 -30.332 0 -- 
 

a refers to values taken from Mueller et al [8] 
b M ≠ Ar,He b M ≠ Ar,He 
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(figure 3-5) we have calculated multiple spin states in QM. This is because the quartet state 

calculations yield lower energy values compared to doublet state when O-O bond is near the 

dissociation limit. Since ReaxFF does not include the concept of multiple spin states and is 

parameterized to reproduce the energy corresponding to lowest energy state, we have added 

quartet state energy values for large separation distance of O-O bond and doublet energy values 

near equilibrium bond distance. 

Besides these bond dissociation curves we also incorporated QM data for bond 

dissociation in the following hydrogen exchange reactions:                          (R18)                               (R19) 

Figure 3-6 and 3-7 show comparison between ReaxFF and QM for reactions R18 and R19 

respectively. 

 

  
 

 

Figure 3-1:    QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for H-H single 
bond in H2. 
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Figure 3-2:    QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for O-H single 
bond in H2O. 

 

  
 

 

Figure 3-3:   QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for O-O double 
bond in O2. 
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Figure 3-4:   QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for O-O single bond 
in H2O2) 

 
  

 

 

Figure 3-5:   QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for O-O single bond 
in HO2 
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Figure 3-6:   QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for HA-HB + HC  
HA + HB-HC 

 

  
 

 

Figure 3-7:   QM(B3LYP/6-311G**) and ReaxFF bond dissociation energies for HA-HB + HC-HD 
 HA-HC + HB-HD 
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3.2.3 Angle Distortion Curves: 

Figure 3-8, 3-9 show the angle distortion energy curves for H-O-H angle in water and H-O-O 

angle in hydrogen peroxide. In figure 3-9 we see that ReaxFF captures the trend of H-O-O angle 

distortion as predicted by QM, however the ground state angle in ReaxFF shifts from 100⁰ to 

106⁰. We could have improved the ReaxFF prediction by increasing the required accuracy for H-

O-O angle as mentioned in equation 2.16. However, making it more accurate resulted in loss of 

accuracy of transition state energy of the H atom of HO2 radical switching from one O atom to 

another.  Given our application target we deemed that this transition state energy was more 

important than the H-O-O angle equilibrium value; as such we accepted this deviation between 

ReaxFF and QM. 

3.2.4 Activation Energies: 

Figure 3-10 and 3-11 show the transition state energies as a function of a valence angle 

between the reactants of the reactions R15 and R20. 

H2+O2  H + HO2              (R15)  

H2O + O  2OH            (R20) 

In R15, the H-O-O valence angle between the H2 and O2 molecule is constrained and in R20 the 

O-H-OH angle between O radical and H2O molecules is constrained. Figure 3-10 shows that the 

ReaxFF predictions of activation energy match pretty well with QM predictions with a maximum 

deviation within 22 kcal, for an unlikely angle of approach. Figure 3-11 shows the comparison 

between QM calculations and ReaxFF predictions with a maximum deviation observed to be 

approximately 20kcal, again for an unlikely angle of approach. 
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Figure 3-8:   QM(B3LYP/6-311G**) and ReaxFF energy for distortion of H-O-H angle in H2O.  

 

  

Figure 3-9:  QM(B3LYP/6-311G**) and ReaxFF energy for distortion of H-O-O angle in H2O2 
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Figure 3-10:    QM(B3LYP/6-311G**)(up) and ReaxFF(down) energy for distortion of H-O-O 
angle when H2 molecule approaches a O2 molecule. For each H-O-O angle, the energies are 
shown as a function of the O-H bond formed between the approaching O and H atom of O2 and 
H2 respectively. The figure on the right side shows the H-O-O angle formed between H2(white) 
and O2(red). 
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Figure 3-11: QM(B3LYP/6-311G**)(up) and ReaxFF(down) energy for distortion of O-H-OH 
angle when O radical approaches a H atom in H2O molecule. For each O-H-OH angle, the 
energies are shown as a function of the O-H bond formed between the approaching O radical and 
H atom. The figure on the right side shows various O-H-OH angles formed(O atoms are red and 
H atoms are white). 
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A more comprehensive validation of potential energy surface prediction was done for 

reaction R21. 

H2 + O  OH + H            (R21) 

The activation energy of this reaction was evaluated in QM and ReaxFF for all possible reaction 

coordinates. Reaction R21 essentially involves the formation of an O-H bond and dissociation of 

an H-H bond. For this reaction we considered a 2D grid of bond lengths, considering the H-H 

bond distance and O-H bond distance as the co-ordinates of the grid(Figure 3-12). We created 

geometries for each grid point and energy minimized them in QM (by constraining the bond 

lengths of interest and optimizing the rest of the geometry). The left top grid point in figure 3-12 

represents the starting point of the reaction R21.This point is taken as the zero energy point. The 

right bottom point of the grid is considered the end point of reaction. Figure 3-12 shows the 

reaction energy comparison in QM and ReaxFF. The black line in QM and ReaxFF plot show the 

corresponding lowest energy path observed. QM predicts a barrier of 9.5 kcal along lowest 

energy path, while ReaxFF predicts a barrier of 6.7 kcal. 

3.2.5 Validation from MD results: 

In order to further validate the force field, we conducted one MD simulation with the 

optimized force field, which is an NVT MD simulation of 200 atoms, containing 67 H2 molecules 

and 33 O2 molecules at 3500K. From this MD simulation trajectory, we randomly picked 

molecule geometries of key reaction components of hydrogen combustion (i.e. H2, O2, H2O, OH 

and HO2) from various instants of the simulation. Using these geometries we calculated their 

standard heat of formation (at 0K) in ReaxFF and QM based on their single-point energies. 
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Figure 3-12:  QM(B3LYP,6-311G**)(up) and ReaxFF(down) energy(in kcal) for the reaction 
H2+OOH+H .Starting with H2 and O, the O-H and H-H distances are varied along a 2D grid of 
O-H and H-H bond distance, till the products OH and H atoms are formed. The black line on the 
contours represent the lowest energy path. 
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Figure 3-13 shows a comparison between QM and ReaxFF predictions. We observe that 

the heat of formation of ground state molecules like H2, O2 and H2O are predicted with good 

accuracy, compared to QM, while there is more deviation in case of reaction intermediates like 

OH and HO2 radicals. This is likely because our training set chiefly consists of data related to 

ground state molecules, while the reaction intermediates are only described in the transition state 

data. However, this analysis enables us to  identify areas where the force field is less accurate, 

which enables us to further improve the quality of the force field in the future  by adding 

corresponding structures in the training set with QM calculated values. 

 Having validated the force field comprehensively, we were in good shape to use this 

ReaxFF FF to conduct MD simulations and analyze the reaction chemistry of H2 and O2. 

Appendix A contains a list of the final force field parameters. 
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Figure 3-13:    QM(B3LYP,6-311G**) and ReaxFF calculated heat of formation at 0K for 
molecules obtained randomly from a NVT MD simulation run for 500ps at 3500K in a cubic 
periodic box of side length 25Å containing 67H2 and 33O2 molecules. 
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Chapter 4 
 

MD using ReaxFF 

Molecular dynamics simulations of H2 and O2 mixtures were performed for a wide range 

of input conditions using ReaxFF. The simulations are performed for a canonical ensemble with 

constant number of atoms (N) in a cubic periodic box of constant volume (V) at a constant 

temperature (T). These conditions are commonly referred to as NVT. A summary of all input 

conditions used in our research can be seen in Table 4-1.  

4.1 Methodology 

The simulation procedure begins with placing H2 and O2 molecules in a periodic box and 

energy minimizing the resulting structure (using the Shanno conjugate gradient method [67]). 

After this every atom in the box is assigned a random velocity and the temperature of the system 

is slowly ramped up to the desired temperature. Once the desired temperature is attained, 

simulations are continued for around 0.5 nano seconds. The trajectory of the atoms is calculated 

using Velocity-Verlet scheme[36][37] as discussed in section 2.2.3 of chapter-2. The time step 

used in all our simulations is 0.1 fs. The temperature of the system is controlled using a 

Berendsen thermostat[29] as discussed in section 2.2.2.3 of chapter-2. The temperature damping 

constant used was 500 fs. Each MD simulation run using ReaxFF on an average takes 6 hours 

CPU time on a single processor with clock speed 3GHz. Snapshots of one of the NVT 

simulations run at 3500K with 67 H2, 33O2 molecules in a cubic periodic box of side length 25Å 

are shown in figure 4-1 and 4-2. 
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Table 4-1:  Number of atoms,Temperature, Density and Equivalence ratio of the systems studied 

 
Ensemble Number of 

Atoms (N) 
Temperature(K) Density(kg/dm3) Equivalence 

Ratio(Ф) 
NVT 200 2750-4000 0.03-0.25 0.25 – 4.50 

 
 
 
 
 

 
 

 

Figure 4-1: A cubic periodic box of side length 25Å containing 67 H2 and 33 O2 molecules 
(density =0.13kg/dm3). The red atoms portray O atoms and white atoms represent H atoms. This 
is the snapshot taken at the beginning of an NVT simulation performed at 3500K. 
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Once the trajectory is obtained, analysis scripts are run to analyze the trajectory for the 

reaction products, reaction pathway and thermodynamic properties. Since the MD method 

essentially outputs the position and velocity at each time step using the Newton‟s equation, 

trajectory analysis scripts are essential for MD results analysis. The complexity of this analysis 

drastically increases if we increase the size of system or the time of simulation, because of the 

drastic increase in size of the trajectory file produced by MD. The ReaxFF MD code already has  

in-built scripts to obtain the composition of the mixture at each time step. ReaxFF creates a 

connection table for each atom at each time step using a bond-order cutoff of 0.3Å, to determine 

Figure 4-2:  The content of the periodic box changed to 57 H2O,9 H2,4 O2,1 OH and 1 H from 67 
H2 and 33 O2 after 0.5ns of simulation. This is the snapshot taken at the end of the NVT 
simulation performed at 3500K.  The red atoms portray O atoms and white atoms represent H 
atoms. 
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the connectivity of each atom. This bond-order cutoff does not affect the simulations but only the 

interpretation in terms of chemical components. However for this research we were required to 

know the reactions occurring at each time step. In order to determine that, we wrote a script 

which essentially reads the connection table created by ReaxFF and determines the reactions 

occurring at each time step. The pseudo code for this script can be found in Appendix B. 

4.2 Trajectory Analysis Results 

Before analyzing the trajectory results, first let us gain perspective of our input conditions 

(Table 4-1) of the simulations. As explained in section 2.1 of chapter 2 , the hydrogen combustion 

kinetics is divided into pressure-temperature boundaries of explosion limits(see figure 2-1). Since 

we are dealing with very high pressure and high temperature, we have an explosive system but 

the reaction kinetics of the system will be determined by the extended second explosion limit. 

Using equation 2.1 and rate constant values from Li et al[9], we determined the locus of extended 

second explosion limit. Assuming [M] to be the total concentration of our system, since the whole 

system is involved in collisions for the reaction R10 and using ideal gas equation we calculated 

the pressure as a function of temperature. Hence the modified eq(2.1) becomes 

                             (4.1) 

where   is the temperature,   is the pressure and    is the universal gas constant and the rate 

constants are shown as functions of  . Figure 4-3 shows the extended second explosion limit 

calculated from equation (4.1). The separate plots of H2 , O2 and H2O imply particular cases, 

when H2 , O2 and H2O are separately involved in all the third body collisions in R10.  
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Figure 4-3 suggests that our data lies very close to the extended second explosion limit; 

as such we could be seeing a transition of reaction kinetics. However, this analysis (equation 4.1) 

is an approximation since it assumes ideal gas law to hold true at our input conditions. The figure 

also shows the simulation input conditions for Mueller et al[8] who have analyzed reaction 

kinetics above the second explosion limit in their manuscript. 

4.2.1 Reactivity of H2/O2 mixture 

For our input conditions (Table 4-1) and simulation time(i.e. 0.5 ns) ReaxFF predicts 

H2/O2 mixtures to be reactive and we observe water formation in our MD simulations, as shown 

 
 

  
 

 

Figure 4-3:  Figure shows the extended second explosion limit calculates using equation 4.1, 
assuming third body(M) collisions only from H2,O2 and H2O respectively. The collision 
efficiency values were taken from Li et al[9]. 
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in figure 4-2. In order to explore further the reactivity of a H2/O2 mixture, we have compiled the 

water formation in a H2/O2 mixture as a function of temperature, volume and composition of the 

system. 

4.2.1.1 Water Formation as function of Temperature: 

NVT MD simulations were run for a H2/O2 mixture (Number of atoms (N=200 

(67H2,33O2)) in a cubic periodic box of volume(V =25Åx25Åx25Å), with temperatures 

(T=3000K,3250K,3500K,3750K and 4000K).Figure 4-4 shows the number of water molecules 

formed as a function of simulation time for NVT MD run at 3000K. From the trend of curve in 

figure 4-4 we can observe that reactions in the mixture do not occur continuously. Rather, 

reaction intiation in the mixture is a rare event and occurs in spurts at locations where initiation 

reaction occurs. This is obvious, because we are simulating a minuscule system and can expect 

initiation to occur only in some parts of the system at a time. In order to get the macroscopic 

behavior of water formation, an average of multiple independent simulations needs to be taken. 

Hence, for each temperature we performed 5 independent simulations with different initial 

configurations and calculated the number of water molecules formed after each time step. An 

average of the number of water molecules formed was calculated from the 5 independent 

simulations and was plotted as shown in figure 4-5. We observe that water formation is more 

continuous and the general trends of earlier initiation and faster kinetics with increasing 

temperature. However, we observe some overlap for the temperatures 3500K and 3750K, which 

is due to the small system we are simulating and the average being taken over only 5 simulations. 
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4.2.1.2 Water Formation as function of Volume: 

A similar study was done by varying the volume of the cubic periodic box from  

20Åx20Åx20Å to 40Åx40Åx40Å, keeping the temperature (T=3500K) and mixture composition 

(N=200(67H2,33O2)) fixed. Figure 4-6 shows water formation against simulation time for 0.5ns 

of simulation. We observe that in general, the smaller the volume, the earlier is the reaction 

initiation and the faster is the kinetics. 

  
 

 

Figure 4-4:  Number of Water molecules formed as a function of time for a NVT simulation run 
for 0.5ns at 3000K, with 67H2,33O2 molecules in a cubic periodic box of side length 25Å 
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Figure 4-5:   Water formation vs time for varying Temperature. Volume and mixture composition 
are fixed. The results were obtained from 5 independent simulations at each Temperature. 

 

  
 

 

Figure 4-6:   Water formation vs time for varying Volume of periodic box. Temperature and 
mixture composition are kept fixed. The results were obtained from 5 independent simulations at 
each Volume. 
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4.2.1.2 Water Formation as function of Mixture Composition: 

The same study is repeated by keeping the Temperature(T=3500K) ,volume(V 

=25Åx25Åx25Å) and number of atoms (N=200) fixed but varying the equivalence ratio(Φ) of the 

mixture from 0.25-4.50 .Figure 4-7 shows the water formation against simulation time for 0.5ns 

of simulation. We observe in general that, stoichimetric mixture(Φ=1) has the fastest reaction 

kinetics. However, we also observe that the reaction kinetics at lower equivalence ratios(Φ<1) are 

faster(higher slope) than the reaction kinetics at higher equivalence ratios(Φ>1), until they start 

falling short of fuel(H2) and water formation stalls. For example we can see from figure 4-7 that 

the rate of water formation in the case of Φ=0.5 is much higher than for Φ=2 throughout the 

simulation time.  

  
 

 

Figure 4-7:   Water formation vs time for varying equivalence ratio. Temperature, Volume of 
periodic box and number of atoms are kept fixed. The results were obtained from 5 independent 
simulations at each equivalence ratio. 
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4.2.2 Reaction Mechanism Analysis 

4.2.2.1 Initiation Reaction: 

We have run NVT MD simulations for input conditions as given in Table 4-1. For all 

these input conditions we observed that the initiation reaction is predominantly 

H2+O2 +M(H2/O2) H + HO2+M          (R22) 

where M is a third body which could be H2 or O2 in this case, and does not participate in the 

reaction. According to Westbrook[68] R22 is a probable initiation step which accurately 

reproduces experimental ignition delay measurements in shock tube and detonation conditions for 

continuum kinetic models. However at very high temperature(T ≥ 3750K) and low density 

conditions(0.03kg/dm3 ) we sometimes observe the initiation reaction as 

H2 + M(H2/O2)  H + H + M           (R23) 

We investigated the trajectory of the H2 molecule involved in the initiation reaction R22 in one of 

our NVT simulations run at 3500K for 67H2,33O2 molecules in a 25Åx25Åx25Å periodic box. 

We observed that the H2 molecule experiences several collisions with other molecules in the 

mixture, resulting in vigorous vibrations and rotations before it finally reacts with one O2 

molecule. The process is shown illustratively in Figure 4-8. This behavior is observed at all our 

input conditions; however each collision does not necessarily lead to reaction, as some 

vibrationally excited H2 molecules manage to release their energy by non-reactive collisions. 

4.2.2.2 Intermediate Reactions: 

The reaction pathway observed at all our simulation conditions (Table 4-1) have 

predominantly consisted of reactions involving HO2 and H2O2.This is expected due to the high 
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pressure conditions at which we have performed simulations. Mueller et al[8] suggested that this 

would be the case when pressure, temperature co-ordinate will lie above the extended second  

explosion limit. However, the percentage of chain branching reactions R1 and R2 increases when 

we increase the temperature or increase the volume of periodic box. This gives us a possibility of 

determining the trend of the extended second explosion limit at high pressure and high 

temperatures, by simulating at conditions where we see a drift in reaction kinetics. 

 The reaction intermediates observed in our MD simulations at all input conditions are 

primarily H, OH, HO2, O and H2O2 molecules before leading to water as the final product. After  

 
  

 

 

Figure 4-8:  Figure shows the H-H bond distance for the H2 molecule in reaction R21 ,just before 
the reaction occurs. We can observe collision of the H2 molecule with third bodies(M= O2 in this 
case) resulting in increase of bond distance due to increased vibrations of the H atoms. 
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O2    H2O2   
H + O2  HO2 88.6%  H2O2  OH + OH 54.5%  
H2 + O2  H + HO2 3.8%  H2O2 + H  H2O + OH 45.5%  
H2 + 2O2  2HO2 3.8%     
H + O2  OH + O 1.9%  OH   
H2 + O2  OH + OH 1.9%  H2 + OH  H2O + H 83.4%  

   H + OH  H2O 5.1%  
HO2   OH + OH  H2O2 5.1%  

HO2  H + O2 48.1%  OH + OH  H2O + O 2.5%  
H + HO2  OH + OH 20.4%  OH + HO2  H2O + O2 1.3%  
H2 + HO2  H2O2 + H 11.1%  H + OH + O  H2 + O2 1.3%  
H + HO2  H2 + O2 5.5%  H + OH  H2 + O 1.3%  
H + HO2  H2O + O 5.5%     
HO2  OH + O 3.7%  H2O   
H2 + HO2  H2O + OH 1.9%  H + H2O  H2 + OH 93.8%  
HO2 + OH  H2O + O2 1.9%  H2O  H + OH 3.1%  
HO2 + H2O  H2O2 + O2 1.9%  H2O + O  OH + OH 3.1%  

      
O      

H2 + O  H + OH 77.8%     
H2O + O  OH + OH 11.1%     
H + OH + O  H2 + O2 11.1%     

 

Figure 4-9: Figure shows the O2 reaction pathway, for the input conditions (3500K, 
25Åx25Åx25Å, (67H2,33O2)), over a simulation time of 0.5ns. The thickness of the arrows is 
proportional to the number of molecules consumed of the species at the rear end of the arrow to 
form the front end species (normalized by OH H2O case). The table below lists the reactions 
involved in the paths shown along with their percent contribution to the destruction of a given 
species. 

O2 HO2 

O 

H2O2 

OH H2O 
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the initiation reaction, the reaction pathway primarily consists of consumption of H radicals by O2 

molecules in the mixture to form HO2 radicals. The HO2 radicals then react to get converted to 

OH radicals. Finally, the OH radicals consume H2 molecules to form water and H radicals which 

continue the chain of reactions. The reaction pathway is shown illustratively for one of the NVT 

simulations in figure 4-9. Mueller et al[8] predicted a similar reaction pathway for input 

conditions lying above the extended second explosion limit. 

4.2.2.3 Overall Activation Energy: 

The overall water formation reaction from H2/O2 is simply 

H2 + 1/2O2  H2O            (R24) 

In order to calculate the overall activation energy of this reaction, we performed NVT MD 

simulations of pure H2/O2 mixtures (N=200(Φ =1), V =25Åx25Åx25Å & V =32Åx32Åx32Å) for 

temperatures ranging from 3000K-4000K. For each temperature, 5 simulations with different 

initial configurations were run. The average rate constant of the overall reaction is evaluated as                   √             (4.2) 

where [H2],[O2] is the average concentration of H2,O2 from the 5 independent simulations 

respectively.         is calculated by fitting a curve to the average [H2] concentration profile and 

evaluating its slope. The activation energy is evaluated using the Arrhenius rate equation i.e.                         (4.3) 

We obtained activation energy values of 34.26±3.28 kcal/mole for V =25Åx25Åx25Å and 

55.73±4.97 kcal/mole for V =32Åx32Åx32Å. While both these values are much greater than the 

overall activation energy of 16kcal/mole in the chain explosive regime, we had no existing 

experimental/continuum model data at our input conditions to compare our results with. Mueller 
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at al[8] conducted a similar study and found the overall activation energy to be 61±10 kcal/mol 

for lean H2/O2/N2 mixtures(P=6.5 atm, T=884-934K, Φ =0.3). While their input conditions lie 

above the extended second explosion limits, they are certainly different from our case. They have 

conducted constant pressure simulations, while on the other hand we have conducted simulations 

at constant temperature.  

 

The average overall rate constants calculated as a function of time in our analysis show 

an interesting trend as shown in figure 4-10. We can observe that, the overall rate constant of the 

reaction increases from a low value to a certain peak and then goes down. This suggests that, the 

rate of reaction is slow during initiation, and it peaks during the intermediate reactions stage, 

where water formation occurs rapidly and gradually decreases as the fuel (H2) gets consumed. At 

higher temperatures we reach the reaction constant maximum earlier.  

 

  
 

 

Figure 4-10:  The average overall rate constant calculated at every time step for NVT MD 
simulations run for 67H2,33O2 molecules for V=32Åx32Åx32Å and temperature from 3000K-
4000K. 
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In our derivation for activation energy(refer equation 4.3), we have taken     to be the 

average of the rate constant over the whole simulation time for each temperature. This may not be 

a correct assumption, because at the various temperatures we are simulating the reaction regimes 

are different. While at lower temperatures(for 3000K and 3250K in figure 4-10), most of the 

simulation data lies in the initiation regime and the peak in reaction comes very late, while at 

higher temperatures(3750K and 4000K in figure 4-10) the reactions are complete within the 

simulation time. This is a problem because our input conditions as figure 4-3 suggests could be 

lying in the transition phase of the extended second explosion limit. One way of evaluating the 

correct activation energy would be to consider similar reaction regimes for each temperature. This 

will be a part of our future work in this research. 

4.2.2.4 Mixture seeded with one OH radical 

We performed NVE MD(microcanonical ensemble) simulations for H2/O2 mixtures 

seeded with 1OH radical (67 H2,32 O2, 1OH molecule in a 20Åx20Åx20Å periodic box) as a test 

to observe transition of reaction kinetics. Starting with a temperature of 2000K, we performed the 

simulations for a period of 0.5ns. We observed that water formation occurs very early in the 

simulation due to presence of OH radical in the mixture, by the following reaction: 

H2+ OH  H2O + H            (R25) 

This is followed by  

H + O2  HO2             (R26) 

We also observe that reaction occurs very slowly till around 200-250ps, after which there is a 

sudden rise in reaction rate as well as the Temperature of the mixture, suggesting a transition of 

reaction conditions from thermal/chain explosive region(slow kinetics) to chain branching 

explosive region(fast kinetics)(see figure 4-11). This type of analysis will be useful to determine 
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the location of second explosion limits for high temperature and high pressure conditions, and 

will be explored in our future research work. 

 

  

 

  
 

 

Figure 4-11:  Water formation vs. time for NVE MD simulation of hydrogen/oxygen mixture(67 
H2 and 32 O2 molecules) seeded with 1OH radical with initial temperature(T = 2000K) and 
volume(20Åx20Åx20Å).The figure also shows consumption rate of H2 and O2 and temperature 
profile. 
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Chapter 5 
 

CONCLUSION 

We have described an application of ReaxFF for getting a more detailed understanding of 

the reaction kinetics of hydrogen combustion. The ReaxFF force field was parameterized against 

experimental data containing reaction energy and transition state data of important reactions of 

hydrogen combustion. Quantum mechanics derived bond energy, valence angle energy, torsion 

angle energy, bond formation/dissociation profiles and heat of formations were also added to the 

training set. The optimized force field was used to perform a range of NVT Molecular Dynamics 

simulation(i.e. Molecular Dynamics simulation with constant number of atoms, volume and 

temperature) to elucidate the reaction kinetics of hydrogen combustion at our input conditions. 

Under all our input conditions (2750K≤T≤4000K, 0.25≤Ф≤4.5, 0.03kg/dm3≤density≤ 

0.25kg/dm3), the initiation reaction was found to be predominantly reaction R22 i.e. 

H2 + O2 + M(H2/O2) H + HO2 + M          (R22) 

The rate of water formation for a fixed density and fixed equivalence ratio was found to increase 

with temperature. Similarly for fixed temperature and equivalence ratio, rate of water formation 

increased with increase in mixture density. The rate of water formation was found to be 

maximum for a stoichiometric mixture of hydrogen and oxygen, at a fixed temperature and fixed 

density. The rate of water formation decreased for both fuel lean and fuel rich mixtures, with fuel 

rich mixtures having a lower rate of formation. Reaction initiation was found to be faster for 

higher temperature and higher densities. 

The intermediate reactions in the NVT MD simulations were found to be dominantly 

consisting of formation and consumption reactions of HO2 and H2O2. Most of the oxidizer O2 gets 

converted into the hydroperoxyl radical instead of choosing the chain branching reaction  

pathway i.e. 
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H + O2  OH + O              (R1) 

H2 + O  OH + H              (R2) 

H2 + OH  H2O + H               (R3) 

However, a shift in kinetics from HO2/H2O2 pathway to chain branching reactions R1 and 

R2 was observed with increasing temperature and decreasing density. The overall activation 

energy of hydrogen combustion found was much higher than 16 kcal/mol, which suggests that 

our input conditions do not lie in the chain explosive region. However we need to calculate 

activation energies over the same reaction regimes for different temperatures, in order to 

understand better, the reaction kinetics occurring in those regimes. 

From these results, we can say that ReaxFF can be a useful tool to elucidate complex 

reaction mechanisms and obtaining reaction kinetic data. With our newly added reaction 

mechanism analysis tool, it is possible to study in greater detail the initiation and intermediate 

reactions. ReaxFF can be used to simulate reactions at a variety of input conditions, which are 

otherwise difficult to perform experimentally and its results can be used to improve existing 

continuum-scale kinetic models. 

5.1 Future Work 

As of now we are working on two projects related to hydrogen combustion. One of them 

is conducting large scale simulations of hydrogen combustion i.e.        atoms. The aim of this 

project is to capture explosive behavior of a H2/O2 mixture and analyze the shock waves created 

around a reaction zone. 

Another project is to develop a ReaxFFforce field for accurately simulating catalytic 

effects of a Platinum surface in presence of a H2/O2 mixture. This is important from the 
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perspective of flow-reactor experiments, where ignition delay measurements are affected due to 

catalytic reactions on the reactor walls[69].
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APPENDIX A 
Optimized ReaxFF parameters for H2/O2 mixtures 

I have tabulated some of the important parameters, which we optimized by our training 

set. Following are the parameters listed in this appendix:  

1. Parameters relevant to H and O atoms: These parameters primarily correspond to non-

bonded interaction potential functions(coulomb, van der Waal, lone pair), and 

parameters dependent only on the atoms. The parameters comprise of van Der Waal 

radius, covalent bond radius, electronegativity, electrical hardness,  bond-order 

correction related parameters.(see Table A-1) 

2. Parameters relevant to bonds between H and O atoms: These parameters correspond to 

parameters relevant to pair-wise bonded interaction potential functions. They consist 

of parameters like equilibrium bond length, bond dissociation energy, force constant 

etc.(see Table A-2 and A-3) 

3. Parameters relevant to valence angles between combinations of H and O atoms: These 

parameters correspond to three-body potential functions in ReaxFF. They primarily 

consist of parameters like equilibrium valence angle, force constants etc.(see Table A-

4). 

4. Parameters relevant to torsion angles between combinations of H and O atoms: These 

parameters correspond to four-body interaction potential functions in ReaxFF. They 

primarily consist of parameters like force constants etc.(see Table A-5). 

5. Parameters relevant to hydrogen bonding: These consist of parameters relevant to 

hydrogen bonding potential function in ReaxFF.(see Table A-6). 

 

For more information on the ReaxFF potential functions and parameters used in them, refer to 

supporting material of Chenoweth et al[51]. 
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Table A-1:   ReaxFF atom parameters for H and O. 

 ro pov/un2 Coulomb Parameters 
η(eV) χ(eV) γ(Å-1) 

H 0.7060 -27.3241 7.5 6.2020 1.0000 
O 1.4081 -3.5104 7.5 8.5000 1.0000 
 
 
 plp2 van der Waals parameters 

rvdw(Å) α(alfa) γvdw(Å-1) є(kcal/mol) 
H 0.0000 1.7219 8.1050 33.2894 0.0837 
O 0.8435 2.4347 9.8475 13.8449 0.0928 

 

 

Table A-2:    ReaxFF van der Waals and bond radius parameters for the H-O bond. 

Bond rσ(Å) rvdw(Å) є(kcal/mol) γvdw(Å-1) 
H-O 0.9951 1.2594 0.0377 11.6668 

 

 

Table A-3:    ReaxFF bond energy and bond-order parameters for H-H, H-O and O-O bonds. 

Bond Dσ
e(kcal/mol) pbe,1 pbe,2 pbo,1 pbo,2 Dπ

e(kcal/mol) 
H-H 157.5488 -0.1661 6.2500 -0.0346 5.8275 0.0000 
H-O 216.7852 -1.0000 1.6492 -0.1610 4.0000 0.0000 
O-O 122.9794 1.0000 0.1958 -0.1101 7.0000 211.2666 

 

 

Table A-4:   ReaxFF valence angle parameters for H-H-H,H- H-O,H-O-H,H-O-O,O-H-O and O-
O-O angles. 

Valence 
Angle 

Θ(0,0)(deg) pval1(kcal/mol) pval2(1/radian2 ) pval7 pval4 

H-H-H 0.0000 45.0000 7.5481 0.0500 1.4015 
H-H-O 0.0000 10.0000 2.0000 3.0000 1.9962 
H-O-H 83.0482 22.0003 1.0000 3.0000 1.0400 
H-O-O 77.7270 10.4778 2.3630 3.0000 1.5944 
O-H-O 0.0000 25.0000 1.0000 0.5139 1.6785 
O-O-O 90.0000 2.5000 1.0000 0.6121 3.0000 

 

 

Table A-5:   ReaxFF torsion angle parameters . 

Torsion 
Angle 

V1(kcal/mol) V2(kcal/mol) V3(kcal/mol) ptor,1 pcot,1 

H-O-O-H 2.5000 26.0267 1.0000 -7.5890 -1.0000 
H-O-O-O 0.8302 -4.0000 -0.7763 -2.5000 -1.0000 
O-O-O-O -2.5000 -4.0000 1.0000 -2.5000 -1.0000 
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Table A-6:   ReaxFF hydrogen bond parameters . 

Bond rhb(Å) phb,1 phb,2 phb,3 
O-H-O 2.1200 -3.5800 1.4500 19.5000 
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APPENDIX B 
Algorithm to Extract Reaction from MD Trajectory 

As discussed in section 4.1 of chapter-4, we need to extract reactions from the trajectory 

file of ReaxFF, in order to find out the reaction mechanism. Following is a pseudo code for 

finding out the reaction, that a certain atom J(say) at a certain time is involved in, from the 

trajectory file. The target of the pseudo code is to find all the atoms involved in the reaction, 

using information of the connection table of atoms in the simulation. 

 

1. Let the atom be atomJ, Let the time be I 

2. List1 = 0, Size_List1 = 0 

3. List2 = 0, Size_List2 = 0 

4. List3 = 0, Size_List3 = 0 

5. List3= Atoms connected to atom J at time I(including itself) [Connection Table for each 

atom are available from ReaxFF] 

Size_List3= size of List3, 

6. While (Size_List3 !=  Size_List1) 

7. List1 = List3 

Size_List1 = Size_List3 

List2 = Unique list of atoms connected to each atom in List1 at time I+1(i.e. after one 

time step) 

List3 = Unique list of atoms connected to each atom in List2 at time step I. 

Size_List3 = size of List3 

8. End While Loop 

9. List1 has the list of all atoms involved in the reaction involving atomJ. 

The molecules comprising atoms in List1 for time I are the reactants 
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The molecules comprising atoms in List1 for time step I+1 are the products 

 

Following is a snapshot of a subroutine which takes a list of atoms and returns the list of 

reactions, those atoms are involved in. The code is written using C and has made extensive use of 

the C++ STL library. 

void solveReaction(vector<int>& aList,vector<int>& 
a2mR,vector<int>& a2mP,multimap<int,int>& 
m2aR,multimap<int,int>&m2aP,vector< vector<int> >& 
reacMList,vector< vector<int> >& prodMList,list<int>& 
molListReac,list<int>& molListProd) 
{ 
  // Solves the reaction for a given Atom List(taken as reactant 
side).   
 
  reacMList.clear(); 
  prodMList.clear(); 
  vector<int> xAList1,xAList2,xAList3; 
   
  reacMList.push_back(aList); 
 
  xAList1.clear(); 
  xAList2.clear(); 
  xAList3.clear(); 
  xAList3 = aList; 
  
  while(xAList1.size() != xAList3.size()) 
    { 
      xAList1 = xAList3; 
      a2mList(xAList1,a2mP,m2aP,prodMList,molListProd,xAList2); 
 
      a2mList(xAList2,a2mR,m2aR,reacMList,molListReac,xAList3); 
      xAList2.clear(); 
    } 
 
  // reacMList contains list of reactants 
  // prodMList contains list of products 
} 

 

void a2mList(vector<int>& aList,vector<int>& a2m,multimap<int, 
int>& m2a,vector<vector<int> >& mList,list<int>& 
molNumList,vector<int>& xAList) 
{   
  mList.clear(); 
  xAList.clear(); 
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  //finds list of molecules corresponding to ‘aList’ 
  //finds list of unique atoms in the list of molecules 
 
 
  // First find molecule numbers of the atoms 
  list<int> molnum; 
  for(int i = 0 ; i < aList.size() ; i++) 
    molnum.push_back(a2m[aList[i]]); 
  molnum.sort(); 
  molnum.unique(); 
 
  // Now find the list of atoms corresponding to each molecule 
  m2aList(molnum,m2a,mList); 
  for( int i = 0 ; i < mList.size(); i++ ) 
    { 
      for(int j = 0 ; j < mList[i].size() ; j++) 
 xAList.push_back(mList[i][j]); 
    } 
  molNumList = molnum; 
} 

 


