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Abstract— The development and implementation of the
optimized energy-delay sub-network routing (OEDSR) pretocol
for wireless sensor networks (WSN) is presented. This on-
demand reouting protocol mrimimizes a novel link cost factor
which is defined using available encrgy, end-to-end (E2E) delay
and distance from a node to the base station (BS), along with
clustering, to effectively route information to the BS. Initially,
the nodes are either in idle or steep mode, but once an event is
detected, the nodes near the event hecome active and start
forming sub-networks. Formation of the inactive network into
a sub-network saves energy because only a portion of the
network is active in response to an event. Subsequently, the
sub-networks organize themselves into clusters and elect cluster
heads (CHs). The data from the CHs are sent to the BS via
relay nodes (RNs) that are located outside the sub-networks in
a2 multi-hop manner. This routing protocol improves the
lifetime of the network and the scalability. This routing
protocol is implemented over the medium access control
(MAC) layer using UMR nodes. Experimental results illustrate
that the protocol performs satisfuctorily as expected.

Index Terms—Wireless sensor network, self organization,
clustering, energy-delay, sub-network

I. INTRODUCTION

Energy efficient nelwork protocols are an integral part of
constructing a practical WSN for deployment [1, 3-17].
Implementation issues that are nol always addressed in
stmulation constrain the type of protocols and hardware that
can be deployed. Processing capabilities. on-board ballery
capacity, and sensor interfacing all become constraints that
musi be weighed during the design of the lLardware
components.

Implementations of wircless sensor neiworks (WSN)
protocols are traditionally evaluated through the use of
network simulators such as NS2, OPNET, and GloMoSim
[1-18]. Simuiations ailow for establishment of the
performance of a panicular protocol against others.
However, simulations lack ihe ability to evaluate the
protocol against hardware constraiats In this work, hardware
implementation is shown for the optimal energy delay sub-
network routing (OEDSR) protocol [18]. The OEDSR is

Research supported in part by Dept of Cducation GAANN Fellowship,
Air Force Research [aboratory Grant (FABG30-04-C-704) through Center
Tor Aerospace Manulacluring Technologies and Intzlligent Systems Center.

* Contact author: lames W. Fonda can be reached via email:
fonda@umr.edu.

0-7803-9798-3/06/$20.00 ©2006 |IEEE 119

used in WSN to provide optimal routing calcufations in
encrgy and delay dependent cnvironmenis. The use of
hardware developed at the Universily of Missouri-Roila
(UMR) is shown as 2 development pladform for this
implementation.

Avatlable routing protocols for sensor nefworks are
classified as data centric, iocation-based. QoS aware, and
hierarchical protocols. Data centric protocols [17] such as
SPIN 4], Directed Diffusion {5], and GRAB [6,7)
consolidate redundant data while routing from source to
destination. Location-based routing protocols such as GPSR
i11]. GEAR [12]. and TTDD {13} require GPS information
to determine an optimal path so that the flooding of routing-
related control packets is not necessary. On the other hand,
QoS aware protocols such as SPEED [14], address vatious
requirements such as energy efliciency, reliabitity, and real-
time requirements. Finatly, the hierarchical protocols such as
LEACH [3], TEEN [8], APTEEN [9], and PEGASIS [10]
form clusters with cluster heads {CHs} in order to minimize
the energy consmmption both for processing and
transmission of data. These protocels have been evaluated in
simulation. However, there are litlle, or no, experimenial
resulis reported how they perform on hardware, In this paper
the focus is on hardware implementation of the recently
developed QEDSR protocol and its assessment.

This paper will revisit the QEDSR protocol devetopment
and its performance evaluation through hardware
implementation. In this paper a presentation of an 8-bit 8051
varant 1nicrecontrolter based impiementation platform
uttlizing 802.153.4 RF commnunication units is shown. The
use of this platform provides high-speed processing,
interconnectivity with  sensors, and a capable RF
commurications unit to facilitate a development platform for
WSN. The hardware description includes consideraiions and
fimitations that the algorthm and hardware incur on one
another. A descniption of the software unplementation is
nexl descitbed. First OEDSR is revisited.

II. OPTIMIZED ENERGY-DELAY SUB-NETWORK ROUTING
{OEDSR) PROTOCOL

In QOEDSR, sub-networks are formed around an event/
fault and nodes wake up in the sub-networks while the nodes
elsewhere in the network are in sleep mode. An appropriate
percentage of nodes in the sub-network are elected as CHs
based on a metric composed of available energy and relative



focation to an event [18] in each sub-network. Once the CHs
are identified and the nodes are clustered relaiive to the
distance from the CHs, the routing towards the BS is
initiated. First, the CH checks if the BS is within the
communication range. kn such case, the data is sent directiy
to the BS. Qtherwise, the data from the CHs in the sub-
network are sent over a multi-hop route to the BS. The
proposed routing algorithm is fully distobuted since it
requires only local information for constructing routes, and
is dynamic in adapting to changes in the nefwork. The BS is
assumed o have sofficient power supply, atlowing a high
power beacon from the BS to be sent such that all (he nodes
in (e network have knowledge of the distance to the BS. It
is assuned that all nodes in the network know the distance (o
the BS at all times. Though the OEDSR protocol borrows
the idea of an energy-delay metric from QEDR [1], selection
of relay nodes (RN} does not maximize the number of two
hop neighbors. Here, the selection of a relay node is seg 1o
maximijze the link cost factor which includes distance from
the BS o the RN.

A, Optimum Relay-Node-Based Link Cost Factor

Knowing the distance information at each node will allow
the node to calculate the Link Cost Factor (LCF). The link
cost factor from a given node fo the next hop node 'i’ is
given by (1) where D), represent the delay that wilt be

tncurred to reach the next hop node in range, x,is the

distance between the next hop node to the BS, and £ is the
energy remaining at the next hop node

L,

LCF =— (1)
D

1 ' JC_,

In equation {1), checking the remaining energy at the next
hop node increases network lifetime; the distance to the BS
from the next hop node reduces the number of hops and end-
to-end delay; and the delay tncurred to reach the next hop
acde minimizes any fading channe! problems. When
multiple RNs are available for routing of the information,
the optimal RN is selected bascd on the highest LCF. These
clearly show that the proposed OEDSR protocol is an on
demand routing protocol which consistently outperforms the
available routing protocois. For detailed discussion of
OEDSR sefer to [I18]. The rouie selection is illusirated
through the foliowing example.

B. Routing Algorithm through an Example

Consider the topology shown in Fig. |. The link cost
factors are taken into consideration to route data to the BS.
The following steps are implemented to route data vsing the
OEDSR protocol:
£} Start with an empty relay list for source node n:
Relay(n)={ }. Here node n,and #; are CHs.

ti) First, CH n, checks with which nodes it is in range with.
In this case, CH n, is in range with nodes n;, #a, 13, 25
Ry Ko, 1y, and 5.

tii) The nodes #, n; and »7; are eliminated as potential RNs
because the distance from them to the BS is greater than
the distance from CH n, to the BS.
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v} Now, all the nodes that are tn range with CH », transmit
RESPONSE packets and CH #n, makes a list of possible
RNs, which in this case are s, Hg, Hyg, 1o, and iy,

v) CH 5y sends this list to CH #;. CH 1, checks if it is range
with any of the nodes in the list.

vi} Nodes ny 15 and #1,; are the nodes that are in range with
botlh CH n, and #, They are selected as the potential
common RNs,

vii)The link cost factors for g, 175 and 17, are calculated.

viii) The node with the maximum value of LCF is
sclected as the RN and assigned 10 Relayrn). In this case,
Relay(n)={ni2).

X} Now node r7;> checks if it is in direct range with the BS,
and if it is, then it direcily rouwtes (he information to the
BS.

x) Otherwise, #;; is assigned as the RN, and all the nodes
that are s range wilh node ;> and whose distance (o the
BS is less than ils distance to the BS are taken into
consideration. Therefore, nodes mys #1565 )0 and 1,7 ase
taken info consideration.

xi) The LCF is calculated for »ny; #y5 19 #y, and 1y The
node with the maximum LCF s selected as the next RN.
In this case Relay(n) = {ni9}.

xii)Next the RN n;g checks if it is in range with the BS. If it
is, then it directly routes the information t¢ the BS. In
this case, 1, is in direct range, so the information is sent
to the BS directly.

Fig. |. Relay nede selection

0. HARDWARE IMPLEMENTATION DESCRIPTION

In this section an g¢verview of the hardware
tmplementatior of the OEDSR protocol is given. Use of
customized thardware for development of sensing,
processing, and networking will be presented. A description
of capabilities. Limitations, and suppoert for networking
application are given next. Also, in this section an overview
of the software architectures are given wilh respect to the
routing protocol and its memory requircments on the
hardware.

A. Hardware Description and Limitations

Hardware for implementation of the OEDSR was selecied
10 De energy conservative, performance oriented, and of
small form-factor. Use of Siticon Laboratories® 8051 variant
hardware was selected for its ability to provide fast 8-bit
processing, fow-power consumption, and ease of interfacing
10 peripheral hardware components. Next, a treatment of the
hardware capabilities and limitations will be given.

Hardware implementatior of any algorithm is constrained
by the limitations of the hardware. Use of specific hardware



must be weighed against the precision, speed, and criticality
of an algonthm’s implementation. Consiraints addressed for
the implementation of the OEDSR were use of low-power,
small form-factor, and fast processing hardware. For this
protecol, fow-power consumption was given the highest
priority. In turn, the demand for low power limits the types
of processor architectures that can be deployed. The
selection of the Silicon Laboratories® 8051 variants was
based on these criteria. Limitations for the implementation
that are incurred through the use of the 8031 variant family
arc a small memory space and a maximum processing speed.
In the next section, a description of the specifications for the
hardware implemented nodes will be given,

B. Architecture of the Hardware System and Software

Now. a discussion of hardware and software resopurces
emploved for implementation of OEDSR is given. A
hardware performance comparison ¢f sensor node platforms
used at UMR is shown. Software implementation in terms of
architecture, controi-flow, and hardware limitations are
shown.

1} Sensor Node — Instrumentation Sensor Node

The UMR Instrumentation Sensor Node (ISN), as seen in
Fig. 2(a), i1s wused for interfacing sensors to CHs. The ISN
allows a sensor to be moniiored by a small and low-power
device that can be conwolled by CHs which is also ancther
aode. [n this application, the ISN is used as the source of
sensor {affic. The ISN is capable of being interfaced with
several sensor types and can be instructed by control packets
to transmit data in raw or pre-processed fonn.

Fig. 2. (a} Instrumentation Sensor Node (1SN), (b) G4-SSN

2) Cluster Head and Relay Nodes

The Genermation-4 Sinart Sensor Node (G4-SSN), seen in
Fig. 2(b), originally developed at UMR and subsequently
updated at St. Louis University was chosen as the CH. The
(G4-SSN has various abililies for sensing and processing.
The former include strain  gauges, acceicrometers,
thermocouples. and general A/D sensing. The later include
anatog filtering, CF memwoiy interfacing, and 8-bit data
processing at a maximum of 100 MIPS. The G4-SSN
provides memory and speed advantages over the ISN that
make it a suitable choice for implementation as a CH or a
RN. Futuze work is being undertaken to develop a betier CH
that is more powerful than an ISN and smaller in size than a
G4-35N.

3) Comparison of ISN and G4-SSN Capabilities
The abitities of the G4-S5N and the ISN sensor nodes are
compared in this section. The SN was designed to be a
stmplified sensor node with the abilities to sampie, process
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and transmit daga. The 1SN has a limited ability to process
data relative to the G4-55N. The abilities of the two¢ nodes
are shown i Table | with a comparnson {0 other
commercially available hanvare. As seen in the table the G4-
SSN las approximately 4-times the processing speed
available relative o the ISN. Memory constraints are aiso
shown between the two sensor nodes, with the (G4-SSN
having more avaiiable code space and RAM. This transiates
to the design criteria for the ISN 1o be a ‘simpie sample and
send sensor node’. In comparison, the G4-SSN is used for
networking functionality and other lasks that require more
memory and processing ability. In the next section, an
overview of the software architecture is given for the
OEDSR implementation.

TABLEI
COMPARISON OF G4-3SSN AND I8N CAPABILITIES
lc@ | Flash .
[3513;']' "{';;{:’S’]" [:y?ehgl Ala)a(;tieirafg]ng Ifggtgr MIPS
G4 | 35 | 128k | 8448 | 100 @ 10/12-bit 183;’;," 100
SN | 7 | tek | 1280 | 200@10-bit | TR0 | 25
oo | 8 | 128 | 4008 | 15@ 1046t %‘;i‘;‘ 8

4} Software Architecture
The software architecture for 8051 platform is presenied
in this section. The network stack is presented and the layers
are discussed 1n detait. The software architecture utilized to
mnplement OEDSR protocol on 8051 platform is presenied
in Fig, 3.

8051 platform
Applcation Application layar
sperclfic {sensing =nd processng)
T
Cusueing and scheduling tayer
Wieless
network
protocols
R
" Hardware intecfacing |ayer »
\: (B02.15.4 AFR :j
.......... B e
Werpless. j
redlo
dependent

‘ B02:15:4 Module ‘

Fig. 3. SoRware architecture of OEDSR implementation,

The three- tier structure is used to provide flexibility to
the radio and applicaton design. The wireless radio
dependenl components are interfaced with networking layers
through the message abstraction layer. This layer provides
generic access o the physical and link level parameters and
information, for example transmission power level and RSS]
indicator. Consequently, cross-layer protocols such as
OEDSR can be easily implemented.



The main componenis of the software archifecture
consists of

®  Physical interface between 8051 and 302,154
module — in ihe used schup a standard scrial
tnlerface connects processor with radio module

®  Abstraction layer — provides generic access to the
physical and link !ayers

®  Routing layer - contains OEDSR implementation

" Queuning — a stmple drop-tail queuing policy is
employed. and

®  Sensing application - application dependani
measurement and processing of sensor data.

C. Routing Implementation

In this section the implementation of the routing protocol
is described. [ncluding, packets used by the routing protocol,
handling of traffic cases by a node. and memory handling
are presented.

1} Routing Packets
The rouling aspects of the OEDSR protocol have been
implemented on (he 8051 platform with an 802.15.4 radio
module. Five types of messages have been considered:
= BEAM packet
The BS broadeasts BEAM packets 0 whele
network fo wake-up nodes and initiate data
transmission. Radio Signal Strength Indicator
{RSSD is retrieved by the receiving nodes and used
to estimate the distance fo the base station.
= HELLO packet
The node while searching for a route to the BS
broadcasts HELLO packets to  neighbors
periodically untdl ACK is received, or until
tmeout. The distance to BS is included so that the
receiving node can determine the closest rode to
the BS.
= Acknowledgement (ACK) packet
ACK is sent as a response to the HELLO packet
when the node’s distance to BS is simaller (han the
requesling node’s distance. Also, ACK containg
node’s remaining energy and distance to the BS.
The HELLO source node receives ACK packet
and calculates a transmission delay. The link cost
is calculated and temporarily stored fo cotnpare il
with later responses.
= SELECT packet
When HELLO/ACK timeout elapses, the node
selects the roule based on the Link costs from the
stored ACK infonmation. Subsequently, the
SELECT packet is sent to the selected node to
indicate route seiection. The receiving node starts
route discovery toward BS by sending a HELLO
packet.
* DATA packet
The DATA packet conveys application specific
data to the BS.
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2) Traffic Cases
Fig. 4 presents a block diagram of the routing
implementation. The handling of the recetved message starts
al the RX block, where the type of the packet is determined.
Next. the processing proceeds depending on the packet type.

o
T

L] x - I
Received BEAM e SELE Fecawed ACK aceived HELLOY
froen 3% massage Mmessags Mmessage

L ¥
¥ -

RO
P Calculate ink cost
I and store
P -

le cloger.

7 . k: < 4o BSthan -
\Jclsma? G s s source of
e T ACKE e - HELLO? -
YES <_'_'; recene Timsou = " o J
e, glapeed? i
A i YES
T YES ol SereAck
. leBS R I e800R5E
s o Select route -
Livd irat hiop) s
Broadeast HELLO | 3 R
. | NG Send SELECT et
—S‘a":\CKs YES mEsEageE 10 next
tan = Nor
|__receive imer
- X
{ R e o RX

Fig. 4. Control Mow scheme for OEDSR routing implementation

3} Memory Limitations

Memory Hmitations are incarred by the hardware. The
routing protocol requires a parlicular amount of memosy (o
store the routing table and icmporary information from
ACK. The number of routing lable cnirics depends on
expected number of active CHs. Moreover, the routing
tables store onfy a link cost value calcuiated from HELLO-
ACK exchange. Furthermore, in order to reduce memory
requirements, periodicaily inactive sources are purged from
the routing table.

1V. PERFORMANCE EVALUATION

Experiments for QEDSR where performed using a
network of UMR ISN’s and the G4-SSN’s. Experimental
results are compared 0 static rouling o demonstrate the
dynamic routing of the QEDSR. Use of static routing
provides an inifial assessment, while future work will
provide comparnson ¢ existing protocols.

The nodes use 802.15.4 modules fransmitting at a 250
kbps RF data rate. The 1SN is used 10 generate CBR traffic
and provide data source functionality. CH's and RN’s are
implemented using the G4-SSN. The CH provides the
OEDSR routing capabilities by choosing the RN for routing
of traffic toward the BS. The node’s processor interfaces to
the 802.15.4 module at 38.4 kbps, the maximum supporied
data rate. The ISN, CH, and RN’s are equipped with low-
power 1-mW 802.15.4 modules; while the BS is equipped
with a high t(ransmission power, 100-mW, 802,15 4 module
to increase the BS mnge for beam signals.

A. Description of the Experimenial Scenario

Experimental scenarios where performed with 12 nodes
placed in the topology illustrated in Fig. 3. The topology was
then modified by the amount of energy avaifable in each
node to perform testing of the protocol’s ability o provide



dynamic optimal routing based on energy, delay. and
distance. Testing demonstrates the ability of the OEDSR
pratecol to evenly balance the energy consumed in the entire
netwoik while providing suitable detay in the transmission

of packets.
®

O,

Fig 5. Network schemalic

B. Fxperiment Results

The network performance is measured in terms of
throughout, end-to-end (E2E) delay, drop rate, and number
of total dropped packets. Experiments were repeated for
varying energy levels at each node, thus enforcing route
changes. in Table II the performance measurcments are
shown for the 6 experimental cases. Each test was ran for 3
minules and an average resulls is shown, The experimental
scenarios were prepared (o genemate four-hop routes thus
providing comparable data sets. Throughpul and EZE dclay
are congistent across all six cascs since the routing algorithm
sclects an optimal route regardless of energy distribution in
the network. Variance in the number of dropped packels and
in the drop rate is attributed o the distribution of packet
collisions. In Table Il a comparison of OEDSR aetwork
performance with varied packet size is shown. The network
perfepmance degrades as the packet size reduces and the
number of generated packets increases. Since the amount of
bandwidth used to transmit oveshead bits increase at the
expense of user data throughput, decreasing packet size
increases gverhead.

Fig. 6 illusirates throughpul when an active RN is
removed from the network and OEDSR reestablishes
cOmmuIcation.

Throughput .vs. Packet index

=]

Threughput [packets/sec]

o

] ki K]

[} Kl &
Packet Ingex
Fig. 6. Throughput for data rate of 1kB/s and 90 bytes per data packet

At packet index 25 there is a drop in throughput when the
RN is removed. Subsequent reestablishiment of an allernate
route by OEDSR is demonstrated since the throughput is
restored. In comparison, staic routing is not able 1o recover

and would require manual intervention causing continued
network downtime.

TABLE [I
OLDSE PERFORMANCE FOR DIFFERING "TOPOLOGLES
Test Throughput | E2E Delay | Dropped Drop Rate
[ops] [sec] |packets] | |packets/sec]
T 1152.0 0.7030 181 1.8472
T2 9706 0.7030 3 0.0321
T3 972.0 0.7030 5} 0.0643
T4 1035.5 0.7020 73 0.7811
TS 1048.0 0.7020 83 0.8862
T8 1047.3 0.7030 84 0.8868
AVG 1037.6 0.7027 72 0.7680
TABLE 0l
DEDSR PERFORMANCE FOR DIFFERING PACKET SIZE
Packet | Throughput | E2E Delay | Dropped Drop Rate
Size [ops] [sec] [packets] | [packets/sec]
[bytes]
30 10757 0.2500 188 2.0181
50 1187.0 0.3440 167 2.7831
70 1096.1 0.5620 156 1.6715
20 1047.3 0.7030 84 0.8958

Static routing was compared o the QEDSR protocol. The
route was manuaily configured to mimic a desired route.
Experimenial resulis show a similar throughput, E2E delay,
and drop rate for the static routing and OEDSR. However, a
lack of dynamic network discovery period is observed
during network initialization with static routing. In the case
of OEDSR, the setup time is dependent on the number of
hops and the query time for each hop. In contrast, static
routing sequites manual selup for cach iopology change
which can take long periods of time. It is important to note
that static routing is not normally preferred due to node
mobility and channel fading.

1) Future Work

Future work wilt invelve evaluating (he proposed protecol
in the presence of node mobility, and channel fading.
Additionally. a perforimance comparison with other
protocols such as LEACH is planned. Pretiminary resulis of
the QEDSR lhardware implementation as compared to a
slaic rouling show promise. Fulure work will include
inplementation of protocols such as AODV and DSR on
UMR hardware. Comparisons of OEDSR to other standard
protocols Can be shown. Other considerations include larger
topologies, differing traffic oads and patierns. and velicuiar
mobile nodes.

V. CONCLUSION

In this paper a hardware implementation is shown for the
OEDSR WESN protocot. The objective was to develop a fully
distributed rouling protocol that provides optimail routing.
The route seiection is based on a metric given by the ratio of
cncrgy availabie and delay multiplied with distance which is
used as the jink cost factor.

The proposed OEDSR protocol computes the energy
availabie and average E2E delay values of the links and this
tnfornation along with the distance from the base station
determines the best RN. While ensuring that the path from
the CH to the BS is free from loops, it also ensures that the
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selected route is both energy efficient, and has the least E2E
delay. Additionally, the lifetime of the network is
maximized since the energy is taken into account while
selecting nodes from a route. Due to the energy levet being
constdered in the routing profocol, there is also 2 balancing
of energy consumption across the network.

Implementation of the OEDSR protocol was shown using
the G4-S8N and ISN hardware at UMR. The profocol was
shown (o provide suitable traffic rates and short E2E delays.
Drop rale and E2E delay are dependent on the packel size
that is being transmilied. Drop rale increases and E2E deiay
decrease as 1he packet size decreases. A decrease in E2E
delay is expected due to the larger number of packets
required to send the same information, however higher
iraffic volume also increases ithe probability of packel
collisions on the channel and increases overhead.

A series of tests taking a nominal of 4 hops was
perforined (o show the capabilities of the OEDSR routing
protocol to provide needed throughput on the network with
dynamic rouling capabilities. An average throughput of
approximately 1 kbps and an E2E defay of 0.7 seconds are
observed for a nominal route.

In reference to implementation, several issues where
confronted. First, the issue of hardware capabilities is of
concern.  Selection of hardware must consider the
complexify and memory footpnnt of an algonthm. The
consiraints of the 8-bit hardware become known during
implementation of the QEDSR protocol. For example. the
ISN nodes were designed fo minimize physical size of the
node and reduce energy consumption. However, the selected
processor does not have enough RAM to support the
QOEDSR  vouting.  Therefore, mintinum  hardware
reguirements in terms of memory size, processing power,
energy consumption, physical size, and the corresponding
tradeoffs have (o be explored before (he particular protlocol
is targeted and implemented. Additionaily, the limitations of
the off-the-shelf radio modules are limiting current
capabilities of the proposed solution. In particuiar, the 38.4
kbps Limit on the interface to the 802.15.4 module reduces
the overall throughpul and increases delay at each hop, whean
compared to a Lheoretical 802.15.4 capabilities.
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