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Abstract

We have created a radiation transport code using the GEANT4 Monte Carlo toolkit to simulate 

pediatric patients undergoing CT examinations. The focus of this paper is to validate our 

simulation with real-world physical dosimetry measurements using two independent techniques. 

Exposure measurements were made with a standard 100-mm CT pencil ionization chamber, and 

absorbed doses were also measured using optically stimulated luminescent (OSL) dosimeters. 

Measurements were made in air, a standard 16-cm acrylic head phantom, and a standard 32-cm 

acrylic body phantom. Physical dose measurements determined from the ionization chamber in air 

for 100 and 120 kVp beam energies were used to derive photon-fluence calibration factors. Both 

ion chamber and OSL measurement results provide useful comparisons in the validation of our 

Monte Carlo simulations. We found that simulated and measured CTDI values were within an 

overall average of 6% of each other.
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Introduction

Radiation dose calculations are essential to the understanding of the relationship between the 

risks and benefits of any medical examination. For younger subjects, concerns are 

heightened because of the greater radio-sensitivity of these individuals (Goske et al. 2008). 

The 2009 NCRP report on human population exposure to radiation noted a dramatic increase 

in the contributions of medical sources to our overall annual radiation exposure (Schauer 

and Linton 2009). Computed Tomography (CT) imaging now amounts to about 70% of the 

radiation dose delivered to patients undergoing medical examinations. It is estimated that CT 

procedures could account for as much as 60% of man-made radiation exposures to 

Americans (Linton and Mettler 2003).

Currently, the CT vendor-supplied CT dose index (CTDI) and dose-length-product (DLP) 

values for pediatric subjects are based on dose estimates derived from a standard 16-cm 

acrylic cylinder (AAPM Report 96 2008) and are assigned uniformly to all subjects (Dixon 

et al. 2003). A large amount of attention has been directed at radiation doses to pediatric 

patients since they comprise a particularly sensitive population (e.g. Brenner et al. 2001, 

Donnelly et al. 2001, Donnelly 2005, Dixon et al. 2003, Linton and Mettler 2003). The 

Alliance for Radiation Safety in Pediatric Imaging (http://www.pedrad.org/associations/

5364/ig/) notes the need for special care in prescribing pediatric CT studies, encouraging 

scanning only areas necessary for evaluation, and reducing technique parameters (kVp and 

mAs) as much as possible (Donnelly et al. 2005, Goske et al. 2008). Medical professionals 

have noted the need for more accurate patient-specific dose values than are currently 

provided by the standardized manufacturer CT software (Strauss et al. 2009). There is also a 

great amount of effort to account for CT dose differences due to a patient's size (ICRP 102 

2007, AAPM Report 96 2008, Goske et al. 2008).

In order to accurately estimate the risks from CT scans, one must be able to know the 

absorbed dose to each individual radiosensitive organ to determine effective dose (ICRP 60 

1991, ICRP 103 2007). While there are methods to estimate effective dose from DLP 

(AAPM Report 96 2008), estimating individual organ doses relies on Monte Carlo 

simulations. There have been many endeavors to calculate organ and effective dose from CT 

exams using computational methods, (e.g. DeMarco et al. 2003, DeMarco et al. 2005, Jarry 

et al. 2003, Lee et al. 2007, Lee et al. 2008, Li et al. 2011a, Li et al. 2011b, Li et al. 2011c). 

These groups have validated their Monte Carlo methods against ionization chamber 

measurements in both cylindrical as well as anthropomorphic phantoms. Our work here 

applies similar validation methods using ionization chamber measurements to compare 

against OSL dosimeters (Landauer 2006).

Using the GEANT4 Monte Carlo toolkit (Agostinelli et al. 2003, Allison et al. 2006), we 

have created a radiation transport code to simulate patients undergoing exams on a CT 

scanner similar to that at Monroe Carrell, Jr. Children's Hospital at Vanderbilt. We used 
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measured values of dose from both ionization chamber measurements as well as optically 

stimulated luminescent (OSL) technology in physical phantoms to calibrate and validate the 

simulated output from our GEANT4 CT source. This paper provides a description of our 

Monte Carlo radiation transport code and our validation techniques

Methods

Monte Carlo Simulation of CT

GEANT4 (Agostinelli et al. 2003, Allison et al. 2006) is an open source, integrated software 

package that allows simulation of radiation transport for many particle types and many 

irradiation geometries. The toolkit provides a complete set of tools for all areas of detector 

simulation including geometry, tracking, physics models, and run and event management. 

The code includes all relevant physical processes governing particle interactions, stores and 

tracks event data, and permits the scoring of deposited energy and dose in selected target 

regions. The user must specify the specific characteristics of their simulation such as the 

detector geometry, materials, particles, physics processes, and primary events generation.

The detector geometry in our simulation consists of a nested parameterized 3D volume. One 

significant advantage of nested parameterization is the ability to assign each voxel unique 

material properties and chemical compositions. Energy deposition due to each primary 

event, including any secondary particles generated, is tallied for each voxel in the 

parameterized volume. Once all events are tracked, the simulation produces a map of the 

total energy deposited that is used to create a 3D dose map used to quantify the dose 

distribution within a particular region.

The parameterized 3D volume containing the voxels is positioned flush to an exam table. 

The physical exam table at Monroe Carrell, Jr. Children's Hospital at Vanderbilt was 

measured for size and thickness and modeled in our simulation geometry as a trapezoid with 

a thickness of 3 mm and height of 9 cm. The long and short sides measure 42 and 22 cm, 

respectively.

GEANT4 requires the user to define the particle type, position and direction vectors, and 

initial energy for each primary event. Primary photons must be generated to accurately 

represent the X-ray energy spectrum, bow-tie filtration, and source-to-isocenter geometry of 

the CT scanner. Source energy spectra were obtained for nominal beam energies typically 

used in pediatric protocols (100 and 120 kVp) and implemented in our simulation as look-up 

tables. A detailed description of the CT source model follows.

CT Source Model

To accurately model the CT scanner under consideration, comprehensive descriptions of the 

scanner properties including its photon energy spectrum, inherent and bow-tie filtration, and 

geometry are necessary. However, scanner-specific descriptions are normally proprietary 

and difficult to obtain through non-disclosure agreements. To overcome this limitation, we 

have taken numerous physical measurements and employed the methods of Turner et al. 

(2009) to generate an equivalent energy-fluence source model for the specific CT scanner in 

our simulation. Our fluence model also includes the effects of the body bow-tie filter that 
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provides X-ray filtration across the transverse direction of the patient to account for 

variations in body thickness.

All X-rays originate at the focal spot with energies determined by sampling the equivalent 

spectra across the bow-tie filter. These photons are given initial direction vectors to populate 

each angle in the fan beam with relative weights determined by the measured bow-tie filter 

attenuation profile (Fig. 2). It was assumed that the particle fluence was uniform in the scan 

direction, and photons are assigned uniformly random axial direction components. The full-

width-half-max (FWHM) beam width measured at isocenter was used to define the beam 

collimation. The CT head moves in one-degree increments with 100,000 primary photons 

generated at each angle. The x-ray source rotates and translates helically based on a user-

defined pitch until the entire range of the scan is complete. A detailed description of the 

measurements required to generate equivalent spectra for this specific CT scanner is 

provided in the following section.

Equivalent CT Source Modeling

We have modeled a third generation multi-detector array CT scanner (Philips Brilliance 64, 

Philips Healthcare, Andover, MA) with 64 rows of detectors of 0.625 mm each. X-ray beam 

collimations available for this particular scanner include 2 × 0.625 mm, 12 × 0.625 mm, 16 

× 0.625 mm, and 64 × 0.625 mm. These beam collimations are reported as nT, where n is 

the number of detector elements, and T is the width of each detector element. The Philips 

Brilliance 64 has a source-to-isocenter distance of 57 cm and a source-to-detector distance 

of 104 cm.

HVL Measurements—To quantify the photon beam hardness and energy spectrum, it was 

necessary to perform half-value-layer (HVL) measurements of the photons coming out of 

the face of the collimators. These measurements are essential to determine the inherent and 

bow-tie filtration properties for the scanner. The gantry was parked so that the X-ray tube 

remained stationary at the 6 o'clock position. The ion chamber remained stationary and fixed 

at isocenter along the central axis directly above the X-ray tube. The table was not in the 

beam path. As for any HVL measurements, an initial exposure without filtration was 

obtained first. Thin sheets (1.0 mm) of type-1100 high-purity aluminum were added as 

repeated exposure measurements were taken until the reading was less than half of the initial 

value. Then all sheets were removed, and another measurement without filtration was taken 

as a check. Fig. 1 shows our HVL measurement setup.

Equivalent Spectrum Generation—Using Boone and Seibert's tungsten anode spectral 

model of interpolated polynomials (TASMIPs) (Boone and Seibert 1997), an initial soft 

tungsten spectrum was obtained for 100 kVp and 120 kVp without added filtration and with 

zero percent voltage ripple. A detailed explanation of the method to obtain an equivalent 

spectrum is provided in Turner et al. (2009). Briefly, (1) the initial soft tungsten spectrum is 

transmitted through a very thin and uniform sheet of hardening material. Aluminum was 

chosen for our purposes. Assuming exponential attenuation, this produces a “candidate 

spectrum.” (2) The candidate spectrum is transmitted through the central ray of the bow-tie 

filter, and the air KERMA is calculated. (3) The resulting transmitted spectrum is next 

Carver et al. Page 4

Health Phys. Author manuscript; available in PMC 2016 April 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



transmitted through a very thin and uniform sheet of aluminum, and the air KERMA is 

calculated again. (4) The third step is repeated iteratively while increasing the thickness of 

aluminum by 1 micron until the air KERMA is one-half of the initial air KERMA value in 

the second step. Photon mass-attenuation coefficients (μ/ρ) and mass energy-absorption 

coefficients (μen/ρ) (Hubbell and Seltzer 1996) were used to perform exponential attenuation 

and KERMA was calculated as

(1)

where Ψ (J m-2) is the energy fluence of photons passing through the area of the absorbing 

material, and (μen/ρ) is the mass energy-absorption coefficient for mono-energetic photons. 

The total air KERMA of a spectrum was calculated by summing over all energies as

(2)

where ni is the number of photons in each bin, Ψi is the corresponding energy fluence, and 

(μen/ρ)i is the mass energy-absorption coefficient for each energy, i.

Bow-tie Profile Measurements—The Philips Brilliance 64 has a single bow-tie filter 

that was modeled by following the procedure in Turner et al. (2009). Measurements of the 

bow-tie filter profile were used to determine the real spectrum's attenuation across the 

photon beam due to the bow-tie geometry and filtration. The gantry was parked with the 

tube in the 3 o'clock position in order to eliminate attenuation due to the exam table. The ion 

chamber was clamped to a ring stand, and exposure measurements were taken every 1 cm 

starting at isocenter by incrementally moving the table up in order to determine the 

attenuation in exposure from bow-tie filter center to edge. Measurements were taken for the 

upper half of the bow-tie filter, and it was assumed symmetric about the central axis (Fig. 2).

Using this attenuation profile, we iteratively determined the bow-tie-filter path length as a 

function of distance across the bow-tie filter (transverse direction) (Turner et al. 2009). All 

routines were coded in MATLAB R2012b (Mathworks). This was done for each equivalent 

spectra determined in the previous section.

Experimental Measurements

CT Pencil Ionization Chamber Measurements—A standard 100-mm long CT pencil 

ionization chamber (Fluke Biomedical Model 8000 chamber with NERO Max, Fluke 

Biomedical, Everett, WA) was used to take exposure measurements in air, as well as in 16-

cm and 32-cm acrylic CTDI dose phantoms at isocenter for center and peripheral (12 

o'clock) positions. Measurements were collected for 100 and 120 kVp at 300 mAs. At least 

three unique measurements were made for each energy, mAs, and collimation combination. 

The average of these exposure readings was used for purposes of calculating the dose to the 

chamber. These were converted to standard computed-tomography dose indices (CTDI100) 

following AAPM Report 96. These were calculated as:
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(3)

where f is the exposure-to-dose conversion factor for air (8.7 mGy R-1), C is the chamber 

calibration factor (0.31 for our chamber), L is the active length of the pencil ionization 

chamber (100 mm), X is exposure in R, n is the number of detector elements, and T is the 

size of a detector element.

Simulations in Air, 16-cm, and 32-cm Dose Phantoms—Next we modeled our 

CTDI measurements in the Monte Carlo simulation. A thin-walled ionization chamber was 

constructed from manufacturer specifications. For our particular model of ion chamber, the 

wall is made of PMMA and the active volume is 10.1 cm3 with a sensitive length of 10.0 

cm. The chamber outside diameter measures 12.7 mm ± 0.4 mm, and the chamber inside 

diameter is 11.44 mm. To model the chamber in our simulations, an inner diameter of 11.5 

mm and outer diameter of 12.5 mm were used. Each voxel measured 0.5 × 0.5 × 2.5 mm3. 

The PMMA dose phantom itself and the air in the active chamber volume were identified as 

separate regions. Energy deposited into the air chamber was scored in the simulation and 

used to calculate simulated dose.

All physical densities and elemental compositions of the materials modeled in our system 

geometry were taken from NIST database definitions (Coursey et al. 2010) (Table 1). 

Poly(methyl methacrylate) (PMMA, (C5O2H8)n) was used to model the CTDI acrylic dose 

phantoms in the simulations. The exam table was modeled as pure carbon composition, as 

the exact chemical composition was considered proprietary information. The composition of 

air was used for both surrounding outside air in the simulation as well as the air in the 

modeled ionization chamber.

Monte Carlo Normalization Factor—We compared the real CTDI100 measurements in 

air to the simulated CTDI100 values in air to derive normalization factors for 100 and 120 

kVp at a nominal beam collimation of 64 × 0.625 mm (40 mm). Our Monte Carlo 

normalization factor, K, as a function of energy is described by:

(4)

Measurements Reported by OSL Dosimeters—We exposed several linear arrays of 

optically stimulated luminescence (OSL) dosimeters manufactured by Landauer, Inc. 

(Landauer 2006). The dosimeter material is housed in a black polycarbonate case, and the 

length of the OSL strip inside is 150 mm long and 0.4 mm thick. The dosimeter material is a 

polymer substrate of aluminum oxide doped with carbon (Al2O3:C). According to the 

manufacturer, these OSL dosimeters can measure radiation doses of 0.01 mGy or less, and 

less than 0.2% of the signal is erased when a dosimeter is read (Landauer 2006).
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Results

The measured HVL on the Philips 64-slice Brilliance scanner was 7.6 ± 0.2 mm of Al for 

100 kVp and 9.0 ± 0.2 mm Al for 120 kVp. The measured bow-tie filter attenuation profile 

at system isocenter is shown in Fig. 3, and a sample of the spatial distribution dependence of 

photons is shown in Fig. 4.

CTDI Measurements

The measured and simulated CTDI100 in air at isocenter for a single axial scan taken at 100 

and 120 kVp and 300 mAs are presented in Table 2. CTDI100 center values were calculated 

using Equation 3. Normalization factors were derived by taking the ratio of the measured 

dose to the simulated dose in air for each nominal kVp. In our present study, we consider 

only one nominal beam collimation of 64 × 0.625 mm (40 mm). The normalization factors 

were used to convert the dose simulated to absolute absorbed dose for 100 and 120 kVp and 

our particular beam collimation.

As mentioned in the previous section, the simulated CT X-ray source moves in one-degree 

increments with 100,000 primary photons per step. Multiple simulations were performed 

and achieved overall relative errors of 0.5% or less in the specified detector regions in the 

simulation. To obtain the total error in our normalization factors and CTDI values, error 

from the simulation was propagated with the manufacturer-specified 5% error in our ion 

chamber measurements.

The results of the CTDI100 measurements and simulations are presented in Table 3 for 100 

kVp and Table 4 for 120 kVp. Differences on the order of < 10μGy mAs-1 are observed. The 

uncertainties in the ionization chamber measurements are reported at the level of 5%, 

according to the manufacturer. Errors on the simulated values are reported as the Monte 

Carlo associated relative error of each particular detector region in the simulation.

Results for CTDI100 measurements from the OSL dosimeters and the ionization chamber are 

reported in Table 5 for 100 kVp and Table 6 for 120 kVp. We also compared our observed 

differences to previous differences observed by other authors. For 120 kVp, the percent 

differences observed are on par with those observed by Vrieze et al. (2012) and observed to 

be approximately less than 10% in the majority of cases. The OSLs appear to show some 

under response in the air-only and peripheral measurement cases, but tend to overestimate 

dose when compared to the ion chamber in the center regions. However, for 100 kVp, we 

tend to see more over response in all cases, but unfortunately did not have other previous 

results to compare to for 100 kVp. It should be noted that our measurements were not 

intended as an exhaustive comparison study of OSL versus ionization chamber 

measurements. The values reported by other authors are intended as a descriptive tool to 

compare our observed results.

Dose Profiles

The OSL dose profile reported by the manufacturer in air at 120 kVp and 300 mAs allowed 

direct measurement of the realistic beam width including effects of penumbra. We found 

that the actual beam width was 42.1 mm, slightly larger than our nominal beam width of 40 
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mm. By having this knowledge, we were able to model the actual beam width in our 

simulations. Fig. 5a shows our dose profile in air modeled for our 100 kVp spectra, and Fig. 

5b illustrates the comparison between the 120 kVp OSL profile in air and our simulated 

profile in air, allowing us to confirm that the beam widths indeed match. The discrepancy of 

the dose magnitude between the OSL and GEANT4 profile is due to the difference in the 

reported dose in air, with the OSL underreporting dose compared to the ion chamber. The 

ionization chamber measured values were used as the standard in the derivation of our 

normalization factors. The discussion section also assesses the observed discrepancies 

between OSL and ion chamber values.

Figs. 6a-d illustrate our results for the 16-cm head and 32-cm body phantoms for dose 

profiles at the center position in the phantoms. The dose profiles from the OSL dosimeter 

measurements taken in those regions, as reported by the manufacturer, are plotted on top of 

our dose profiles obtained from the model simulation.

Discussion

The GEANT4 simulation environment is very flexible and has been extensively verified. We 

have used it previously to simulate internal sources of radiation (Stabin et al. 2012); its use 

for external radiation sources, particularly to simulate a CT scanner has been demonstrated 

by others as well as other medical physics applications (e.g. Archambault et al. 2003, Jiang 

and Paganetti 2004). We show here a simulated CT source modeled after a Philips Brilliance 

64, with a bow-tie filter. We were not able to obtain actual spectral data from the 

manufacturer, so we modeled a reasonable X-ray spectrum based on methods from literature 

and experimental data. Our simulated X-ray spectrum showed excellent agreement 

(differences of < 10μGy mAs-1) with the independently measured ionization chamber 

results.

We calibrated our simulations against ion chamber measurements in acrylic phantoms. The 

ion chamber measurements and simulation results show reasonable agreement with an 

overall average percent difference of 6% in the CTDI values. For both nominal kVp values, 

the simulated CTDI values tend to overestimate the measured CTDI values in the 32-cm 

body phantom. However, for the 16-cm head phantom, the simulated CTDI values tend to 

under predict the measured values slightly. Some differences between the simulation and 

real-world measurements could be due to accuracy in the X-ray spectra, filtration, and 

geometry modeled. Also, beam hardening in the simulated spectra may be responsible for 

these observed results. Uncertainties in the geometry and modeling of the table material 

could be contributing factors, as there is non-negligible attenuation through the table. There 

may be differences between our simulated and measured results due to the ideal assumption 

of using point-source geometry in our Monte Carlo simulation. We did not take focal-spot 

size into account when modeling our CT source. Despite these sources of error, we find 

acceptable agreement between our measured and simulated results in order to validate our 

model.

Random errors in the simulated dose may have contributed to the differences observed as 

well as uncertainty in the normalization factors used to calculate dose. The normalization 
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factors derived from in-air measurements are used to convert all of our simulated results. 

There is a 5% uncertainty in all of the ionization chamber measurements, and when coupled 

with the uncertainty in the simulation (Monte Carlo associated relative error of 0.5% or 

less), there is a greater than 5% error in our absolute dose results reported. Although we 

performed 50-150 runs per geometry with 100,000 primary photons per one-degree 

increment, some of our plots indicate our data still contain noise. The amount of noise 

present is due to scoring in air, which is very low density. Nonetheless, the results agree well 

with the measured values, and a smoothed profile can express the true nature of the results 

(e.g. Figs. 5 and 6).

Other researchers have observed similar discrepancies between these particular 

manufactured OSL dosimeters and ionization chamber measurements. Lavoie et al. (2011) 

found that OSL dosimeter energy response decreased with increased tube voltage. For 135 

kVp, they report a -15.5% difference when compared to a NIST-traceable calibrated 

ionization chamber, whereas for 80 kVp the percent difference was only -2.0%. Vrieze et al. 

(2012) revealed for 120 kVp measurements taken at the center position, that deviations of 

10.4% were observed in the 32-cm acrylic phantom and 3.6% in the 16-cm phantom. Similar 

to our in-air results, they found a deviation of -9.9% at 120 kVp (where we saw a difference 

of -7.8%). Therefore, we suggest that the percent differences observed for our experiments 

are comparable to results observed by other authors.

The aluminum oxide-based OSL material has an energy-dependent response, and a 

correction factor is necessary to achieve high accuracy in the dose results. Variables such as 

tube voltage, phantom size and material, and position within the phantom could influence 

the interaction of the beam with the dosimeters (Vrieze et al. 2012). While it is assumed that 

the manufacturer-reported results from the OSL dosimeters take into account a suitable 

energy-dependent correction factor, this is not known with absolute certainty. Hence, this 

could account for some discrepancies observed between the OSL and ion chamber results in 

the present work and those of other authors.

These results demonstrate that Monte Carlo models for multi-detector CT can be used to 

accurately determine patient dose at a voxel level. We will apply our calibrated Monte Carlo 

simulation to determine organ doses and effective dose values for patients previously given 

CT examinations at Vanderbilt Medical Center. The application of our calibrated GEANT4 

radiation transport code for CT dosimetry to pediatric patient data as well as a series of 

deformable phantoms will be the subject of future publications.

Conclusion

We have developed and tested a new Monte Carlo code using the GEANT4 toolkit to 

simulate patients undergoing a CT examination. In order to accurately model the complexity 

of the X-ray beam and CT geometry, measurements of the beam half-value layer, bow-tie 

filter attenuation and physical characteristics of the CT scanner model are required. We 

calibrated our method to physical dose measurements made in air with a pencil ionization 

chamber by deriving photon fluence normalization factors for 100 and 120 kVp. Absorbed 
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dose values and profiles determined from simulation were in overall agreement to within 6% 

of measured values.

We have begun to apply our GEANT4 simulation to calculate both organ and effective 

doses for pediatric patients undergoing CT examinations. Future work is focused on using 

anthropomorphic phantoms in the Monte Carlo simulation to determine individual organ and 

effective doses for a pediatric population for a range of percentiles and underweight and 

obese individuals. This will provide a method for predicting CT dose prior to irradiation of a 

patient and help to develop scanning protocols that minimize dose without compromising 

image quality.
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Fig. 1. 
Setup for the half-value-layer (HVL) measurements. The scanner gantry was parked with the 

X-ray tube at the 6 o'clock position. Thin sheets of aluminum were stacked vertically as 

exposure readings were made.
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Fig. 2. 
Experimental setup for measurements of the bow-tie filter attenuation profile. The CT 

scanner gantry was parked with the X-ray tube at the 3 o'clock position. Exposure readings 

were made every 1 cm across the filter starting at isocenter moving towards the edge of the 

filter.
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Fig. 3. 
The measured bow-tie filter attenuation profile as a result of ionization chamber 

measurements made every 1 cm moving away from the central ray is plotted with photons 

generated by the simulation. Simulated photon positions are binned according to their path 

lengths as a function of their distances relative to the central ray at isocenter. Attenuation 

measurements are plotted according to bin edges whereas simulated photons are plotted at 

bin center.
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Fig. 4. 
The spatial distribution dependence of photons at system isocenter is shown. The distance in 

the “y-direction” represents the bow-tie filter dependence in the spatial distribution. The “z-

direction” is across the other direction of the face of the collimators. The “x-direction” 

would be into the page and in the direction towards the simulated phantom or patient.
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Fig. 5. 
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Simulated dose distributions in air for (a) 100 kVp and (b) 120 kVp, at 300 mAs. The 

distribution for 120 kVp also shows the dose profile obtained from an OSL dosimeter 

exposed in air at 120 kVp. The comparison between the two methods provides confirmation 

of the match between the observed beam width (42.1 mm) and the beam width generated 

from simulation.
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Fig. 6. 
(a) The dose profile for the 16-cm CTDI phantom results for 100 kVp at the center position 

and (b) shows the dose profile for the 16-cm CTDI phantom results at 120 kVp. (c) The dose 

profile for the 32-cm CTDI phantoms at the center position for 100 kVp, and (d) shows the 

dose profile in the 32-cm phantom center case for 120 kVp. In all cases, the dose profile 

obtained from the OSL dosimeter reported by Landauer is shown as a solid black line, the 

simulation data points from GEANT4 are shown as plus signs, and the smoothed GEANT4 

profile is shown as a dashed black line.
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Table 2

Measured and simulated CTDI100 in air at isocenter and derived normalization factors are reported for 100 and 

120 kVp for a nominal beam collimation of 40 mm.

Energy (kVp) Measured CTDI100 in air (10-2 mGy 
mAs-1)

Simulated CTDI100 in air (10-12 mGy 
particle-1)

Normalization factor (1010 particle 
mAs-1)

100 8.47 ± 0.42 2.17 ± 0.0067 3.91 ± 0.20

120 13.7 ± 0.68 2.32 ± 0.0074 5.91 ± 0.30
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Table 3

Comparison of CTDI100 measurements from the ion chamber to simulated CTDI values in GEANT4 at a 

nominal tube voltage of 100 kVp for a nominal beam collimation of 40 mm.

Center Position

Phantom Ion chamber CTDI100 (10-2 mGy mAs-1) Simulated CTDI100 (10-2 mGy mAs-1) Difference (10-2 mGy mAs-1)

16-cm CTDI head 6.3 ± 0.32 6.2 ± 0.31 -0.1

32-cm CTDI body 2.0 ± 0.10 2.4 ± 0.12 0.4
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Table 4

Comparison of CTDI100 measurements from the ion chamber to simulated CTDI values in GEANT4 at a 

nominal tube voltage of 120 kVp for a nominal beam collimation of 40 mm.

Center Position

Phantom Ion chamber CTDI100 (10-2 mGy mAs-1) Simulated CTDI100 (10-2 mGy mAs-1) Difference (10-2 mGy mAs-1)

16-cm CTDI head 10.4 ± 0.52 9.7 ± 0.49 -0.7

32-cm CTDI body 3.6 ± 0.18 4.1 ± 0.21 0.5
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Table 5

Results of CT OSL and ion chamber CTDI100 measurements for a tube potential of 100 kVp at 300 mAs. 

Percent differences are reported as (CTDIOSL – CTDIion chamber)/ CTDIion chamber × 100.

Center Position

Phantom Ion chamber CTDI100 (mGy) OSL CTDI100 (mGy) Percent diff in mean CTDI100 values (%)

16-cm CTDI head 18.9 21.3 12.7

32-cm CTDI body 6.1 6.7 9.8

12 o'clock Position

16-cm CTDI head 22.0 24.8 12.7

32-cm CTDI body 11.5 11.0 -4.3
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Table 6

Results of CT OSL and ion chamber CTDI100 measurements for a tube potential of 120 kVp at 300 mAs. 

Percent differences are reported as (CTDIOSL – CTDIion chamber)/ CTDIion chamber × 100. Vrieze et al. (2012) 

percent differences are reported for a beam width of 28.8 mm.

Center Position

Phantom Ion chamber CTDI100 
(mGy)

OSL CTDI100 (mGy) Percent diff in mean 
CTDI100 values (%)

Vrieze et al. (2012) percent 
difference (%)

None (in air) 41.0 37.8 -7.8 -9.9

16-cm CTDI head 31.2 33.0 5.8 3.6

32-cm CTDI body 10.7 11.1 3.7 10.4

12 o'clock Position

16-cm CTDI head 34.5 35.2 2.0 -5.5

32-cm CTDI body 18.7 17.3 -7.5 -5.0
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