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1. Introduction

The rapid development of information systems (IS) and 
technology affects all areas of society. A significant number 

of modern public and private enterprises use IS to manage 
production processes, support decision-making, search for 
the necessary data, etc. This provides them with a number of 
advantages associated with increased productivity and mo-
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One of the pressing areas 
that is developing in the field of 
information security is associated 
with the use of Honeypots (virtu-
al decoys, online traps), and the 
selection of criteria for determin-
ing the most effective Honeypots 
and their further classification is 
an urgent task. The main prod-
ucts that implement virtual decoy 
technologies are presented. They 
are often used to study the behav-
ior, approaches and methods that 
an unauthorized party uses to gain 
unauthorized access to information 
system resources. Online hooks can 
simulate any resource, but more 
often they look like real production 
servers and workstations. A num-
ber of fairly effective developments 
are known that are used to solve 
the problems of detecting attacks 
on information system resourc-
es, which are based on the appa-
ratus of fuzzy sets. They showed 
the effectiveness of the appropri-
ate mathematical apparatus, the 
use of which, for example, to for-
malize the approach to the for-
mation of a set of reference val-
ues that will improve the process 
of determining the most effective 
Honeypots. For this purpose, many 
characteristics have been formed 
(installation and configuration 
process, usage and support pro-
cess, data collection, logging level, 
simulation level, interaction level) 
that determine the properties of 
online traps. These characteristics 
became the basis for developing a 
method for the formation of stan-
dards of linguistic variables for fur-
ther selection of the most effective 
Honeypots. The method is based 
on the formation of a Honeypots 
set, subsets of characteristics and 
identifier values of linguistic esti-
mates of the Honeypot characteris-
tics, a base and derived frequency 
matrix, as well as on the construc-
tion of fuzzy terms and reference 
fuzzy numbers with their visualiza-
tion. This will allow classifying and 
selecting the most effective virtual 
baits in the future
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bility of workers, high efficiency of access to information and 
services, as well as the ability to remotely manage resources 
and processes.

Also, in recent years, there has been a significant in-
crease in the amount of information accumulated, stored 
and processed using computer systems. At the same time, 
the concentration of information for various purposes and 
belonging in common databases, as well as a sharp expan-
sion of the range of users with direct access to IS resources, 
give rise to the problem of ensuring their protection against 
various kinds of intrusions. The increasing complexity of 
hardware and software and the existing shortcomings of 
modern information technologies lead to the improvement 
of intrusions on IS resources.

Along with this, the number of vulnerabilities and 
threats to IS is increasing, and therefore, to ensure their nor-
mal functioning and prevent intrusions, specialized security 
tools are needed. It should be noted that one of the topical 
areas that is actively developing in the field of information 
security is associated with the use of Honeypots (virtual 
decoys, online traps). The purpose of such decoys is to be at-
tacked or scanned by an unauthorized party (UAP) to study 
the defense strategy, to determine the range of their means 
by which strikes can be applied to real security objects. 
Honeypots and methods used to implement them are varied, 
for example, it is a specially deployed integral network or a 
single emulated network service, the main task of which is 
to attract the UAP’s attention [1]. Therefore, the selection 
of characteristics and the formation of the corresponding 
criteria for determining the most effective Honeypots and 
their further classification is an urgent task.

2. Literature review and problem statement

The technology of virtual baits is based on develop-
ments [2, 3], and is also implemented in products such as: 
Deception Toolkit (DTK) (California, USA), CyberCop 
Sting (USA) and BackOfficer Friendly (USA) [4, 5]. Its 
development and expansion of the scope are associated 
with the Honeynet Project (the project includes dozens of 
operating branches around the world: Brazil, Indonesia, 
Greece, India, Mexico, Iran, Australia, Ireland, and many in 
the United States) [6]. Given [4–9], Honeypot has become 
a tool that has its own architecture, tools, and scope. Often, 
decoys were used to study the behavior, approaches, and 
methods that the UAP used. However, in recent years there 
have been various uses for the Honeypot. They can simu-
late any resource, but more often the decoys look like real 
production servers and workstations. Some of them can be 
used, for example, in corporate networks for: collecting in-
formation, wasting the time and resources of attackers [10], 
reducing spam activity [11], deceiving intruders [12], analyz-
ing the activities of hackers when hacking a system [13], and 
identifying images (signatures) of attacks [14, 15]. The main 
thing when creating a Honeypot is registering the start of an 
attack and a system break.

The work [16] describes a Micro-Honeypot implemen-
tation that aims to use browser fingerprint technology to 
track a web attacker. The exploitation process showed that 
Micro-Honeypot can collect more information and track 
intruders. [17] also proposes the development of practical cli-
ent-side honeypots based on a virtual environment that can 
assist users in building and installing their own Honeypots. 

In [18], a threat analysis method is considered aimed at eval-
uating trap log data to determine the behavior of attackers 
when searching for attack patterns. In [19], it is proposed 
to group a number of decoys into one Honeynet and use it 
to collect, research, and evaluate data. The research [20] 
is aimed at identifying methods for implementing traps to 
detect the activity of ransomware. Also, in the course of 
the study, the threshold values of quantities used to counter 
cyber attacks were determined. [21] shows how highly in-
teroperable Honeypots can be improved by providing them 
with special functions for reverse engineering in order to 
efficiently analyze captured malicious objects. The work [22] 
is aimed at investigating the integration of the capabilities 
of active and passive decoys to create a common set of ma-
licious programs. In [23], spy decoys are considered that 
search the network for various documents and other intelli-
gence information. They became the basis for the proposed 
set of tools that assess the degree of interest in the specified 
data. In [24], a dynamic addressing system Honeypot is 
proposed for detecting access to an unassigned address. This 
enables port scan detection through coordinated interaction 
between different honeypots. In [25], the methodology of 
automatic creation and dynamic updating of the Honey net 
Project is investigated. This provides additional functional-
ity to enhance the capabilities of the IDS.

However, the papers [16–25] do not show the necessary 
characteristics by which in the future it is possible to select 
the most effective Honeypots and carry out their classifica-
tion to solve the corresponding security problems.

Taking into account [15, 26, 27], virtual baits are divided 
into low (for example, BackOfficer Friendly (BOF) (USA), 
Specter, DTK, LaBrea (Switzerland), medium (for exam-
ple, Honeyd, Honeypot Manager (НМ) (Michigan, USA), 
Nepenthes, Multipot, Mwcollect (USA) and high level of 
interaction (for example, ManTraр, Argos, Minos (USA)). 

In [15, 26, 28], criteria for the characteristics (characteris-
tic features of the classification) of the Honeypot are proposed: 
“Installation and configuration process”, “Usage and support 
process”, “Data collection”, “Logging level”, “Simulation level” 
and “Interaction level”, which can be displayed by the corre-
sponding linguistic variables. To construct the corresponding 
reference fuzzy numbers (FN), it is necessary to enter a com-
mon interval of numerical characteristics that determine the 
values (criteria) of linguistic variables (“SIMPLE” – (S), “ME-
DIUM” – (M), “COMPLEX” – (C), “LIMITED” – (LM), 
“VARIABLE” – (V), “EXTENDED” – (E), “LOW” – (LO), 
“HIGH” – (H)) of specific terms (Table 1). Before constructing 
the standards of linguistic variables, we will reveal each of the 
criteria.

“Installation and configuration process” (IC) – charac-
terizes the time and effort involved in installing and config-
uring Honeypot. The more complex the Honeypot is and the 
more extensive the tasks that are assigned to it, the more 
significant this parameter is. The increasing functionality 
that is presented to the attacker requires the installation 
and configuration of more services and the ability to process 
more commands. The simple installation process does not in-
clude the requirements for configuring or setting additional 
parameters for the Honeypot tool. Medium – requires set-
ting a limited number of parameters (for example, selecting 
a simulated service option) for the correct operation of the 
tool, complex – requires a fairly detailed setting (usually 
associated with installation), setting a large number of addi-
tional operating parameters [26].
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The IC process is characterized by an integral indicator, 
which takes into account the number of actions (user com-
mands) to install the Honeypot and the time spent on this 
process, i.e. I=C×T, where I – integral indicator, C – number 
of actions (commands), T – time spent on installation. Con-
sidering that to install a low, medium and high interaction 
Honeypot, it is needed to complete up to 4, 5 to 7, and 8 to 
12 steps, respectively, the time costs will be up to 3, from 4 
to 10 and from 11 to 30 minutes. Let’s define the upper limit 
of the integral indicator as 360.

“Usage and support process” (US) – describes the time 
and effort to use and support the Honeypot after the instal-
lation and configuration process. It follows from this that the 
higher the functionality of the Honeypot, the more difficult 
it is to use, and the more time and effort it takes to support it. 
A simple process of usage and support means the minimum 
amount of time required to support the tool, as well as ease 
of use (for example, to use it correctly, you just need to start 
the program). The middle level adds additional steps to the 
usage process aimed at configuring the Honeypot in the 
process of functioning, the need for administrator partici-
pation to correct behavior, etc. The complex level includes 
the necessary actions in the use and subsequent support of 
the tool (for example, updating the software, restoring the 
environment for further research after the interaction has 
been made) [26].

The US process is determined by the number of actions 
of the user (operator) per unit of time. So, for a Honeypot 
with a low interaction level, this is on average 1–2 actions 
per minute, medium – from 3 to 6, and high – from 6 to 10. 
Thus, we set 10 user actions per minute as the upper limit of 
this characteristic.

Data collection (DC) is the amount of data that the Hon-
eypot can collect about an attacker and his activity. If the 
Honeypot is a specially prepared operating system, then a lot 
of data about the attacker and his actions can be collected. 
If the Honeypot is an imitation of some system service, the 
amount of data is reduced. The latter is an example of simple 
data collection. Variable data collection characterizes Hon-
eypot tools, where there are additional settings for the selec-
tion of collected events. Advanced data collection implies a 
strong interaction Honeypot [26].

The value of DC is characterized by the indicator of the 
diversity of the collected data, that is, by their categories. 
Based on this, we will introduce the following intervals 
for the formation of criteria: 0–4 – for low-level Honey-
pots, 5–12 – for medium-level honeypots, and 13–20 – for 
high-level Honeypots.

“Logging level” (L) – characterizes the level of detail 
with which the logging will be performed. The higher the 
logging level, the more detailed the program log records are. 
The low level of logging is determined by the low level of 
detail of the collected data. As a rule, this level is possessed 
by means of Honeypot of weak interaction, when only the IP 
address of the source of communication and data originating 
from the attacker are logged. The medium level of logging 
can include the protocol of both sides of the interaction, as 
well as additional data (for example, the specific time of data 
arrival, interaction identifiers, etc.). Strong interaction Hon-
eypots have a high level of logging, when a tool takes on the 
responsibility of logging all events that occur in the system 
during interaction [26].

The value of L is determined by the amount of data that is 
recorded in the memory of the virtual decoy. Since Microsoft 
recommends that the event log in 64-bit Windows Server is 
limited to 16 MB of memory, it is advisable to take this value 
as the upper limit of the specified intervals. Thus, we get the 
following intervals for low-, medium- and high-level hon-
eypots – 0–100 KB, 101–4,000 KB and 4,001–16,000 KB, 
respectively. 

“Simulation level” (S) – characterizes the degree of 
service simulation. A simple level of simulation implies an 
almost complete lack of support for the functionality of the 
simulated service (for example, the ability to display only a 
greeting message when connecting). The medium level im-
plies a fairly detailed simulation of the service, taking into 
account the peculiarities of its operation. The high level of 
simulation presupposes the full implementation of all the 
functionality of the service (in fact, it is approaching the 
emulation of the service). When using real operating sys-
tems, the level of simulation is high. This characteristic also 
includes the level of simulation of behavior in response to an 
attack attempt [26].

It is advisable to determine the “I” value based on the 
number of simulated services. At the same time, we will take 
into account that the Windows OS in working order has an 
average of 60 to 100 simultaneously running services, in-
cluding system services. So, for low-, medium- and high-level 
honeypots – 0–5, 6–10 and 11–100 simulated services, 
respectively.

 “Interaction level” (IL) is a measure that allows charac-
terizing the Honeypot in relation to the breadth of the field 
of UAP activity, i.e. the higher the level of interaction, the 
more critical information about the attacker can be obtained. 
But the more the UAP’s capabilities are provided, the more 
damage it can cause.

Table 1

Generalized classification for Honeypot evaluation

Specifications
Honeypot

DTK Specter BOF LaBrea Honeyd HM Nepenthes Multipot Mwcollect ManTrap Argos Minos

Installation and con-
figuration process

S S S S M M S M S C C C

Usage and support 
process

M M S S M M M M M C M C

Data collection LM LM LM LM V LM V V V E S E

Logging level LO M LO LO M H M M M H H M

Simulation level LO M LO LO H M M LO M H H H

Interaction level LO LO LO LO M M M M M H H H
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In turn, online traps are divided into low-, medium- and 
high-level interactions. Each of these types of Honeypots 
provides a specific functionality or level of interaction 
between the UAP and the system, and developers usually 
define this metric. 

In [29], an analysis of the existing risk assessment sys-
tems was carried out, on the basis of which a set of param-
eters was formed that allow performing the corresponding 
assessments in the field of information security. So, for 
example, for the values characterizing the probability (P), 
frequency (F), costs and losses (L), danger (D), the con-
struction of reference values of linguistic variables, displayed 
by graphic models in the form of rectangular and trapezoidal 
fuzzy numbers (FN), is carried out. This process is imple-
mented on the basis of expert data displayed at intervals on 
the x-axis and is used to assess the risks that affect various 
security characteristics of information systems resources. 
This approach can be effectively used when building in-
formation security management systems on a risk-based 
basis and the initial data of an expert in the form of sets of 
intervals characterizing the formed set of parameters. The 
resulting models, for example, cannot be used to construct 
linguistic standards for multicriteria assessment of honeypot 
efficiency or to detect cyber attacks, as well as use the initial 
data presented in the form of frequencies of the expert judg-
ments about possible values formed by the set of parameters 
for evaluating online traps.

The work [30] discusses the formation of linguistic vari-
ables used to construct tools aimed at identifying processes 
associated with unauthorized scanning of computer system 
ports. Based on the analysis of well-known developments, 
for example, for values characterizing the number of virtual 
channels (NVC) and the age of virtual channels (AVC), the 
construction of reference values of linguistic variables is 
carried out, displayed by the corresponding graphic models. 
This approach can be effectively used to identify scanning 
utilities when building intrusion detection systems based 
on the use of statistical input data generated as a result of 
processing the expert judgments regarding the generated 
set of parameters. The linguistic standards obtained in [30], 
graphically displayed by normal unimodal convex discrete 
nonparametric FN, cannot, for example, be used to imple-
ment the estimation processes associated with honeypots or 
information risks.

The work [1] considers the formation of linguistic vari-
ables used to build tools aimed at detecting DDoS at-
tacks and spoofing on information system resources. Taking 
into account the relevant analysis, for example, for values 
characterizing the number of simultaneous server con-
nections (SSC), the speed of processing requests from cli-
ents (SPR), the delay between requests from one user(DBR), 
the number of packets with the same sender and recipient 
address (NPSA), the construction of reference values of 
linguistic variables is carried out, displayed (by analogy 
with [30]) by the corresponding graphic models. This ap-
proach can be effectively used to expand the functionality 
of intrusion detection systems by identifying cyber attacks 
associated with DDos and spoofing in the m-dimensional 
heterogeneous parametric environment. The disadvantage of 
this study is isomorphic with the work [30].

The analysis of monographic studies related to the 
construction of fuzzy standards [1, 29, 30] showed that the 
existing approaches are effective in the implementation of 

measurements associated with assessing information se-
curity risks and identifying various types of cyberattacks, 
but cannot be directly used for multicriteria assessment of 
Honeypot efficiency.

3. The aim and objectives of the study

The aim of the study is to develop a method for con-
structing linguistic standards for multicriteria assessment 
of the effectiveness of online traps based on the experience 
and judgments of experts describing the properties of a Hon-
eypot relative to the values of a given set of characteristics. 
In the future, this will make it possible to use the obtained 
standards for the classification and selection of the most 
effective virtual baits.

To achieve the aim, the following objectives were set:
– to analyze the existing characteristics of modern Hon-

eypots to form appropriate criteria for their evaluation;
– to develop a method for constructing linguistic stan-

dards for multicriteria assessment of Honeypot efficiency.

4. Analysis of the existing characteristics of modern 
Honeypots to form appropriate criteria for their 

assessment

The developments [2–14, 16–25], which are based on 
Honeypot technologies, are focused on solving various se-
curity problems. But in order to select the most effective of 
them for solving the corresponding problems, it is necessary 
to determine a set of criteria by which traps can be classified. 
In [15, 26, 28], a number of quantities (IC, US, DC, L, S, I) 
are proposed, the generalization of which is shown in Fig. 1. 
They can be used to make a choice (assessment, measure-
ment), but for this it is necessary to form the corresponding 
reference values of linguistic quantities that are not defined 
in these studies.

Fig. 1. Generalized characteristics used to build standards 
for further classification and evaluation of the Honeypot

It should be noted that there are quite effective de-
velopments [1, 29, 30] used to solve the problems of risk 
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assessment and identifying attacks on information system 
resources, which are based on the theory of fuzzy sets. This 
approach has shown the effectiveness of using the appropri-
ate mathematical apparatus, for example, to formalize the 
approach to the construction of fuzzy (linguistic) standards. 
In the future, this will make it possible to select and classify 
Honeypots in order to use them to solve the set tasks of in-
formation protection.

5. Development of a method for constructing linguistic 
standards for multicriteria assessment of Honeypot 

efficiency

The proposed method for constructing linguistic stan-
dards is partially based on the method of linguistic terms 
using statistical data [30], as well as on the method of 
forming linguistic standards for intrusion detection sys-
tems [1, 31, 32]. Taking this into account, we define six basic 
stages of the method implementation [33–36]:

– stage 1 – formation of a set of Honeypots;
– stage 2 – formation of subsets of Honeypot character-

istics;
– stage 3 – formation of subsets of identifier values of 

linguistic estimates of Honeypot characteristics;
– stage 4 – formation of the base and derived frequency 

matrix;
– stage 5 – construction of fuzzy terms and reference 

FN [33];
– stage 6 – visualization of reference FN [33].
Thus, the main stages have been formed, the imple-

mentation process of which will form the basis of the 
developed method. Further, in the specified sequence, we 
describe the essence of the implementation of each of the 
stages.

Next, we will describe each of the stages. 
Stage 1 – formation of a set of Honeypots. Let’s intro-

duce the set of possible Honeypots H represented as 

{ }1 2
1

, , ..., ,
n

i n
i

H H H H
=

 
= = 

 
H

  
( 1, ),i n= 		   (1)

where n – number of possible Honeypots.
For example, for i=12 according to (1), the set H can be 

represented as:
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		  (2)

where HDTK=DTK, HS=Specter, HBOF=BOF, HLB=LaBrea, 
HH=Honeyd, HHM=HM, HN=Nepenthes, HMp=Multipot,  
HMw=Mwcollect, HMT=ManTrap, HA=Argos and HM=Minos, 
respectively, are the mapping of Honeypots of various devel-
opers used in practice, which are presented in Table 1 “DTK 
(DTK)” (for i=1), “Specter (S)” (for i=2), “BOF (BOF)” 
(for i=3), “LaBrea (LB)” (for i=4), “Honeyd (H)” (for i=5), 
“HM (HM)” (for i=6), “Nepenthes (N)” (for i=7), “Multipot 
(Mp)” (for i=8), “Mwcollect (Mw)” (for i=9), “ManTrap 
(МТ)” (for i=10), “Argos (А)” (for i=11) and “Minos (М)” 
(for i=12).

Thus, sets of Honeypots are formed – DTK, S, BOF, LB, 
H, HM, N, Mp, Mw, МТ, А, М, which can be used to form a 
subset of Honeypot characteristics.

Stage 2 – formation of subsets of Honeypot characteris-
tics. Each Honeypot is described by certain characteristics, 
and the construction of the subset CHij is carried out based 
on the set of all possible characteristics of the Honeypot CHi

{ }1 2
1

, , ..., ,
i

i

m

i ij i i im
j

CH CH CH CH CH
=

  = = 
  
 ( )1, ,ij m= 	  (3)

where mi – number of such characteristics.
For example, for j=5, according to (3), the set CH can be 

represented as:

{ }
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where CH1=CHIC=“IC”, CH2=CHUS=“US”, CH3=CHDC= 
=“DC”, CH4=CHL=“L” and CH5=CHS=“S”, respectively, are 
such characteristics of Honeypot as: IC – “Installation and 
configuration” (for j=1), US – “Usage and support” (for j=2), 
DC  – “Data collection” (for j=3), L – “Logging” (for j=4), and 
S – “Simulation” (for j=5).

At this stage, subsets of Honeypot characteristics are 
formed, such as IC, US, DC, L, S, which are the basis for 
the formation of subsets of identifier values for linguistic 
estimates of Honeypot characteristics.

Stage 3 – formation of subsets of identifier values of lin-
guistic estimates of Honeypot characteristics. Construction 
of the subset LEHi is based on the set of all possible Honey-
pot values LEH represented as

{ }1 2
1

, ,..., ,
c

l c
l

LEH LEH LEH LEH LEH
=

 
= = 

 
  ( )= 1, ,l c  (5)

which represent the judgments used by the expert to char-
acterize the state of the Honeypot when they are observed 
in a certain environment, and c – is the number of such ID.

For example, for с=8 according to (5), the set LEH can 
be represented as:
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where LEH1=LEHS=“S”, LEH2=LEHM=“M”, LEH3=LEHC= 
=“С”, LEH4=LEHLM=“LM”, LEH5=LEHV=“V”, LEH6= 
=LEHE=“E”, LEH7=LEHLO=“LO” and LEH8=LEHH=“H”, re-
spectively, are the IDs of such values of the linguistic assessments 
of the expert as “SIMPLE” (for l=1), “MEDIUM” (for l=2),  
“COMPLEX” (for l=3), “LIMITED” (for l=4), “VARIABLE” 
(for l=5), “EXTENDED” (for l=6), “LOW” (for l=7) and 
“HIGH” (for l=8), which are presented in Table 1.

For example, taking into account the generated set of 
Honeypot (1), a subset of its characteristics (3) and sub-
sets of identifier values of linguistic estimates of Honeypot 
characteristics (5), as well as, by analogy with stage 1, ex-
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pressions (7) in [31, 32] for n=1 for Honeypot HP1=HPDTK= 
=DTK, m1=5, r1=r2=r3=r4=r5=3, we form

{ }
{ }
{ }

= = == = =

           = = =        
            

=

  

  

1 1 1

1
1 1 11 1 1

1 2 3

1 2 3

1 2 3

1 2

, , ,

, , ,

, , ,

, ,

i i
rm m j

ij ijk
j j ki i i

DTKICS DTKIC DTKIC

DTKUS DTKUS DTKUS

DTKDC DTKDC DTKDC

DTKL DTKL DTK

LE LE LE

LE LE LE

LE LE LE

LE LE LE

LE LE LE{ }
{ }
{ } { }
{ }
{ } { }

 
 
 
  = 
 
 
 
 
 
 

=  
 
 

3

1 2 3

,

, ,

"S","M","C" , "S

"LM","V","E"

"LM","V","

","M","V" ,

, ,

, "LO","M","HE ""

L

DTKS DTKS DTKSLE LE LE

	  (7)

where DTK – “Deception Toolkit”, and LEDTKIC1=“S”, LEDT-

KIC2=“M”, LEDTKIC3=“C”, LEDTKUS1=“V”, LEDTKUS2=“M”,  
LEDTKUS3=“C”, LEDTKDC1=“LM”, LEDTKDC2=“V”, LEDTKDC3=“E”, 
LEDTKL1=“LM”, LEDTKL2=“V”, LEDTKL3=“E”, LEDTKS1=“LO”, 
LEDTKS2=“M”, LEDTKS3=“H”, respectively, are the IDs of 
such linguistic expert assessments that reflect the char-
acteristics of the Honeypot, such as IC, US, DC, L and S.

Thus, subsets of identifier values of linguistic estimates 
of Honeypot characteristics IC, US, DC, L, S are formed, 
which will allow constructing basic and derived frequency 
matrices.

Stage 4 – formation of the base and derived frequency 
matrix. This stage is implemented by analogy with stage 2 
in [31, 32]. The first is to generate a basic frequency matrix. To 
do this, construct a subset of interval IDs Nij (( 1, )ij m=  ((12) 
in [31, 32]), characterizing the Honeypot with ID HP1= 
=HPDTK=DTK, on the domain of which the expert carries 
out linguistic assessment with respect to the parameter val-
ues PDTKIC, PDTKUS, PDTKDC, PDTKL and PDTKS.

For n=1, m15, r1=r2=r3=r4=r5=3, we get

{ }
{ }
{ }
{ }

= = = == =

              = =        
               
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 
 
 
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	  (8)

Taking into account the elements of the subsets LEij and 
NEij on the basis of the generalized table (Table 1 in [31, 32]), 
we construct the current estimates (Tables 2–6) for the ele-
ments of the subsets,

( )= =1 3, 1,3 ,DTKICkLE r k  ,DTKICkN

i. e.

[ ] = ⇔ 
min max

1 1 1; 0;12 ,DTKIC DTKIC DTKICN N N

[ ] = ⇔ 
min max

2 2 2; 13;70 ,DTKIC DTKIC DTKICN N N

[ ] = ⇔ 
min max

3 3 3; 71;360 ,DTKIC DTKIC DTKICN N N

( )= =2 3, 1,3 ,DTKUSkLE r k  ,DTKUSkN

i.e.

[ ] = ⇔ 
min max

1 1 1; 0;2 ,DTKUS DTKUS DTKUSN N N ,

[ ] = ⇔ 
min max

2 2 2; 2;6 ,DTKUS DTKUS DTKUSN N N

[ ] = ⇔ 
min max

3 3 3; 6;10 ,DTKUS DTKUS DTKUSN N N

( )= =3 3, 1,3 ,DTKDCkLE r k  ,DTKDCkN  

i.e. 

[ ] = ⇔ 
min max

1 1 1; 0;4 ,DTKDC DTKDC DTKDCN N N

[ ] = ⇔ 
min max

2 2 2; 5;12 ,DTKDC DTKDC DTKDCN N N

[ ]  ⇔ 
min max

3 3 3; 13;20 ;DTKDC DTKDC DTKDCN N N=  

and 

( )= =3 3, 1,3 ,DTKLkLE r k  ,DTKLkN  

i.e. 

[ ]  ⇔ = min max
1 1 1 0;100 ,;DTKL DTKL DTKLN N N

[ ]  = ⇔min max
2 2 2 101;4,000 ,;DTKL DTKL DTKLN N N  

[ ]  ⇔ = min max
3 3 3 4,001;16,000 ;;DTKL DTKL DTKLN N N  

and 

DTKSkLE  ( )3 3, 1,3 ,r k= =  ,DTKSkN  

i. е. 

[ ]  ⇔ = min max
1 1 1 0;5 ,;DTKS DTKS DTKSN N N

[ ] = ⇔ 
min max

2 2 2; 6;10 ,DTKS DTKS DTKSN N N

[ ]  ⇔ = min max
3 3 3; 11;100 .DTKS DTKS DTKSN N N

Table 2

Current estimates LEDTKIC

LEDTKIC
NDTKIC

NDTKIC1 NDTKIC2 NDTKIC3

“S” 5 2 0

“M” 1 6 0

“C” 0 1 4

Table 3

Current estimates LEDTKUS

LEDTKUS
NDTKUS

NDTKUS1 NDTKUS2 NDTKUS3

“S” 4 1 0

“M” 2 3 1

“C” 0 1 4
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Table 4

Current estimates LEDTKDC

LEDTKDC
NDTKDC

NDTKDC1 NDTKDC2 NDTKDC3

“LM” 5 3 0

“V” 2 7 1

“E” 0 4 8

Table 5

Current estimates LEDTKL

LEDTKL
NDTKL

LEDTKL1 LEDTKL2 LEDTKL3

“LM” 6 1 0

“V” 1 5 2

“E” 0 1 3

Table 6

Current estimates LEDTKS

LEDTKS
NDTKS

NDTKS1 NDTKS2 NDTKS3

“LO” 7 1 0

“M” 1 6 2

“H” 0 1 8

Further, taking into account the data in Tables 2–6 and 
expressions (13) in [31, 32], we form the frequency matrices 
at n=1, 1 1,5,m =  1, 1, ,s q r=  2, 1, ,s q r=  3, 1, ,s q r=  4, 1, ,s q r=  

5, 1,s q r=

= = = =
1111 1112 1113

11 11 1121 1122 1123

1131 1132 1133

5 2 0

1 6 0 ,

0 1 4
DTKIC sq

f f f

F F f f f f

f f f

= = = =
1211 1212 1213

12 12 1221 1222 1223

1231 1232 1233

4 1 0

2 3 1 ,

0 1 4
DTKUS sq

f f f

F F f f f f

f f f

= = = =
1311 1312 1313

13 13 1321 1322 1323

1331 1332 1333

5 3 0

2 7 1 ,

0 4 8
DTKDC sq

f f f

F F f f f f

f f f

= = = =
1411 1412 1413

14 14 1421 1422 1423

1431 1432 1433

6 1 0

1 5 2 ,

0 1 3
DTKL sq

f f f

F F f f f f

f f f

and

= = = =
1511 1512 1513

15 15 1521 1522 1523

1531 1532 1533

7 1 0

1 6 2 .

0 1 8
DTKS sq

f f f

F F f f f f

f f f

Further, the second, to form the derivative of the fre-
quency matrix, at n=1, m1=5, we construct from the corre-
sponding columns of matrices FDTKIC, FDTKUS, FDTKDC, FDTKL 
and FDTKS taking into account expression (15) in [31, 32], 
the vectors of the sums 

= =

= =

= =

= =∑

1 2 3

33

1 1

, ,

6,9,4 ,

DTKIC DTKICq

DTKIC DTKIC DTKIC

DTKICsq
q s

VS vs

vs vs vs

f

 ( )1,3 ,q =

= =

= =

= =

= =∑

1 2 3

33

1 1

, ,
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DTKUS DTKUS DTKUS
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q s

VS vs
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f

 ( )1,3 ,q =

= =

= =

= =

= =∑

1 2 3

33

1 1

7

, ,

,14,9 ,

DTKDC DTKDCq

DTKDC DTKDC DTKDC

DTKDCsq
q s

VS vs
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f

 

( )1,3 ,q =

= =

= =

= =

= =∑

1 2 3

33

1 1

, ,

7,7,5 ,

DTKL DTKLq

DTKL DTKL DTKL

DTKLsq
q s

VS vs
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f

 

( )1,3 ,q =
 

and

= =

= =

= =

= =∑

1 2 3

33

1 1

, ,

8,8,10 ,

DTKS DTKSq

DTKS DTKS DTKS

DTKSsq
q s

VS vs

vs vs vs

f

 ( )1,3 .q =

Then, taking into account (16) in [31, 32] from VSDTKIC, 
VSDTKUS, VSDTKDC, VSDTKL и VSDTKS, we define the maxi-
mum element

=
= =

= ∨ ∨ =
= ∨ ∨ = =

∨3

1

1 2 3

6 9 4 9,

DTKIC DTKIC

DTKIC DTKIC DTKIC

DTK C

q

I

qvsm vs

vs vs vs

vsm

=
= =

= ∨ ∨ =
= ∨ ∨ = =

∨3

1

1 2 3

6 5 5 6,

DTKUS DTKUS

DTKUS DTKUS DTKUS

DTK S

q

U

qvsm vs

vs vs vs

vsm

=
= =

= ∨ ∨ =
= ∨ ∨ = =

∨3

1

1 2 3

7 14 9 14,

DTKDC DTKDC

DTKDC DTKDC DTKDC

DTK

q

DC

qvsm vs

vs vs vs

vsm

=
= =

= ∨ ∨ =
= ∨ ∨ = =

∨3

1

1 2 3

7 7 5 7,

qqDTKL DTKL

DTKL DTKL DTKL

DTKL

vsm vs

vs vs vs

vsm

and
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=
= =

= ∨ ∨ =
= ∨ ∨ = =

∨3

1

1 2 3

8 8 10 10,

DTKS DTKS

DTKS DTKS DTKS

DTKS

qq
vsm vs

vs vs vs

vsm

and according to (17) in [31, 32], we obtain the derived fre-
quency matrix,

( )= =′

=
3.33 2 0

0.67 6 0 ,

0 1 1.78

DTKIC DTKIC DTKICq DTKICF vsm / vsm F

( )= =′

=
4 0.83 0

2 2.5 0.83 ,

0 0.83 3.33

DTKUS DTKUS DTKUSq DTKUSF vsm / vsm F

( )= =′

=

/

2.5 3 0

1 7 0.64 ,

0 4 5.14

DTKDC DTKDC DTKDCq DTKDCF vsm vsm F

( )= =′

=

/

6 1 0

1 5 1.43 ,

0 1 2.14

DTKL DTKL DTKLq DTKLF vsm vsm F

( )= =′

=

/

5.6 0,8 0

0.8 4.8 2 .

0 0.8 8

DTKS DTKS DTKSq DTKSF vsm vsm F

At this stage, the base and derived frequency matrices 
are formed, which will make it possible to create fuzzy terms 
and reference FN, as well as to visualize them.

6. Discussion of the results of studying the process of 
constructing fuzzy terms and reference FN 

Based on the analysis, a set of characteristics have been 
formed, which can be used to evaluate various Honeypot 
systems. For this, a method has been developed that, based 
on the stages of forming the Honeypot sets (expression (2) 
of stage 1), subsets of their characteristics (expression (3) 
of stage 2) and identifier values of linguistic estimates of 
such characteristics (expression (5) of stage 3), as well as 
the base and derived frequency matrix (taking into account 
the data of Tables 2–6 of stage 4) allows constructing the 
corresponding standards of linguistic variables for the 
generated characteristics that determine the properties of 
online traps.

At stage 5, a number of subsets of fuzzy terms TDTKIC, 
TDTKUS, TDTKDC, TDTKL, TDTKS, vectors of maxima FMDTKIC,  
FMDTKUS, FMDTKDC, FMDTKL , FMDTKS and matrices of 

membership functions MDTKIC, MDTKUS, MDTKDC, MDTKL , 
MDTKS are formed. Using matrices, reference FNs were ob-
tained ,e

DTKICT  ,e
DTKUST ,e

DTKDCT ,e
DTKLT e

DTKST  and the reference 
values are formed on their basis, which allow visualizing 
the corresponding reference FN. The construction of a 
graphical model of reference FNs (Fig. 2–6) was carried 
out using Microsoft Excel 2016 tools for Windows 10. The 
following symbols are used in the figures: e

sqµ  ( )0,1e
sqµ =  – 

reference FN membership function, tabulated with a step 
0,1, e

sqx  ( )0,1e
sqx =  – membership function value calculated 

to the third decimal place.

Fig. 2. Linguistic standards for e
DTKICT

Fig. 3. Linguistic standards for 
e

DTKUST

Fig. 4. Linguistic standards for 
e

DTKDCT
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Fig. 5. Linguistic standards for 
e

DTKLT

Fig. 6. Linguistic standards for 
e

DTKST

Thus, the proposed method, in contrast to the well-
known methods for constructing standards of parame-
ters [1, 29, 30], cannot be used, for example, to implement 
risk assessment or identify cyber attacks, but provides 
new opportunities for evaluating online traps based on the 
frequency of expert judgments (expert assessment) relative 
to the formed new set of values. This allows expanding the 

existing capabilities of the mathematical apparatus of the 
theory of fuzzy sets, allowing to form standards of linguistic 
variables, which can later be used to classify, evaluate and 
select the most effective Honeypots used to solve the set 
information security problems. 

7. Conclusions

1. Based on the analysis, a set of characteristics (instal-
lation and configuration process, usage and support process, 
data collection, logging level, simulation level, interaction 
level), as well as Honeypot systems were formed, character-
ized by a set of criteria for which, by creating an appropriate 
method, new linguistic standards can be built used to evalu-
ate and select online traps.

2. A method has been developed for constructing lin-
guistic standards for multicriteria estimation of Honeypot 
efficiency by means of forming a set of Honeypots, subsets 
of Honeypot characteristics, subsets of identifier values for 
linguistic estimates of Honeypot characteristics, base and 
derived frequency matrix, fuzzy terms and reference FNs, as 
well as visualization of reference FNs. This provides a new 
opportunity for evaluating online traps based on the fre-
quency of expert judgments (expert assessment) regarding 
the generated new set of values. The generated standards 
of linguistic variables can then be used to classify, evaluate 
and select the most effective Honeypots used to solve the 
assigned information security problems. 
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