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Abstract: The importance of renewable energies and energy storage system forming a micro-grid
and integrating it to the electrical grid is widely spread. A supervisory system plays a crucial role in
controlling, managing, and planning the micro-grid. This paper demonstrates the development of a
new custom supervisory system based on Internet of Things (IoT), creating an information sharing
environment. The proposed supervisory system is based on open-source tools for a micro-grid,
composed of a photovoltaic power plant and a storage system, employing smart devices and making
non-smart devices compatible with IoT systems. The new supervisory improves the available system
by incorporating new features and devices and increasing the data polling rate when necessary. A
comparison between the current supervisory system and the proposed one is performed, showing
that the new system is more flexible, easily modified, cost-effective, and more fault-resilient.

Keywords: internet of things (IoT); supervisory system; solar power; Raspberry Pi; node-red; Grafana;
energy storage

1. Introduction

The main challenges to be surpassed regarding renewable energy sources are availabil-
ity and cost. Solar and wind resources, for instance, are seasonally and hourly dependent.
These can greatly influence the energy generation [1]. The mitigation alternatives to the
aforementioned challenges could be supervision, control, and energy storage.

Traditionally, a supervisory and data acquisition system (SCADA) is used to supervise
processes by acquiring data from field devices. Users can access the data via screens that
provide a visual aspect of the whole system. The supervisory system provides a link among
the field devices and the control room [2,3]. This system interacts with field devices via
inputs/outputs, using communication equipment to create a link among them, and is
generally installed in a central computer.

In order to supervise a micro-grid, the requirements are not the same from the ones
used in regular grids, since multiple generation, storage, and load systems are indepen-
dently connected. There is a lack of research papers related to supervision in micro-grid
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studies. The improvement and renovation of supervision and monitoring features could
lead to a more efficient management of power generation and micro-grid operation. Adding
new capabilities to the system, such as Internet of Things, plays a vital part in the operation
quality of renewable source power plants [4–7].

The Internet of Things (IoT) is an exchange information environment with connected
devices in wired or wireless networks, enabling easy remote access. Constant monitoring
of environmental and electrical data is an extremely promising application [8–10]. With the
aid of IoT, it is possible to improve processes by acquiring and processing large amount of
data [11].

This paper presents a customized system capable of monitoring and controlling a
micro-grid. The micro-grid used for this study is composed of a 37 kWp photovoltaic power
plant, which is connected to a battery energy storage system (BESS) of 15 kW/45 kWh.
The motivation of developing a supervisory system comes from the fact that the current
one, developed by a third party company, has lower flexibility to incorporate new devices,
higher costs, and lower sample rate of data acquisition. The proposed SCADA is designed
to integrate IoT devices, allowing better efficiency and flexibility to not only monitor and
perform data analysis, but also for the management of the power plant in conjunction with
the energy storage system. Thus, information sharing between different grids could be
enabled in order to better manage the energy supply for a specific load. The information
sharing would lead to an increase in efficiency and better usage of the energy.

Another advantage of the proposed system is the segregation of SCADA services into
individual hardware, which are network connected. The proposed change promotes a
fault tolerant capability, since eventual failures in a service do not affect the other ones. In
addition, if the hardware fails, only one service is compromised and easily replaced.

This paper aims to demonstrate the development of a custom-made remote access
control and monitoring system of all available electrical and environmental variables.
This supervisory system might be flexible—changes and expansions should be easily
incorporated—adaptable to research, more cost-effective, and fault-resilient [12,13].

The contributions of this paper are

• Development of a low-cost open-source flexible supervisory system for the monitoring
of the measured values of a photovoltaic power plant;

• Development of a supervisory system that combines the traditional capabilities with
IoT concepts;

• Development of a supervisory system that allows remote communication and remote
data sharing;

• Development of a supervisory with fault tolerant capability.

This paper is divided in six sections: Section 2 provides a brief bibliographic review,
with an overview of traditional supervisory systems and an overview of Internet of Things
concepts, such as its structure and smart devices. Section 3 details the methodology
implemented in the development of the supervisory system. Section 4 describes the
analyzed micro-grid, which comprises of a photovoltaic power plant and the energy
storage system. Section 5 shows a comparison between the current supervisory system and
the new one. Section 6 concludes this paper.

2. Bibliographic Review
2.1. Traditional Supervisory Systems

The supervisory control and data acquisition (SCADA) system is built using hardware
devices and software that enable the control and monitoring of the analyzed process
manually or automatically. It is traditionally a central controller that consists of network
interfaces, input/output, communication equipment, and software. The system gathers
data from sensors and field instruments and, via a communication interface, the data are
sent to the central controller to showcase an overview of the whole process. Figure 1a
illustrates a generic architecture for the SCADA system.
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Figure 1. SCADA System. (a) Representation of the hardware architecture of a SCADA system,
including field devices such as PLCs (programmable logic controller) or RTUs (remote terminal units)
and the computer with the controller. (b) Example of implementation using a Portable Computer
and microcontrollers via a serial interface.

The supervisory system acts as a link between the user in the control room and the field
equipment, such as intelligent electronic devices, programmable logic controllers (PLC),
remote terminal units (RTU), and sensors. These field devices are capable of transmitting
data in both directions. They send the field data to the supervisory system and receive
commands from the control center [2,3].

Traditionally, data loggers or microcontrollers are used for measurements/data ac-
quisition, which can be transmitted to a user terminal via a serial port (UART/RS232/
RS485) [4,5,7,14,15]. A system is developed in order to collect, record, and transmit the
measured data to a computer; an example of this implementation is performed in [14], in
which the developed structure is summarized in Figure 1b.

The acquisition scheme employs an I/O (input/output) microcontroller to retrieve the
measured data. The data are then transmitted to a portable computer via wired connection
through a serial port via the communication protocol, and it can be accessed for further
analysis. The supervisory and control system are developed on this specific computer
using assembly language, and it is only accessible in it. This system allows bidirectional
communication, sending field data and receiving commands from the control center [14,15].
There are other literature references that also use this methodology for developing the
supervisory system [16–18].

There are limits in the usage of serial communication, such as low sampling rates,
and some authors propose the usage of I/O modular devices and data acquisition with
high-speed A/D conversion [4]. This project also relies on a local supervisory system
with wired-serial connections between the user terminal and the field devices, i.e., the
monitoring and access to the system are available only to local users.

More recently, with the technological advancements in wired/wireless networks, the
serial communication has been replaced by the establishment of a local network. The use
of a local network enables communication between the field and the control room [19,20].
With the aid of this architecture, most operations are automatically executed by the local
equipment or by the programmable logic control unit (PLC). This process is illustrated in
Figure 2.
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Figure 2. Illustration of a SCADA, data-acquisition devices, servers, workstations, and user terminals,
in which data are exchanged over a Local Area Network (LAN) between devices.

Data acquisition begins at the RTU or PLC. The measurements and the state of gauges
are communicated to the SCADA application. Dedicated devices are responsible for
the monitoring and the control. The supervisory system presents the real-time and the
historical data graphically in terminals connected to the local network. This structure is a
technological advancement when compared to previously shown systems. It establishes a
LAN (local area network—wired or wireless) to promote the communication between field
devices and the SCADA serves, the communication server, and the user interfaces.

The authors of [21] develop a supervisory system for a photovoltaic system whose
structure is similar to the one seen in Figure 2. The field devices communicate with a local
gateway through a serial bus. The gateway provides wireless communication services for
the devices using wireless sensor network (WSN) technology with a central terminal, where
the data are processed. It is interesting to notice in this research work that the devices are
not IoT devices—they are merely wireless. However, after the data are processed in the
central terminal, it is published to remote users using publishing services [21]. This work
shows a step towards the concept of the IoT.

2.2. Internet of Things—An Overview

IoT has been identified as one of the emerging technologies in IT [22–24]. It is a global
Internet-based information architecture, facilitating the exchange of goods and services
in global supply chain networks [25]. IoT allows the interaction among devices inside
the global network, enabling devices to communicate with each other and interact with
inventory systems, customer support systems, and business applications if required. Due
to its communication via Internet, this environment also allows remote control [26,27]. A
modified model for the IoT architecture can be seen in Figure 3a.
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Figure 3. Illustration of IoT structure (a) showcasing each fundamental block, and (b) IoT structural
layers, comprised by sensing and data acquisition, up to system management.

The physical objects and sensors block are related to the identification of each indi-
vidual component when inserted in the context of the network. As it is represented by the
arrows, the physical objects can send/receive data to/from the network. The communi-
cation infrastructure is related to the communication protocols used to establish the link
among devices, devices and services, and devices and users. The decision-making inside
the computation and processing unit is related to the ability of extracting information from
the devices data in order to activate certain services and to execute local algorithms [28].
The basic structure for IoT is composed of five layers as seen in Figure 3b.

The bottom layer is the perception (or device) layer, and it consists of the physical
equipment and the sensing devices. This layer is responsible for the identification of the de-
vices and data acquisition. This information is then passed to the network (or transmission)
layer for its secure transmission to the data processing system. The transmission can be
wired or wireless. The data are then transmitted to the middleware layer. This layer has
links to the database, which is capable of storing the data. The middleware layer processes
the data and activates services based on the results of the data processing. The application
layer is responsible for global management of the application based on the data processing
on the previous layer. Finally, the business layer is responsible for the management of the
IoT system, including applications and services [28].

IoT is pushing a whole slew of applications, especially when considering industry
and customer-oriented applications, such as automotive and intelligent transportation
systems [29,30], remote structural health monitoring [31], smart homes, buildings, and
neighborhoods [32–34], smart irrigation in tunnel farming [35], metering monitoring [36],
concrete surface, and level of trash monitoring [37]. IoT can also be applied to manage the
energy consumption of a building in order to improve costs and efficiency [11].
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Smart Devices

The devices and gauges which interact in IoT environment are smart devices. Smart
devices are capable of communication and computation. The key features of smart devices
are autonomy, connectivity, and context-awareness. Autonomy is the capability of per-
forming tasks without external interference. Connectivity is to establish a link to any type
of wired/wireless network to complete a task as, for example, accessing the Internet or
sharing information with other devices. Context-awareness means that the device is able to
perceive environmental information via sensors or sensing units [38].

Smart devices are able to connect to the Internet via wired/wireless connections, to
exchange data with other IoT-gauges. Due to the feature of being smart, it is possible
to control and remotely access them; the access can be achieved by users or services. A
smart device is a context-aware equipment that can be used as a service provider and can
communicate with devices in different networks [38].

Smart devices implement three steps: data acquisition, data process, and communica-
tion. In the first step, data acquisition, the device acquires the data measured by its sensing
unit. Then, the raw data are processed by the processing unit. In addition, finally, the
processed data are transmitted to the network via a communication protocol [39]. Even
though this technology has allowed various possibilities to emerge as smart houses and
smart grids, there are a number of challenges that must be investigated.

The main challenges in IoT are [28]:

• Naming and identity management: Each device connected to the network must has a
unique identity over the Internet—an efficient naming and identity system that is
capable of managing a large number of devices is required;

• Interoperability and standardization: Many manufactures have their own protocols—it is
important to standardize them to guarantee interoperability. A network that employs
IoT concepts has to deal with heterogeneous elements and different communication
protocols [40];

• Devices safety and security: It is necessary to prevent security breaches in order to
protect the integrity of the devices;

• Network security: The data transmission should be secure and capable enough to
protect the integrity of the data and to prevent external interference or monitoring.

Even with these challenges, this new technology can provide significant benefits.

3. Methodology for the Development of the Supervisory System

To develop a monitoring and supervision system, one has to focus on the computer
service that is inherent to the development of a supervisory system. The step of hard-
ware design could be challenging. There are some demands to fulfill this requirement
satisfactorily: implementation of backups services and tools, setup of security features,
setup of software updates, and usage of uninterruptible power supply (UPS) systems. One
important task to consider is also the adequate management of hardware resources, since
it is vital to maintain enough available hardware for expansion when dealing with cloud
computing.

To overcome the hardware design hurdle, each specialized subsystem of this supervi-
sory is assigned to a container-like system. Specifically, one resource is allocated for data
acquisition from the available field hardware, another one is employed for information pro-
cessing, another to provide a user interface, and so on. With this structure, a single failure
in one of the specialized services does not negatively impact the whole system. The main
difference of this architecture over container computing is the usage of a dedicated server
for each proposed service. Multiple microcomputers (Raspberry Pis) are used instead of
developing services in a single multi-core hardware.

The usage of the proposed modular structure brings several benefits. Employing
single separate servers for each service prevents a catastrophic failure from happening
when one of the servers presents a failure. If one of the server fails, the error could be
easily traced to the failed one. This error could be studied and isolated in order to be fixed,
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without impacting the performance of the other functioning servers. In other words, a
singular isolated failure in one service would not translate in a failure of the entire system.
Another advantage is the possibility of parallel processing. All services could operate
concurrently with no impact on each other. The services are allocated to different servers,
meaning that, if there is a failure in a process, it does not hinder others. Increases in the
efficiency and in the reliability of the system as a whole could also be counted amongst the
benefits of this proposed structure since each server is powered by its own dedicated UPS
(uninterruptible power supply).

The Raspberry Pi is a series of compact single-board computers. The choice of using
Raspberry Pi in this application is due to the fact that its features align with the requirements
for the development of the new supervisory system. They are cost effective and a powerful
processing unit in a compact board. The Raspberry Pi has built-ins for the usage of different
interfaces (HDMI—High Definition Multimedia Interface, USB—Universal Serial Bus,
Ethernet, Wi-Fi, Bluetooth), and it supports Linux and Python, enabling easy development
of applications [41–44].

The development of a supervisory system requires the implementation of some spe-
cialized services in order to function properly. These services would be required to acquire
data, interpret, and translate this data, and display it in a user interface via the monitoring
system. The establishment of a communication among field devices, supervisory system,
data storage, and backup system is necessary. Three servers are established: (1) commu-
nication server, (2) database and application server, and (3) the backup server as seen in
Figure 4.

Figure 4. Schematic of the proposed server architecture for the supervisory system presenting the
implemented system with the RPis (Raspberry Pi), inverters, and batteries.

Another important feature of the supervisory system is the employment of a set of
tools capable of providing an easily expandable and flexible monitoring system. Since it
has been established that employing IoT-related concepts is beneficial, the chosen tool set
must be integrated into its environment.

There are a lot of open-source software options that could be implemented in the
development of the system to meet the requirements. The one that is the most popular and
the most versatile is Node-Red [45]. Node-Red is an open source tool developed initially
by IBM for flow programming using a local host, meaning it is a browser based flow
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editor [46]. The usage of a flow-based programming (FBP) has many advantages. The main
reason is that FBP allows parallelism, providing performance benefits in some situations.
In FBP, the dataflow is the main driving force of the program. The logical execution flow
is expressed by the block diagram created: when a node receives all necessary inputs, the
block produces an output that is transmitted to the next node in the path. FBP treats the
applications as black-boxes: the important component for this type of programming is
the connections between components that are conducted externally to the processes. Due
to this style of programming, FBP lends itself to a plug-and-play approach. Node-Red is
also able to connect to hardware devices, such as microcontrollers and the Raspberry Pi
amongst many others, and to the cloud environment.

The advantages of using Node-Red when comparing it to other open-source tools
come especially from the usage of Node.js, a light and agile open-source tool. Due to its
flow-based programming and the ability of building custom functions, Node-Red is able to
fulfill the requirement of flexibility [47]. Since the developed supervisory system is built
for monitoring electrical and environmental variables, the processing rate of messages
inside the code does not need to be extremely fast. For this reason, the speed of one
message/second of Node-Red is sufficient and suitable for the application.

In order to build the graphical screens for the development of the supervisory system,
it is necessary to use another tool that is more user-friendly for the creation of dashboards.
The platform used here is Grafana. Grafana is a multi-platform tool that is able to provide
graphics, charts, and real-time measurements based on incoming information from any
kind of data source [48]. Grafana is commonly used to display data and alarms for further
analysis of any type of application. This platform can display real-time data as well historic
measurements and events. To achieve the access to the data, Grafana has embedded a
database tool that allows the user to configure a database in which the desired data are
stored. The database amongst the pre-configured in Grafana that is more aligned with the
goals of this paper and with the type of desired monitoring (measurements of a power plant
with smart devices) is InfluxDB. InfluxDB is an open-source time series database, and it uses
a programming language similar to SQL. By using the InfluxDB nodes in Node-Red and the
pre-configured tool in Grafana for InfluxDB databases, it is possible to create a link between
the supervisory system and the data requested by Node-Red from the field devices.

3.1. Communication Server and Database Server

The plant where the supervisory system has been developed has smart and non-smart
devices. Smart devices are already integrated with the concept of IoT, meaning that they
are already able to join an established network and communicate with other smart devices
and/or servers directly. The photovoltaic inverters, the hybrid inverter connected to the
energy storage system, and the energy meter are smart devices. The non-smart devices
cannot communicate in the established network without an interface with an intermediary
equipment, such as a data aggregator or a microcontroller; they are not integrated with IoT
concepts. The DC-current meter in the photovoltaic inverter’s input and the solar meter
station are not smart devices. Thus, both of them need an intermediary device to manage
the flow of data. In addition, as already stated, the energy storage system communicates
with the supervisory system remotely. This means that its communication is conducted via
the Internet, via the cloud. The communication architecture can be seen in Figure 5.

Modbus TCP/IP is used for the communication between two of the photovoltaic
inverters (Fronius and SMA) and the communication server and between the energy meter
and this server. The inverters are capable of measuring electrical data from the DC-bus (the
solar panel side) and from the AC-bus (the main grid side) as the energy meter. These data
are available via communications protocol for data processing. The Modbus protocol is a
highly used flexible open message structure used for the communication between master
and slave. The communication is only initiated by the master. The master is responsible for
beginning the process by sending a data request to the slave. The connection is conducted
point-to-point. The structure of Modbus guarantees that the final recipient receives the
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message: the master receives an acknowledgment that the request has reached the slave
and the slave receives a flag that the master received the requested data. The Modbus
protocol is illustrated in Figure 6a.

Figure 5. Proposed structure for the data acquisition and supervisory system including the data flow
path , field devices, router of the control room, application system, and the database.

The third photovoltaic inverter PHB communicates with the server via Serial Modbus
RS-485 since it does not have an Ethernet interface and it does not allow for IP configuration.
The Serial Modbus follows the same methodology as the Modbus TCP/IP. The physical
connection is conducted with a twisted wire pair plus ground (GND).

Figure 6. Schematic of the process involved in the Modbus protocols, including the (a) server and
client (Master/Slave) communication, and (b) the process to request data using ftp.
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Node-Red is equipped with nodes that can be configured to establish a Modbus
connection between the communication server (Raspberry installed with Node-Red) and
the inverters and the energy meter. That way, the raw data from these devices can be
acquired by the request made by Node-Red (acting as a server to modbus clients for certain
electrical variables, e.g., AC/DC voltage, current, power, amongst others).

A solar meter station is another gauge incorporated in the supervisory system. It
could measure absolute and relative humidity and pressure, ambient temperature, global
radiance, and wind direction (a reference cell is monitored separately). This solar station
is composed exclusively of non-smart devices, i.e., in order to make their data available,
these gauges communicate with an intermediary data-logging device via Modbus RS-485
(Modbus via serial communication). Using the file transfer protocol (FTP), it is possible to
transfer the data from these gauges to the communication server. FTP is a secure connection
between devices that allow file exchange. FTP also relies on a client–server structure; the
client requests access to a certain file and the server grants this access. This protocol is
a simple tool that allows high volume of data transfer through a network, and it allows
various directories to be transferred at the same instant. The process is shown in Figure 6b.

The idea is to upload the files with the gauges data to the communication server and
post it to the application server to incorporate it into the supervisory system. The FTP client
needs to act as the FTP link and make requests to the FTP server and receive access to the
desired files. In order to supply this link for the current application to retrieve the sensors
data from the data-logging device, a Python program is used. This program is uploaded to
the communication server as a background service that starts running with the booting of
the Raspberry. The upload to the communication server is performed via FTP through the
Python service. Figure 7 summarizes this process.

Figure 7. Schematic of the communication established between the solar meter station and the
application server, showcasing the interaction between FTP, MQTT, and the database.

There are also the DC-current sensors that are not smart devices. In order to include
the data from the sensors to the supervisory system, an intermediary device must be added
to the system in order to collect the data and provide it to the application system. To
make these measurements available for the network, the output of each current sensor is
connected as an analog input to an Arduino Nano with an Ethernet Shield (ENC28J60).
Each analog input of the Arduino that is connected to the DC-current sensors has its value
read in the Arduino. These values need to be converted to engineering units since they
are presented in bits as digital outputs. After they are processed, they are transmitted
from the communication server to the application server via MQTT. Figure 8 summarizes
this scheme.
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Figure 8. Data acquisition process for the DC-Current sensors deploying smart sensors. The micro-
controller uses MQTT to send data to the database.

There are also three hybrid smart inverters, named SMA Sunny Island 8.0h, in this
network that are connected to the battery banks that make the energy storage system. These
inverters also communicate with another communication server via Modbus TCP/IP.

These inverters not only provide data but also receive data—commands—via Modbus
TCP/IP in order to enable the user to control the reactive and active power flow of the grid
by managing the charge and discharge of the battery banks. The inverters are capable of
providing data regarding the measurements of the grid (AC-side) and data regarding the
measurement of whichever battery bank is connected to it (DC-side); it is important to note
that each inverter is connected to a phase conductor and they operate separately and do
not communicate amongst themselves.

These data must be sent to the main communication server in order to post it to
the application server to be incorporated into the supervisory system. The data must be
sent via an Internet connection since the energy storage system is placed in a separate
grid. It is then necessary to provide a secure communication protocol by applying SSL
certificates. This security layer is applied to the lightweight MQTT protocol (MQTTS),
together with password authentication, to send the data of the hybrid inverters to the main
communication server. This solution cannot be seen as definitive, as research related to
cybersecurity is advancing, mainly towards blockchain and the use of a well-structured
sensor network [49].

In this type of architecture, there are devices that generate and publish data (publishers)
and other devices that consume these data (subscribers). This architecture demands an
extra entity that acts as a centralizer in the data exchange, the Message Broker. The devices
that generate data publish it to the broker which organizes the data in topics. The devices
that consume the data subscribe to the desired topic and are able to retrieve the data
assigned to the topic. Every instant new information reaches the topic in the broker, this
information is automatically sent to the device that subscribed to the topic. The process is
summarized in Figure 9. Node-Red environment was used to implement all protocols due
to its steady and reliable communication characteristics.
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Figure 9. Schematic of the process involved in the MQTT protocol: publishers deliver the data to the
broker and then the subscribers make a request to the broker for the desired data.

In order for the application server to access the data from the field devices, it is
necessary to transmit the data from the communication server to the database server. For
that, the InfluxDB database is used and the Node-Red environment already has built-in
nodes that enable an easy configuration of the data transmission. InfluxDB is a password-
protected time-series database, allowing the storage of sensor measurements with their
timestamps. This database has a built-in time service that ensures the synchronization of
time throughout the system. The advantages of using this particular tool are related to
the processing and storage speed due to its simplified structure. Once the data are stored
in the database server, it is possible to configure the link between it and the application
server that houses Grafana, using its own databases configuration tool. Since these servers
(communication, database, and application) are all on the same secure network, it is not
necessary to implement another layer of security for the established links.

In order to summarize the architecture for the communication links among devices
and servers, Figure 10 is shown. A flowchart with the steps of the work and processes
along with the communication protocols is presented in Figure 11.
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Figure 10. Schematic of the architecture of the data acquisition and data monitoring system, showcas-
ing the communication protocols.

Figure 11. Flowchart of the development of the supervisory system including the steps necessary for
the configuration of the communication protocols.

3.2. Application Server

In order to develop the screens of the supervisory system, the data are transmitted
from the database server to the Grafana environment. Due to the features of this platform,
it is possible to build any custom dashboards, meaning that this tool is capable of fulfilling
the flexibility requirement to generate any dashboard necessary.

In order to retrieve the data, the application allows the configuration of the InfluxDB
databases created in the database server. For this application, there are six databases and
all of them must be configured in Grafana.

The users need an overview of the measurements of the micro-grid in real-time. Thus,
it is interesting to provide the single-line diagram of the system with live measurements
and the status of the phovoltaic power generation. The new supervisory system should
also allow for the plotting of real-time and historical electrical and environmental data for
further analysis.

The development of the screens of the supervisory system is conducted solely in the
Grafana environment. This platform provides a user-friendly interface to build a custom-
made supervisory system, presenting features and gadgets that allow customization. In
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addition, due to its built-in InfluxDB tool for the configuration on data transmission, the
platform is easily expandable.

Grafana also allows the creation of multiple users. The user can be set up to have
different access level rights. One user can be configured as the administrator; another can
be a guest and only have viewing access.

The versatility of Grafana is one of the main advantages when comparing it to the
provided current supervisory system. For the latter, new features and/or variables are
cumbersome to be added; these inclusions have to be performed by the third party company.
In addition, the structure of the current supervisory system is more rigid, not allowing
customization.

4. Case Study

The case study is a photovoltaic (PV) plant (Tesla Laboratory Experimental Photo-
voltaic Power Plant) connected to a battery energy storage system and to the loads. The
solar plant is 37 kWp, located in Belo Horizonte, Brazil. Figure 12 shows the single-line
diagram, showcasing some of the PV panels, the control room, and the battery banks.

Figure 12. Single-line diagram of the solar power plant with the energy storage system.

The power plant has three power inverters: Fronius IG Plus 150V-3 (10 kW), SMA
Sunny Tripower 12000TL (12 kW), and PHB20K-DT (20 kW), as seen in Figure 12—the last
one was installed in May/2021. Since this project is a prototype, inverters from different
manufacturers were installed in the power plant in order to investigate their differences.
The photovoltaic plant is formed by 152 PV panels (Yingli 245P-32b, 245W), connected via
inverters through a 45 kVA 400/220 V transformer in the university electrical grid.

The energy storage system is made of three independent battery banks and three inde-
pendent single-phase hybrid inverters (SMA Sunny Island 8.0h). The latter are connected
to the first, enabling the flow of data from/to the battery management system to/from
the control room via local or remote commands/monitoring. This connection makes it
possible to monitor the battery banks and to control the power flow between the solar
power plant and the battery banks. The inverters are able to send commands to them to
charge/discharge, adjusting the power flow.
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Each battery banks presents a unique electrochemical technology, comprised by: 24
lead-carbon batteries pack, 6p4s of 12 V and 220 Ah, a molten-salt battery bank, 2p1s of
48 V and 200 Ah, and lithium-iron 48V battery bank, 5p1s of 48 V and 100 Ah. All the
batteries are shown in Figure 12.

In order to obtain the measurements from the AC-side, a Janitza UMG 604 is connected
to the grid. It is an energy meter that is able to provide various electric information: power,
energy, frequency, current, and voltage. This device measures the output electric variables
of the power plant, before the transformer. A Fluke SII (energy meter) is also installed. This
one is connected in the 220 V busbar before the 13.8 k/220 V transformer.

5. Results and Analysis

The commercial supervisory system main screen could be viewed in Figure 13, demon-
strating real-time main electrical, environmental data of the PV plant, and monetary value
of the generated energy. The structure of the current supervisory system is stiff, not allow-
ing expansions and alterations in the data format. There is also an evaluation page, seen
in Figure 14, in which it is possible to plot any available variable along a specified period
of time.

Figure 13. Main screen of the commercial supervisory system.
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Figure 14. Graphs page of the current supervisory system.

The new supervisory system has been operating since Jan/2021. The box that contains
the servers, the router, and the communication links can be seen in Figure 15.

Figure 15. Supervisory system hardware box.

The new supervisory system shows every electric measurement from the AC (from
the energy meter and inverters) and DC buses (from the inverters) and the environmental
variables made available by the solar meter station. Figures 16–18 are the new supervisory
system. The new dashboards have a flexible and expandable structure in contrast with the
old one. Any data and data format can be shown on the supervisory system for any user (all
users and administrators). The developer is allowed to build any screen without restriction.
The screens can be updated at a user-defined rate, allowing it to be more accurate with
regard to the sampling rate of each measurement.
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Figure 16. New supervisory system’s main screen: PV plant overview.

Figure 17. Screen for the measurements of the solar meter station.
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Figure 18. AC-Grid measurements for the solar power plant.

The system can also be accessed in a Read-Only capacity for all users, including the
ones that do not have administrator capabilities. In addition, all the users are able to
download any data in a CSV file for further analysis. All users can choose the sampling rate
and the period of time for the file. The administrator user is the only one that can modify
the dashboards and the communication with the databases.

Is it possible to see that the new supervisory system is able to display real-time current
measurements, also with the ability to display peaks, lows, and averages as seen in the
latter. This supervisory system is also capable of presenting historical data and the user
(any access level) can select any period of time that is needed.

The new presented system is not only more flexible and more adaptable than the
current supervisory system, but the developer and the user can also select a finer resolution
for the display of measurements (historical and real-time). It is possible to establish a
sampling rate of 5 s if desired; the current supervisory system has a fixed sampling rate
of 5 min for every variable. The longer polling time could mean data loss especially on
days in which there is a lot of weather variation due to the low inertia of the PV panels
(cloudy days). Figure 19 gives a more detailed view in order to show the behavior of the
active power during the morning of a cloudy day to highlight the data loss of the original
system due to the polling time. The new system detects higher power peaks and lower
power valleys since its polling time is lower: 10 s versus 5 min.
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Figure 19. lActive AC power measured at the SMA Inverter. (a) Example with a long sampling; (b)
Example with a short sampling enabling detailed measurements.

Besides the technical advantages, the comparison between equipment costs can also
be used to illustrate other advantages. While the developed system had a total cost of
around USD 550, the commercial one was USD 4500, plus USD 25 for monthly subscription.
The main reason for this difference is that the commercial equipment can be used for
other variety of applications, which has no use for the solar system. In other words, the
commercial solution provides ADC inputs and communication interfaces that are not
compatible with the solar system.

To sum up the main comparisons between the two supervisory systems, Table 1 is
shown.

Table 1. Highlights of the comparison between the previous and the current supervisory systems.

Feature Previous Supervisory Current Supervisory

Flexibility Low High

Price USD 4500 + USD 25 monthly USD 550

Sampling Rate Fixed at 5 min Customizable for every variable

Compatibility “Pseudo” Plug & Play Requires configuration

As it can be seen, the current supervisory system has advantages in three of the
four considered features. The new system is more cost-effective, and the flexibility is
considerably higher than the previous one, being more adaptable, and it is possible to
expand more easily. The current supervisory system has a customizable sampling rate,
which enables a better analysis of the behavior of each variable, making it more suitable
for photovoltaic (PV) power plants since PV panels have low inertia. The feature that
the previous supervisory system has over the current one is the compatibility since it is
practically a system that only has to be installed to initiate the monitoring. The current one
needed some configuration and adaptation.

6. Conclusions

The goal was to demonstrate the development steps of a supervisory system of a
power plant and the energy storage system using IoT concepts, employing smart devices
(network ready) and adapting the non-smart devices. The knowledge and techniques
implemented for the case study can be transferred for the development of any supervisory
system for any industrial/residential plant providing the means to establish a network.

Using smart devices and adapting the non-smart devices, every piece of information
available from the micro-grid could be collected in the new supervisory system. The
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communication, database, and application servers could be built in order to develop the
supervisory system.

The new supervisory system is a more flexible solution. This system could be modified
to integrate any modifications that may be necessary due to field changes in the power
plant or in the energy storage system or due to new monitoring requirements. The de-
veloper/user of the new system could configure polling times more appropriate to each
electrical and environmental variable according to one’s goal.

When comparing this study to other papers in this field, it is possible to see that the
other research works did not compare traditional supervisory systems with supervisory
systems that implemented IoT devices. This paper did stress the advantages technically,
analytically, and financially of the current system when confronted with traditional systems
and with the previous supervisory.

To further improve the new system, it would be interesting to implement a prediction
feature of the daily energy generation. This would allow for the scheduling of the operation
of the energy storage system. Adding this feature, the power output of the power plant
would be predicted based on the weather forecast for the coming day and the monitoring
system could command the field devices to control the charge/discharge of the battery
banks based on this forecast in order to supplement the generation when necessary, fine-
tuning it in real time.

An optimization tool for self-management of the plant would also be interesting.
The goal of the tool could be to maximize the efficiency of the process and lower costs
and losses.
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