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Abstract: In order to develop a virtual surgery training platform with a force feedback function so as to facilitate the 

training of new medical personnel, this study first had to establish a virtual environment, and then implement 

interactions involving vision and tactile sensations. The system's augmented reality function modules include the 

establishment of an augmented reality environmental space, image loading and model establishment, and force 

feedback modules, as well as the required design for collision detection, object parameter settings, and controller 

functions. Apart from combining a virtual environment with force feedback and establishing diverse force feedback 

modules, this project also overcomes the single-point sensor restriction of most force feedback hardware, and 

establishes a tactile cutting function. In addition to the establishment of force feedback modules, the project further 

employs the conservation of energy principle in the design of the energy estimator and controller, and completes the 

design of a stable virtual surgery training platform.  
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Introduction 

Augmented reality involves the use of a 

computer-simulated real or virtual environment in 

conjunction with a user interface to develop an 

interactive device. The goal of augmented reality is to 

give users a feeling of great realism [1]. Augmented 

reality implies an advanced human-machine interface 

employing multiple sensory pathways to achieve 

real-time simulation and interaction [2], where sensory 

pathways may include vision and touch.  

Simulated environments incorporating virtual reality 

have often been used for military applications in the past. 

Their advantages include the ability to use existing 

equipment to simulate various types of situations, the 

ability to simulate repeated operations at a low cost and 

with minimal risk, and they can be used to provide 

professional training to new personnel. Such systems 

employ real-time 3-D models, force feedback, position 

tracking, and other auxiliary visual and auditory 

technologies to simulate human sensations. Users can 

obtain highly-realistic experiences through the 

manipulation of a computer input device relying on their 

intuition and muscular movements [3]. Because of the 

potential risks involved in clinical surgery, if a highly 

reliable virtual surgery platform incorporating 

physiological testing information such as MRI and CT 

images could be developed to present virtual medical 

environments, surgeons  would be able to repeatedly 

simulate possible situations prior to actual surgery, and 

thereby achieve optimal medical and pre-surgical training 

results [4-10].  
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Figure 1. Figure Framework of haptic side and visual side. 

 
 

Research on virtual reality in conjunction with 

force feedback has flourished over the last few years as 

researchers have sought to enhance human-machine 

interactions. The focal points of recent international 

research and discussions have included virtual tactile 

feedback frameworks, force feedback simulation, 

improvement of high-frequency transient response 

caused by collisions, improvement of force feedback 

stability, and the use of modular tactile description 

algorithms to improve penetration response involving 

hard objects [10-12]. In the field of virtual surgery, 

surgical actions generally consist of the four categories of 

cutting, drilling, puncturing, and pulling. Although these 

actions have different behavioral models, they basically 

can be described as combinations of such physical 

characteristics as friction, viscosity, dynamic friction, 

damping, and elasticity. When it has been confirmed that 

objects have collided, a virtual system will calculate the 

change in the objects' motion after the collision, along 

with the magnitude and direction of the force at the time 

of the collision, and transmit this information to a force 

feedback device letting the user feel the force of the 

collision. In addition, all the basic rules of the various 

types of forces can be derived using Hooke's Law. 

Breaking ranks with the many researchers investigating 

stability, Kuchenbecker, Fiene and Niemeyer proposed 

another approach to handling force feedback in virtual 

environments that does not primarily involve stability. 

The researchers focused on the high-frequency transient 

response that occurs when something touches an object, 

and their paper suggests that three methods can be used 

to simulate real world collisions of both soft and hard 

objects [13].  

As far as medical applications are concerned, 

researchers Gang Song and Shuxiang Guo of Japan's 

Kagawa University proposed a system consisting of an 

operating platform with a pair of arms; this system 

employs mathematical spring force and damping force 

feedback modules to provide a virtual reality force 

feedback mechanism, and can be applied to arm 

treatment and rehabilitation work, increasing 

verisimilitude and the effectiveness of training [14].  
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In recent years, the focus has increasingly shifted 

to highly-efficient and replicable virtual-reality operating 

environments, and virtual reality has been widely applied 

to medical applications. The focal points of recent 

research in this field have included stability analyses of 

single-input force feedback devices, force feedback in 

conjunction with stress deformation of objects, and 

coordinated dual arm motion mechanisms with force 

feedback [15-18].  

System framework and development 
environment  

System framework  

The system framework for the development of this 

force feedback based virtual surgery training platform is 

shown in Figure 1. The user employs an input device and 

output device to communicate virtual reality; the input 

device is a haptic device and the output device consists 

of display equipment. A computer is used to calculate 

haptic force, ensuring that the haptic device and display 

equipment are mutually consistent. The haptic system 

cannot be operated on its own, but requires a 3-D visual 

display environment in order to ensure that users enter a 

virtual environment with simulated tactile sensations. 

The first issue involving the haptic and visual sides was 

the refresh rate. Human vision requires a refresh rate of 

30-60 frames per second for dynamic images to ensure 

that motion appears continuous. In contrast, the 

minimum refresh rate for tactile sensations is 1,000 

times per second; otherwise discontinuity can be 

perceived. Because of the huge gap in refresh rates 

between visual and tactile sensations, the program must 

process the two threads in parallel to ensure that the 

needs of each side are met. Because of this, the overall 

software framework is divided into a haptic side and 

visual side.  

In order to achieve an even more realistic user 

environment and conform to current research trends, the 

basic system framework also encompassed hand 

manipulations and a head-mounted display instead of a 

flat-panel display (see Figure 2).  
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Figure 2. System framework including two arms and head-mounted 
display. 
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Figure 3. Schematic diagram of integrated tactile virtual reality system.  

 
Figure 4. Phantom Omni device [19].  

 

System hardware and processes  

In order to create an interactive virtual reality 

system, the system hardware required a computer server, 

display, and haptic equipment. The computer was 

responsible for core calculations, and was linked with the 

display and haptic equipment. The display displayed 

image outputs from the computer. With regard to force 

feedback, the computer performed calculations on 

haptic parameters, and transmitted this data to the 

haptic equipment for output to the user. A schematic 

diagram of the system is shown in Figure 3.   

System hardware needs included two haptic 

devices (Phantom Omni) possessing the ability to move 

with six degrees of freedom and a maximum output 

force of 3.3N (Newton); one PC with a Pentium D 

2.66GHz dual-core CPU, an ATI Radeon X1300 Series 

display card, and 1GB of DDR RAM. 

In order to simplify the hardware development 

process and achieve the goals of effective force feedback 

and rapid system development, we utilized a Phantom 

Omni haptic device (see Figure 4) to serve as a brain 

system input device, and employed force feedback from 

this device to simulate the tactile feel of real objects. The 

following is an overview of the relevant functions:  

 The mechanical arms used in this study.  

 The Phantom Omni device used an IEEE-1394 

FireWire port to communicate with the computer, 

and could be connected in series with other haptic 

devices, such as multiple Phantom Omni devices.  

http://www.ausmt.org/
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The arms could rotate in six directions. In the 

program, the motions of the mechanical arms were 

represented as X in the left-right direction, Y in the 

up-down direction, and Z in the front-back direction. 

Due to the design of the arms, the angle of rotation and 

arm movement range were restricted to approximately 

160mm in the left-right direction, 120mm in the 

up-down direction, and 70mm in the front-back direction. 

Forces in all three directions could be output, and the 

maximum output force was 3.3 Newton.  

The force feedback system had to be coupled with a 

cranial display environment to ensure that users 

experienced virtual reality. The first problem confronting 

the integration of the haptic and visual sides was the 

refresh rate. Human vision requires a refresh rate of 

30-60 frames per second for dynamic images to ensure 

that motion appears continuous. In contrast, the 

minimum refresh rate for tactile sensations is 1,000 

times per second; otherwise tactile discontinuity can be 

perceived. Because of the huge gap in refresh rate 

between visual and tactile sensations, the program had 

to process the two threads in parallel to ensure that the 

needs of each side were met.  

Augmented reality force feedback module 
design  

Puncturing model design  

In order to simulate puncturing behavior, it was 

first necessary to perform collision detection for two 

objects. When this was implemented on the computer, it 

was necessary to determine the locations of the 

equipment at all times, and these locations had to be 

represented on a coordinate system centered on the 

equipment. Because two objects have different 

coordinates, the coordinate systems could not 

immediately be used to detect collisions between the 

objects. Instead, it was necessary to perform two sets of 

coordinate conversion operations to convert the 

coordinate systems to volumetric data object coordinate 

systems. Then, find the HU (Hounsfield Unit) values of 

the locations, which could be used to determine whether 

they had entered the target tissue to be punctured. In 

addition, the corresponding force feedback had to be 

generated based on preset tissue characteristics.  

Since this study sought to simulate the puncturing 

of the cranium, which is composed of rigid tissue, the 

effect of soft tissue deformation was not taken into 

consideration. After contact, the simulated punctured 

force was set as a type of friction, allowing the Equation 

(1) to be used; in this Equation, b is the cranial damping 

coefficient and v  is the instantaneous speed of the tool 

object. Special notice should be taken of the fact that, in 

accordance with the laws of physics, the production 

direction and travel direction of friction are opposite.  

f bv      (1)  

The puncturing force feedback algorithm shown in Figure 

5 was established based on the above description.  
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Figure 5. Flowchart of the puncturing force feedback algorithm process.  
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Cutting model design  

     Puncturing behavior involves collision detection for 

a single-point contact between objects, followed by force 

feedback and image erasure to display the destructive 

effect. In contrast, cutting involves making a cut along a 

line or a surface. In comparison with the puncturing 

algorithm, the difficulty of this method lies in the 

question of how to determine contact with the contact 

point and the corresponding force feedback produced at 

each contact point. Because tool rendering was 

performed using 3D MAX software and the tool's graphic 

loading program contains a tetrahedral grid that is not 

equally partitioned, collision detection of the tool's 

cutting surface requires the re-establishment of tool 

object coordinates, and the coordinates of the 

newly-produced points are then used to perform 

collision detection. This paper employs vector 

characteristics, and uses force feedback sensors on the 

equipment itself to determine the tool object 

coordinates and draw vectors to construct a straight-line 

parametric form. This form is used to derive the 

coordinates of all points on the tool's cutting surface; 

these coordinates are then converted to the 

corresponding volume data object coordinates, which 

are used to derive the corresponding HU values. The HU 

values are in turn used to perform collision detection. 

When employing this method, one must ensure that the 

volume data object coordinates, after converting the 

points on the cutting surface, do not exceed the size of 

the volume data object; otherwise the corresponding HU 

value cannot be found and the system will display an 

error message.  

In addition, due to the limitations of the 

equipment, force could only be generated at the force 

feedback sensor on the front edge of the equipment. As 

a result, this study employed a method of detecting the 

direction of the collision after it occurred at the contact 

point, and then using identical parameters to generate 

force at the front-edge force feedback sensor. If a tool is 

relatively long, this method may lead to an erroneous 

tactile sensation.  
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Figure 6. Schematic diagram of surface cutting. 
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Figure 7. Invasive cutting (does not include straight-line parametric 

modularization of tool cutting surface).  
 

Direction of 
motion Equipment force 

feedback sensor 

Volume Data

Cutting after 
entry 

vbf




vbf




Friction

Volume  collision 
detection 

Produces 
force 

feedback

 
Figure 8. Schematic diagram of cutting force feedback after 
penetration.  

 
 

Figures 6-8 show schematic diagrams of the cutting 

algorithm. The diagram in Figure 6 shows that the 

straight-line parametric form has not yet been used to 

modularize the cutting surface of the knife. Because of 

this, collision detection and production of force feedback 

can only occur at the red spot on the front edge of the 

knife. Here destruction of the volume data object can be 

performed to implement surface cutting. If straight-line 

parametric modularization of the tool cutting surface has 

not yet been performed, the tool will first puncture the 

surface and then perform internal cutting. Because the 

body of the knife does not have a collision detection 

function, this part will not produce visual erasure, and 

destruction will only occur along the trajectory of the tip 

as it enters the surface. If cutting is performed at this 

time, only the part of the tip in contact with the surface 

will sense force feedback; the body of the tool will not 

produce force feedback. A schematic diagram illustrating 

this situation is shown in Figure 7.  

To explain this situation in more concrete terms, if 

the tool tip has already penetrated the tissue, but 

straight-line parametric modularization of the cutting 

surface has not been performed, there will be no visible 

destruction due to cutting, and no force feedback will be 

produced. If the cutting surface has been modularized, 

even if the tool tip has not come into contact with the 

volume data object, collision detection can still be 

performed using a contact point on the body of the tool, 

so that destruction of the object and production of force 

feedback can proceed. As has been described above, 

force feedback at this time will be subject to the 

limitations of the equipment, and force can only be 

http://www.ausmt.org/
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generated at the tip of the tool based on its direction of 

motion (see schematic diagram in Figure 8). Figure 9 is a 

flowchart of the cutting process.  

In order to determine the tactile sensation of the 

knife handle during cutting, this study used vector 

characteristics and the straight-line parametric form to 

estimate cutting behavior. The following method was 

employed:  

Let the tool tip coordinates be 0 0 0( , , )x y z  and the 

tip vector be ( , , )u v w . The parametric form in (2) can 

now be established: 

 

0

0

0

x x ut

y y vt

z z wt

 


 
  

    (2)  

 

The known parameter i is the straight-line solution, and 

the tool length is L. Use the distance formula to derive 

the coordinate parameter t for each point using Equation 

(3):  

 

2 2 2 2
0 0 0( ) ( ) ( ) ( )k k k

k
x x y y z z L

i
          (3) 

  

Here k is the number of the point.  

Substitute t back into the straight-line parametric 

form to obtain the coordinates of the kth point. The 

solution can now be obtained:  

 

2

2 2 2

1
( )

k
t L

i u v w
  

 
    (4)  

 

Substitute t back into the parametric form to obtain the 

coordinates of the kth point ( , , )k k kx y z .  

 

Estimator and controller design  

When facing actions and visual images associated 

with complex surgical procedures, the system may be 

prone to instability under certain circumstances. For 

instance, problems such as signal sampling errors may 

occur between a discrete time system (virtual 

environments) and a continuous time system (operating 

end of force feedback arm) due to quantification [20], 

data sampling [21, 22], numerical integration methods 

(forward rule, backward rule, trapezoidal Rule) [23, 24], 

or time delay [25-27]. To eliminate instabilities caused by 

these phenomena, this study sought to design a tactile 

controller employing the principle of conservation of 

energy proposed by James Prescott Joule. By performing 

energy estimation and compensation, this method can 

achieve system stability.  

Force feedback implementation 
function

Is data specified?Specified data 
No

Is equipment 
operating 
properly?

Yes

Force feedback 
implementation 

function & program 
conclusion

No

Convert tip 
coordinates to 

object coordinates 

Determine 
whether tool 

coordinates are within 
object coordinates

Yes

Yes

HU value set for air 
No

Yes

Establish straight line 
parametric form

Collision detection 

Check whether 
all points are within 
object coordinates

No
HU value is set for air; 

use dynamic layout 
array to record this 

point

Yes

Record HU value and use 
dynamic layout array to 

record this point

Determine 
whether there is 

contact with 
bone 

Yes

Calculate frictional force 
feedback and change 

force feedback output to 
true

Force feedback 
output is false

Update the initialization 
of the variable calculated 

for the recorded HU 
value to 0

Do the 
recorded HU 

value and buffer 
variable exceed 

straight-line 
parametric 
form size? 

Recording not 
executed, exit loop

Yes

Determine 
whether force 

feedback output is 
true

Yes

Execute force output 
function

No

Conclusion of program

No force feedback 
output 

No

 
Figure 9. Cutting algorithm flowchart. 
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The passivity theorem proposed by Hannaford 

(2002) uses energy dissipation as the basic method of 

analyzing stability, and can be used to analyze the 

stability of nonlinear systems. This method originated 

from the concept of circuits and networks, and examines 

energy relationships of system inflows and outflows. The 

advantage of this method is that it does not require the 

virtual environment parametric model to be known; it 

can achieve control by estimation of system energy in the 

time domain, and therefore meets the needs of this 

study.  

A typical single-port network system is shown in 

Figure 1. Here f is the applied force, in N, and v is the 

velocity, in m/s. In contrast to definitions for circuit 

systems, here f is equivalent to the voltage and v is 

equivalent to the current. Passivity implies dissipative 

characteristics. In the case of a simple circuit system, 

such as a circuit with a simple resistance and external 

applied voltage, the entire system will continuously 

dissipate energy, and will not produce any energy of its 

own. This kind of circuit can therefore be considered a 

circuit system possessing passivity. Energy dissipation is 

defined as follows.  

 

Definition 1: The single-port network in Figure 10 

possesses initial energy E(0), and the system will be an 

energy dissipating system, expressed as 

 

0

( ) ( ) (0) 0,    0
t

f v d E t           (5)  

 

where f is force (N).  

 

 

E




f

v

 
Figure 10. A single-port network system. 

 

Definition 2: In the case of a discrete time system, if the 

system possesses initial energy E(0), then the system will 

be an energy dissipating system at sampling time T, 

expressed as  

 

0

( ) ( ) (0) 0,      0
n

k

T f k v k E n


        (6)  

 

Figure 11 is a schematic diagram of an augmented 

reality system with an added controller. Here fh is the 

applied force at the operating end, vh is the velocity of 

the operating end, fe is the applied force in the virtual 

environment, ve is the velocity in the virtual environment 

after the equipment makes contact, α is the energy 

dissipation controller, fc is the resultant of the controller 

compensation and virtual environment, and Eobsc is the 

system energy estimated by the estimator.  

Relying on the single-port network system energy 

concept, the total energy of the virtual environment 

system estimated by the front edge of the controller 

must be greater than or equal to zero in order for it to be 

a stable energy-dissipating system. A system energy 

estimator can consequently be designed as follows:  

 

2

( ) ( 1)

                [ ( ) ( ) ( 1) ( 1) ]

obsv obsv

e e e

E n E n

f n v n n v n T

 

    
  (7)  

 

We can rely on definition 2 to obtain the following 

controller design equation: 

 

2

1
( ),     ( ) 0

( )

0,                            ( ) 0

obsv obsv

e

obsv

E n if E n
Tvn

if E n


 
 

 

    (8)  

 

Finally, the true feedback force can be obtained based on 

the calculated compensation amount employing 

Equation (9): 

 

( ) ( ) ( )c e ef n f n v n      (9)  
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Figure 11. Block diagram of the haptic virtual environment control system. 
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The foregoing discussion addresses a 

single-dimensional virtual environment system. This 

paper's actual environment is a three-dimensional 

augmented reality system. When going from a 

one-dimensional system to a three-dimensional system, 

the estimator must calculate energy along the three 

global coordinate axes, as in Equation (10): 

 

0 0

0

0

( ) ( ) ( ) ( )

           ( ) ( )

           ( ) ( )

n n

observe x x y y

k k

n

z y

k

n
T

k

E f k v k f k v k

f k v k

f k v k

 





 





 





  (10) 

 

The places with the largest energy compensation 

differences in one-dimensional and multi-dimensional 

systems are in multi-dimensional environments. System 

energy compensation must take the direction of the 

compensating force into consideration; otherwise the 

operator's perception of the shape of the virtual object's 

surface may be incorrect. As shown in Figure 12, the 

feedback force's compensation on a single axis is not the 

same as the direction of the actual feedback force. 

Because of this, the direction of the resultant will change 

under the influence of the compensating force. This 

situation will cause the original applied force to distort 

the user's impression of the object's shape. The vector 

projection theorem is used to project the compensatory 

force in the direction of the original applied force, which 

will not influence the magnitude of the compensatory 

force actually produced in the system. In fact the 

component of the compensatory force perpendicular to 

the applied force will have no effect on the system. This 

characteristic can therefore simultaneously be used to 

revise the direction of the compensatory force, so that 

the shape of the object will feel realistic without 

affecting the system's actual compensatory effect. A 

schematic diagram of the revision of the compensatory 

force is shown in Figure 13.  

The actual controller feedback force must be 

revised using the vector projection method, as in 

Equation (11): 

 

2

T
VR

p VR

VR

f v
v f

f


       (11)  

 

Final output of the controller feedback force, as in 

Equation (12): 

 

p pf v        (12)  
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Figure 12. Schematic diagram of the effect of compensatory force 
direction on feedback force.  
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Figure 13. Schematic diagram of the revision of feedback force in the 

virtual environment.  
 

Interaction the between visual  module 
and virtual environment 

The medical images employed in this study 

consisted of patient CT images provided by the Brain 

Augmented Reality Research Center at Chang Gung 

Memorial   Hospital in Linkou. The raw CT images 

(composed of several dozen to several hundred DICOM 

images) were synthesized using the image processing 

software Amira (as shown in Figure 1), and output as raw 

data files that could be identified by the program. These 

files were then read by the program's file reading 

program, and the program's image conversion module 

converted the files to 3D image data that could be 

visualized in a virtual environment (see Figures 14 & 15).  
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Figure 14. Dicom medical images loaded by Amira. 
 

 
Figure 15. Reconstructed image after the program has loaded the raw 

data. 

 

In the virtual environment, two loaded 3D images 

will have mutual interactions, and must meet the 

following two criteria: One, the two objects must be in 

the same coordinate system; two, the two objects must 

have a basis for collision in the form of a contact point. 

After a tool object has been loaded into the program, its 

location will be within the global coordinates. After 

medical imaging volume data has been loaded to the 

program, it will possess volume object coordinates, and 

each point in the volume coordinates will possess the 

characteristics of an object. If the tool object will interact 

with the medical imaging object, coordinate conversion 

must be performed between them. The tool equipment 

coordinates of the haptic equipment Phantom Omni 

were obtained, and coordinate conversion performed for 

the first time to convert the tool coordinates to global 

coordinates. The global coordinates were then converted 

using the volume data object's coordinate conversion 

array. After placing the object in the same coordinate 

system, the coordinates were used to obtain the 

corresponding HU values, which revealed whether the 

current tool was in contact with the target volume object 

and was puncturing or cutting it.  

System realization and conclusions  

The virtual reality platform developed in this study 

was used to load clinical CT images, which were used to 

create three-dimensional images. The realized system 

was used to perform cutting of a liver and a cranium. The 

liver cutting is shown in Figures 16 and 17. Figure 18 

shows the cranium when the surgical tool has not yet 

contacted cranial tissue, Figure 19 shows the cranium 

after the tool has come into contact with the tissue, and 

Figure 20 shows the cranium after the tool has 

completed cutting of the cranial tissue. Apart from the 

realization of the force feedback module, this study also 

successfully incorporated dual mechanical arms and 

visual presentation via a head-mounted display. As 

shown in Figure 21, users may freely toggle between 

display images on a flat-panel LCD display (Figure 

21-right) or on the head-mounted display screen (Figure 

21-left).  

This study successfully combined haptic and visual 

function in a virtual surgery training platform prototype 

with a force feedback function. The study also used 

vector characteristics to establish a straight-line 

parametric form and generate a virtual collision point. A 

cutting function module was developed, subject to the 

restrictions of the haptic equipment, with only 

single-point sensors. In order to avoid instability in the 

virtual environment, this study employed the principle of 

the conservation of energy to estimate changes in the 

virtual environment system, and designed a 

multi-dimensional environmental controller to ensure 

system stability. It will be possible to develop even more 

diverse force feedback modules in the future, including 

clamping and pulling modules and modules in which two 

arms are capable of coordinated movement. Moreover, 

the addition of network functions will enable remote 

virtual surgical training via the Internet.  
 

 
Figure 16. Realization of liver cutting (front). 

 

 
Figure 17. Realization of liver cutting (rear).  
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Figure 18. Tool has not yet contacted cranial tissue.  
 
 

 
Figure 19. Tool is cutting cranial tissue.  

 
 

 
Figure 20. Tool has removed cranial tissue.  

 
 

 
Figure 21. Two-arm manipulation and head-mounted display.  
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