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processing of data coming from various technical devices of 
information extraction [1, 2].

The main advantage of information retrieval technol-
ogies over other information technologies is the ability to 
combine different types of information from different da-

1. Introduction

The rapid development of the number of information 
sources in the world significantly complicates the process 
of data extraction and necessitates their integration and 
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The complex methodology for pro-
cessing heterogeneous data in intel-
ligent decision support systems is 
developed. This method is made to 
increase the efficiency of process-
ing heterogeneous data in intelli-
gent decision support systems. The 
complex methodology consists of the 
following interrelated procedures: 
heterogeneous data storing model; 
heterogeneous data synchronization 
algorithm; heterogeneous data sep-
aration algorithm; heterogeneous 
data indexing algorithm. The model 
of storing heterogeneous intelligence 
data, which is the basis of the meth-
odology, differs in the presence of 
templates of intelligence objects and 
parameter templates of intelligence 
objects. Templates allow storing both 
unstructured heterogeneous intel-
ligence data and structured intelli-
gence data according to a defined 
pattern, which reduces the time to 
access the data. In the heterogeneous 
intelligence data storage model, a 
heterogeneous intelligence data syn-
chronization algorithm, heteroge-
neous intelligence data separation 
algorithm and heterogeneous intel-
ligence data indexing algorithm are 
developed. The development of the 
proposed technique is due to the need 
to increase the efficiency of pro-
cessing various information types in 
intelligent decision support systems 
with acceptable computational com-
plexity. The proposed method allows 
increasing the efficiency of intelligent 
decision support systems through 
integrated processing of data circu-
lating in them. The proposed meth-
od allows increasing the efficiency 
of information processing in decision 
support systems from 16 to 20 % 
depending on the amount of informa-
tion about the monitoring object
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types of features is carried out. The essence of the proposed 
metric is that it allows you to build clustering, classification 
and association algorithms based on it, using classical pro-
cessing methods.

The proposed metric is designed to assess the proximity 
of objects with given features, which allows reducing it to 
scalar numerical values. This makes it possible to reduce 
the problem to the classical numerical form and provides a 
fundamental opportunity to apply known methods and al-
gorithms. However, this metric does not allow effective func-
tioning in conditions of insufficient computing resources.

In [5], an approach to in-depth analysis of various types 
of data affecting the energy efficiency of buildings based on 
the representation of the hierarchy of factors in the form of 
a multidimensional cube with different levels of abstraction 
is proposed. This approach allows building a multi-level 
description of the object, but does not take into account 
the uncertainty about the state of the monitoring object, 
which does not allow a full assessment of its condition. This 
approach is focused on the use of sufficient computing re-
sources.

In [6], an approach to processing various types of data 
obtained from an unmanned aerial vehicle, implemented in 
the GRASS GIS software environment, is presented. This 
approach is based on three-dimensional raster methods of 
image processing with a subsequent reduction of their redun-
dancy. However, this approach is intended only for process-
ing graphical information and does not take into account the 
type of uncertainty about the state of the monitoring object.

In [7], the description of the work of spatial and temporal 
degradation of soil erosion is carried out. The description 
of the soil erosion process is described using the method of 
erosion potential. This method is based on the analytical 
processing of various types of data on the factors influencing 
the erosion process. The method is characterized by a high 
degree of reliability, less computational complexity, simplic-
ity and is suitable for use in GIS. However, this approach is 
intended only for processing various types of cartographic 
information with a sufficient number of available computing 
resources. This feature limits its scope.

In [8], the method of binary classification of social 
network users based on the method of logical regression is 
given. This method allows processing a variety of informa-
tion about users of social networks. However, this method 
requires significant computing resources and does not take 
into account the uncertainty about the state of the monitor-
ing object (in this case, social network users).

In [9], the problem of processing information from 
heterogeneous technical monitoring devices is considered. 
As a possible solution to the problem, the application of a 
generalized method of information processing based on the 
method of clustering of territorially combined monitoring 
information sources and the use of a frame model of the 
knowledge base for identifying monitoring objects is pro-
posed. The clustering technique is formed on the basis of the 
Lance-Williams hierarchical agglomerative procedure using 
the Ward metric. The frame model of the knowledge base is 
built using object-oriented modeling tools. The disadvan-
tages of the proposed generalized methodology include not 
taking into account the relative importance of events and 
the inability to work in a shortage of computing resources. 
Also, the disadvantages of this technique include the inabil-
ity to redistribute computing resources between elements to 
increase the efficiency of information processing.

tabases with the possibility of their graphical analysis and 
visualization [1, 2].

Processing of different types of data from various sourc-
es of information extraction requires significant compu-
tational operations with strict restrictions on the time of 
calculations. 

This leads to the search for new scientific approaches 
to processing different information types to increase the 
efficiency of information systems for information retrieval.

One of the ways to increase the efficiency of information 
systems for information retrieval is to increase the efficiency 
of decision support systems (DSS). DSS were especially 
widespread in the processing of large data sets, providing 
information support to the decision-making process of de-
cision-makers.

The creation of intelligent DSS has become a natural 
continuation of the widespread use of classical DSS. Intel-
ligent DSS provide information support for all production 
processes and services of enterprises (organizations, insti-
tutions).

Also, these intelligent DSS have been widely used to 
solve specific tasks of military purpose, for example [1, 2]:

– planning the deployment, operation of communication 
systems and data transmission;

– automation of troops and weapons control;
– collection, processing and generalization of intelli-

gence information on the state of intelligence objects, etc.
When developing and making decisions in automated 

control systems (ACS), corresponding to the operational 
environment, the main role is played by their justification 
for the decision-maker (DM) information and knowledge. 
Information and knowledge must meet the requirements of 
completeness, reliability, adequacy and consistency.

These features force the use of currently very developed 
software and hardware and new information technologies – 
DSS. Extensive and effective use of these tools at control 
points at different levels is becoming a vital component for 
making informed decisions in the ACS.

To sum up, it is necessary to solve an urgent scientific 
problem, which consisits in the development of a compre-
hensive methodology for processing various types of data in 
intelligent decision support systems.

2. Literature review and problem statement

In [3], the analysis of known methods of processing var-
ious types of information is carried out. Also, it was found 
that the researchers identify a number of problems associat-
ed with the process of data extraction for further analytical 
processing:

– data in sources, as a rule, are presented in various 
formats, coding and forms, thus the of analytical problems 
involves the use of a uniform, universal format that will be 
supported by a data warehouse and analytical applications;

– for excessively detailed data contained in the sources, 
it is necessary to carry out cleaning and generalization. In 
this case, the methods and algorithms that are designed for 
this purpose are often more complex than the analysis algo-
rithms themselves;

– lack of integrated use of information processing and 
distribution methods.

In [4], the development of a generalized metric in the 
problem of analyzing multidimensional data with different 
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to be analyzed and further processed and requires signifi-
cant computing resources.

In [18], an approach to using GIS to process and present 
geotechnical data in formats that are useful to engineers, 
planners and land management professionals is described. 
This approach significantly reduces the time for processing 
data circulating in the GIS. However, this approach is in-
tended exclusively for use in land management without tak-
ing into account the importance of information circulating 
in the system. This approach requires significant computing 
resources, is unable to distribute information to improve the 
efficiency of its processing.

The work [19] considers the use of GIS for processing 
various types of spatial data to optimize urban planning. 
This approach allows increasing the energy efficiency of 
urban planning, optimizing transport links and proposing 
strategies for city development. The proposed approach 
requires significant computing resources and does not take 
into account the degree of uncertainty of the data about the 
monitoring object.

In the work [20], the approach to processing various 
data types on the basis of GIS is presented. The essence of 
the proposed approach is to analyze the energy efficiency of 
buildings by technical, economic, environmental and social 
criteria. Energy balance and spatial analysis were performed 
on the basis of a geographic information system. This ap-
proach requires significant computing resources and com-
plete information about the status of the monitoring object.

The work [21] presents an approach to processing var-
ious data on the state of the communication channel. The 
essence of the proposed approach consists in assessing the 
state of the communication channel and three indicators 
with different dimensions. This approach allows an integrat-
ed assessment of the state of the communication channel us-
ing fuzzy logic. This approach requires complete information 
about the state of the channel and accumulates an evaluation 
error during operation.

The analysis showed that the known methods (tech-
niques):

– have great computational complexity;
– do not take into account the degree of awareness of the 

state of the monitoring object;
– do not index heterogeneous data;
– do not make synchronization of heterogeneous data;
– do not allow complex processing and distribution of 

information about the state of the monitoring object.
Therefore, it is necessary to develop a comprehensive 

methodology for processing various types of data in intelli-
gent decision support systems, which can effectively process 
and distribute large data sets in conditions of uncertainty, as 
well as shortage of computing resources.

3. The aim and objectives of the study

The aim of the study is to develop a comprehensive meth-
odology for processing different types of data in intelligent 
decision support systems in the conditions of different types of 
data and uncertainty about the state of the monitoring object.

To achieve the aim, the following objectives were set:
– to develop a model for storing heterogeneous data in 

accordance with the concept of data lake;
– to develop an algorithm for synchronizing heteroge-

neous data;

In [10], a method for processing different types of acous-
tic information from different sources of origin to identify 
the level of information security of unmanned autonomous 
objects is developed. This method is based on the use of a 
two-layer neural network with sigmoid hidden neurons. 
However, this method is intended only for working with 
acoustic information, requires significant computing re-
sources and does not take into account the degree of uncer-
tainty about the state of the monitoring object.

In [11], a method for determining the type of signal 
modulation based on a convolutional neural network by ana-
lyzing various signal parameters is proposed. This method is 
highly effective, but can only be used to solve radio monitor-
ing problems, requires significant computing resources and 
does not take into account the degree of uncertainty about 
the state of the monitoring object.

In [12], a method of signal identification for unmanned 
aerial vehicles is proposed. The method is based on an artifi-
cial neural network and uses a knowledge base of radio wave 
propagation taking into account geographical coordinates. 
The disadvantages of this method are that the method is 
limited to solving radio monitoring problems, requires signif-
icant computing resources and does not take into account the 
degree of uncertainty about the state of the monitoring object.

In [13], the development of a methodology for correcting 
general geometric and topological errors in geographic infor-
mation systems is carried out. This methodology is made to 
correct errors that occur while converting different types of 
data in geographic information systems from analog to digital. 
However, this methodology is not intended to work with other 
types of information than geometric, requires significant com-
puting resources and does not take into account the degree of 
uncertainty about the state of the monitoring object.

In [14], an approach to the conversion of aerial photo-
graphs and satellite images is proposed, which is based on the 
results of their geomorphological, geobotanical, reclamation, 
erosion and other surveys in geographic information systems 
into a digital landscape model. However, this approach does 
not take into account other types of information circulating 
in geographic information systems and does not take into ac-
count uncertainty about the state of the monitoring object.

In [15], an intelligent system for processing various types 
of data circulating in geographic information systems is pro-
posed. This intelligent system is designed to solve problems 
of geological exploration in geographic information systems. 
The essence of this approach is that the components of the 
target mineral system, which are compared, are converted 
into a set of maps, which leads to automatic updating of the 
map. However, this intelligent system is designed only to 
solve geological exploration problems and requires signifi-
cant computing resources.

In [16], an approach to monitoring the state of the power 
grid using a geographic information system is proposed. The 
essence of this approach is that on the basis of comprehensive 
processing of information about the state of the grid, its inte-
gration occurs. However, this intelligent system is designed 
solely to monitor the state of the grid, requires significant 
computing resources and does not take into account the un-
certainty about the state of the monitoring object.

In [17], the architecture of the integrated GIS platform 
architecture is proposed, which is designed to meet the 
requirements of processing and analysis of real-time space-
time data using cloud computing. This platform does not 
take into account the relative importance of events that have 
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– to develop an algorithm for separating heteroge-
neous data;

– to develop an algorithm for indexing heterogeneous data.

4. Development of a model for  
storing heterogeneous data 

A comprehensive methodology for processing different 
types of data in intelligent decision support systems in the 
conditions of different types of data and uncertainty about 
the state of the monitoring object consists of the following 
interrelated procedures:

– a model for storing heterogeneous data according to 
the concept of data lake;

– an algorithm for synchronizing heterogeneous data;
– an algorithm for separating heterogeneous data;
– an algorithm for indexing heterogeneous data.
These types of intelligence information are combined 

into the concept of data, due to the diversity of the processed 
information (geographical, textual, video, photo) as a deci-
sion support system.

In computer science and information technology, data 
are defined as:

– subject to multiple interpretation of information pre-
sentation in a formalized form suitable for transmission or 
processing [23–25];

– forms of information presentation that information 
systems and their users deal with.

Thus, in decision support systems, the problem is com-
plicated by the heterogeneity of data. Based on the analysis 
of the processes that occur in data processing, the following 
classification of data types used in decision support systems 
is identified. Table 1 shows the relationship of types of in-
telligence information to the corresponding classification of 
data types used in decision support systems.

According to the location of data sources, we should 
talk about concentrated data (source of information) and 
geographically distributed sources. The area involved in 
data collection and processing is 
called data fusion.

Accordingly, the data were 
classified by various criteria used 
in processing in decision support 
systems. The developed classifi-
cation is presented in Fig. 1.

Depending on the data struc-
ture, data can be divided into 
3 main classes: structured, un-
structured and semi-structured.

Structured data are often 
stored in databases, where they 
are already available and pro-
cessed in a fixed format. Oth-
erwise, unstructured data are 
data of unknown structure. 
This form of data is character-
ized by a number of difficulties 
in processing and retrieving 
useful information. Typical ex-
amples of unstructured data are 
those that contain a combina-
tion of plain text files, images, 
and video files.

Table	1

Ratio	of	information	types	to	the	corresponding	
classification	of	data	types	used	in	DSS

Types of intelligence information
Types of  

DSS data

Sensor-type machine data (time parameters of ground, 
air, and sea-based radar stations) were obtained by 
means of radioelectronic intelligence.

sensors 
data

Data that capture the action, event, or state of an ob-
ject at a particular point in time (semantic data about 
changes in the state of objects).

log data

Visual data ‒ images or videos that record the behavior of 
the target system or systems in the operating environment. 
Visual data directly or indirectly characterize the state of 
the system (video surveillance data, photographs from un-
manned aerial vehicles, photographs obtained from space 
exploration. Geospatial data, event data, which have two 
geographical coordinates (latitude and longitude) as the 
main attributes and timestamp attributes, maps. 

geospatial 
data

Textual data are unstructured data that are messages in 
natural language and usually a reflection of a particular 
situation.

textual 
data

Data from Internet sources – open source unstructured 
data, representing a set of textual data, expressions 
(news, messages), describing, characterizing the behav-
ior of individuals, groups, states, countries, coalitions.

open 
source 
data

Semi-structured data contain the described properties of 
structured and unstructured data. Increasing the number of 
data sources inevitably leads to an increase in data volume. As a 
result, the concept of “big data” has emerged. Big data are char-
acterized by volume, speed of receipt, variety and variability.

To solve this problem, the concept of data storage by the 
principle of “data lake” is proposed. The idea of “data lake” 
is to store raw, unstructured, or semi-structured data in 
original format until needed. This will allow users to request 
smaller, more up-to-date and more flexible data sets. As a re-
sult, query time can be reduced to work in a data store, data 
warehouse or relational database.

 

Data classification 

According to data 
sources 

According to data formats According to data storage 
methods 

Sensor-type machine 
data (sensors data) 

Textual data 

Data that capture the 
action, event (log data) 

Visual data (geospatial 
data) 

Structured data 

Unstructured data 

Semi-structured data 

Data from Internet 
sources (open source 

data) 

Document-oriented 
data 

Column-oriented data 

Graphic data 

Key-value 

Fig.	1.	Classification	of	data	by	the	criteria	used	for	DSS	processing
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As a result of the system analysis of the data collection 
process and structure, a model for storing heterogeneous 
intelligence data in accordance with the data lake concept 
is proposed.

{ } { } { }1 1 1
, , , , ,ST ST En m p

i j k
S DT SS E IS DS

= = =
=  (1)

where { } 1
STn

i
DT

=
 is the set of intelligence data templates; 

nST is the number of intelligence data templates, { } 1
STm

j
SS

=
 is 

the methods of breaking up heterogeneous intelligence data, 
mST is the number of intelligence data types; { } 1

Ep

k
E

=
 is the set 

of performers of intelligence gathering tasks; IS is the meth-
od of data indexing in the data lake storage; DS  is the lake 
structure of heterogeneous intelligence data.

Fig. 2 shows a model for storing heterogeneous data.
Let's consider the components of the model. The Object 

Template component is developed to template an intelligence 
object Oi, where i=1,…,n. Each intelligence object can have 
multiple sources of intelligence data sources Mds, which are 
created according to the Data Source Template. We suppose 
that there is some intelligence object, the structure of which 
can be presented as follows:

1 2, ,... .mO ds ds ds=  (2)

Each data source can have many parameters with differ-
ent types of intelligence data Mi  according to the Parameter 
Template templates. The structure of such a source of intelli-
gence data ds is presented as follows:

1 2, ,... .kds p p p=  (3)

The model of storing heterogeneous intelligence data, 
which is the basis of the methodology, differs from the exist-
ing ones by the presence of templates of intelligence objects 
and templates of intelligence object parameters. Templates 
allow distributed storage of both unstructured heteroge-
neous intelligence data and structured intelligence data 
according to a specific pattern, which reduces the time to 
access the data.

In order to increase the efficiency of synchronization 
of heterogeneous data, an algorithm for synchronization of 
heterogeneous data was developed.

5. Development of an algorithm for synchronizing 
heterogeneous data

The algorithm for synchronizing heterogeneous data is 
shown in Fig. 3.

1. A set of intelligence data P is obtained. At this stage, 
the value of uncertainty about information sources is tak-
en into account, according to expressions (10)–(12) [26].

2. Create empty iL t,d  lists to store ,iL t,d f=  
i=1, n objects, where n is the number of intelligence object 
templates, t is the data d generation time (d in the form of 
JSONObject (JavaScript Object Notation).

3. For each element of the obtained data package, make 
the following steps:

3. 1. Identify the object by the key parameters included 
in the obtained data.

3. 2. If the object is not found in the kL  list that corre-
sponds to this object according to the template, k=1,n then, 

3. 2. 1. Create a new JSONObject. 
3. 2. 2. Save the obtained data to the created JSONObject 

according to the object template.
3. 2. 3. Add the created object to the Lk list.
Otherwise:
3. 2. 4. Sort all data about the found object by the time-

stamp time T of the object data block generation.
3. 2. 5. Save the obtained data to the created JSONObject 

according to the template of the intelligence object.
3. 2. 6. Output the L list.
Each item in the resulting L list is a block of intelligence 

data in JSONObject format. Data on the intelligence object 
can be heterogeneous, which in some situations leads to sig-
nificant difficulties in further analysis. Therefore, for ease of 
processing heterogeneous intelligence data, this paper pro-
poses an algorithm for separating heterogeneous intelligence 
data, which is based on a parameter template.

Fig. 2. Heterogeneous data storage model

Object data 

Heterogeneous 
data storage 

model 

Intelligence 
data 

warehouse 
(Hadoop) 

Data in the 
JSON format 

Pre-processed data Saving data to 
warehouse 

Template of object data 
Object Template 

Data Source 1: dst1; 
Data Source 2: dst2; 
Data Source 3: dst3; 

……. 
Data Source m: dstm; 

Object 

Data Source 1: ds1; 
Data Source 2: ds2; 
Data Source 3: ds3; 

……. 
Data Source m: dsm; 

Template : ot 

Data Source 
Template 

Parametr 1: pt1; 
Parametr 1: pt1; 
Parametr 1: pt1; 

……. 
Parametr n: ptn; 

Data Source 
 

Parametr 1: pt1; 
Parametr 1: pt1; 
Parametr 1: pt1; 

……. 
Parametr n: ptn; 

Template : ost 

Parametr 
Template 

Data Type: dt; 
Value: v 

Parametr 

Data Type: dt; 
Value: v 

Template : pt 

Object data 
synchronization algorithm 

Data separation 
algorithm 

Heterogeneous data 
indexing method 
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6. Development of an algorithm for separating 
heterogeneous data 

The algorithm for separating heterogeneous data is 
shown in Fig. 4.

1. The L list (result of executing the algorithm of 
heterogeneous intelligence data synchronization) is 
obtained.

2. Create an empty R JSONObject  list, which 
contains data about the intelligence object according to 
the “Parameter Template”. 

3. For each element of the L list must be made:
3. 1. Divide the items according to the “Data Source 

Template” and get an Ls list.
3. 2. For each item of Ls list must be made:
3. 2. 1. Divide the items according to the “Parame-

ter Template” and add it to the Lp list.
3. 2. 2. For each item of the Lp list:
3. 2. 2. 1. Create a new JSONObject.
3. 2. 2. 2. Save the obtained data to the created JSON- 

Object according to the parameter template.
3. 2. 2. 3. Add the object to R JSONObject  list.
4. Return R JSONObject  list.

7. Development of an algorithm for indexing 
heterogeneous data 

To increase the efficiency of collection and stor-
age of heterogeneous data, in the heterogeneous data 

storage model, an algorithm for indexing 
heterogeneous data is proposed. The effi-
cient storage structure of heterogeneous 
data of data lakes allows convenient and 
fast access to storage for batch data pro- 
cessing.

Each file in the storage of heterogeneous 
intelligence data is a pair , ,t ν  where t is 
the intelligence data generation time, v is the 
value of intelligence data.

Fig. 5 shows the created file that is in-
dexed in the storage in accordance with the 
principle of indexing heterogeneous intelli-
gence data in the data warehouse.

The explanation of the application of the 
proposed method of indexing heterogeneous 
intelligence data.

1. The_root_to_ store_heterogeneous_
data is the root directory for storing het-
erogeneous data.

2. ot_IDn is the identifier of the n object 
template.

3. od_IDm is the identifier of the unique 
m object.

4. ds_IDk is the identifier of the unique 
source of this object to k.

5. p_IDl is the identifier of the unique 
parameter of l source.

6. f _IDp is the identifier of the unique 
file of р parameter.

For ease of reducing the data processing 
time, the file is given a name that contains 
the data block generation time t .

 
START 

 

Get a set of 
intelligence data Р  

END 

No 

2  
Define k 

2  

Create blank lists for Li 
to store  t,d  

 

Is the intelligence 
object in Lk? 

Yes 
2 Sort data by 

timestamp 

For each element 
of Р 

2 Save the obtained 
data to JSON object 

Make L 
list 

 

2 Create 
JSON object 

2 Save the obtained 
data to JSON object 

Save created JSON 
object to Lk 

 Fig.	3.	Algorithm	for	synchronizing	heterogeneous	data	

 
START 

 

Get L list 

END 

2 Create an empty R list 
according to the 

“Parameter Template” 

 

For each L 
element 

Output R list  
 

Separate according to 
“Data Source 

Template” to Ls  

For each Ls 
element 

Separate according to 
“Parameter Template” 

to Lp  

For each Lp 
element 

 

Create a new 
 template 

 

Save the obtained 
data to the template 

 

Add the object to R 
list 

 
Fig.	4.	Algorithm	for	heterogeneous	intelligence	data	separation



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774 4/9 ( 106 ) 2020

20

8. Discussion of the results of the development of  
a comprehensive methodology for processing different 

data types 

Let̀ s make the modeling of the complex methodology of 
processing data of different types in accordance with the algo-
rithms of procedures in Fig. 2–5 and expressions (1)–(3). The 
technique of processing data of various types in intelligent 
decision support systems is proposed. The proposed technique 
is modeled in the Umbrello UML Modeller software environ-
ment (in terms of processing different data types) and Math-
Cad 14 (in terms of computational complexity estimating).

The standard notation for modeling large informa-
tion systems based on object-oriented methodology is the 
Unified Modeling Language (UML). One of the available 
tools is the Umbrello UML Modeller environment, which 
meets two key requirements: free and cross-platform. This 
application is free software made to build UML diagrams 
and supports all their standard types. Using the Umbrello 
UML Modeller environment, a frame knowledge base was 
built to identify the monitoring objects. The frame knowl-
edge base was built as a UML class diagram, where each 
frame is represented as a class with its own attributes and 
procedures.

For this purpose, the method was modeled to determine 
the number of computing operations required for this method.

Initial data for assessing the condition of the monitoring 
object using the proposed method:

– the number of sources of information about the condi-
tion of the monitoring object is 3 (radio monitoring, remote 
sensing devices and unmanned aerial vehicles);

– the number of information signs, which determine the 
state of the monitoring monitoring is 13 (affiliation, type of 
organizational formation, priority, minimum width on the 
front, maximum width on the front, number of personnel, 
minimum depth on the flank, maximum depth on the flank, 
total number of personnel, number of samples of armaments 
and military equipment, the number of types of pieces of ar-
maments and military equipment, number of communication 
devices, type of communication devices);

– the options for organizational and staff formations are 
company, battalion and brigade.

To make the experiment, 8 sample frames were used in 
this method: “Monitoring object”, “Unit”, “Operational and 

tactical grouping of troops”, “Brigade”, 
“Battalion”, “Company”, “Detected 
object”, “Selected cluster”. Each of the 
sample frames (except for “Monitoring 
object” and “Unit”) corresponds to 
instance frames in the form of infor-
mation about specific divisions. The 
constructed dependency has a clear 
hierarchical structure and 3 types of 
relations between frames: generaliza-
tion, association and dependence.

The “Subdivision” frame is related 
to the generalization relationship with 
the “Monitoring object” frame and is 
its descendant. The “Operational and 
tactical grouping of troops”, “Brigade”, 
“Battalion”, “Company” frames are 
connected with the “Unit” frame and 
are its descendants. While filling the 

knowledge base, instance frames are created with a structure 
similar to the mentioned frames, but the slots of which are 
filled according to the information about specific divisions.

The “Detected object” frame is a generalized form that 
is filled at monitoring points (posts) and contains informa-
tion about the class, type, coordinates and number (in the 
case of a group object). The specified frame is associated 
with a relationship to the “Selected cluster” frame. The 
slots of the “Selected cluster” frame are filled as a result 
of the procedure of clustering territorially combined mon-
itoring information sources, the implementation method of 
which is given above. To determine the values of the slots, 
the attached procedures centerKoordFinding (finding the 
coordinates of the center of the selected cluster) and clus-
terSizeFinding (finding the size of the selected cluster) are 
used. The resulting set of selected clusters, the information 
of which is represented by a set of instance frames of the 
type “Selected cluster”, is subjected to the procedure of 
identification of monitoring objects. During the identifi-
cation, the frames corresponding to the selected clusters 
are compared with the reference frames contained in the 
knowledge base.

The result is a conclusion about the cluster correspon-
dence to a specific unit (or identification of a new monitoring 
object) and its current state.

Primary processing of information from information mon-
itoring sources, filling of frames of the type “Detected object”. 

Clustering of identified monitoring information sources 
in accordance with the filling of frames of the “Selected clus-
ter” type. Identification of selected clusters and formation of 
conclusions.

Based on these initial data, we obtain the distances be-
tween the points given in Table 1.

Fig. 6 shows graphical estimates of the efficiency of 
data processing by the criterion of the number of comput-
ing operations of the method proposed in the paper. The 
comparison of the developed complex technique was car-
ried out by comparing its efficiency with the known ones 
presented in [9, 10, 12]. Denote these works 1, 2 and 3,  
respectively.

From the given graphic dependencies, it is seen that 
the proposed technique allows increasing the efficiency of 
information processing (reducing the number of computing 
operations) from 16 to 20 % depending on the amount of 
information about the monitoring object.

 

ot_ID1 ot_ID2 ot_IDn 

The_root_to_store_heterogeneous_data 

od_ID1 od_ID2 od_IDm 

ds_ID1 ds_ID2 ds_IDk 

p_ID1 p_ID2 p_IDl 

f_ID1 f_ID2 f_IDl 

Fig.	5.	Principle	of	indexing	heterogeneous	intelligence	data	in	the	data	warehouse
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This gain is explained by a complex combination of not 
only taking into account different types of data on the state 
of the monitoring object, but also the procedures of synchro-
nizing heterogeneous data, separating heterogeneous data 
and indexing heterogeneous data.

The difference of the proposed technique:
– allows high-quality processing of large arrays of different 

types of data that have a numerical and quantitative nature;
– has less computing complexity due to the redistribu-

tion of computing operations;
– takes into account the degree of awareness about the 

condition of the monitoring object;
– allows complex processing and distribution of informa-

tion about the state of the monitoring object.
This method allows increasing the efficiency of process-

ing different types of data by 16–20 %. The advantages of 
this technique are:

– the possibility of rational allocation of resources of 
information systems to solve problems of responding to dif-
ferent events, taking into account their relative importance;

– minimization of the total time required to perform the 
task of responding to another circumstance;

– limiting the degree of human participation in the man-
agement cycle of complex processing resources, as well as 
automatic determination of the option of forming scenarios 
for solving monitoring tasks.

The limitations of this method include the need for com-
munication channels with high reliability of information 
transmission and minimal delay. This is due to the need 
to process information in close to real-time mode and high 
requirements for the reliability of information circulating in 
special-purpose decision support systems.

The disadvantages of this method include the need to 
process large data sets to determine the state of the moni-
toring object.

The practical significance of the developed technique is 
the significant increase of the efficiency of integrated data 
processing in automated control systems.

It is proposed to use the proposed methodology in ACS 
DSS of artillery units, special-purpose geographic informa-
tion systems, ACS DSS of aviation and air defense, as well as 
ACS DSS of logistics of the Armed Forces of Ukraine in the 
development of software for processing heterogeneous data 
and decision-making.

This research is a further development of research con-
ducted by the authors, aimed at developing methodological 
principles for improving the efficiency of data processing in 
special-purpose geographic information systems, published 
earlier [26, 27]. Areas of further research should be aimed at 
reducing computing costs when processing various types of 
data in special-purpose information systems.

9. Conclusions 

1. The model for storing heterogeneous data in accor-
dance with the concept of data lake is developed in the paper. 
The model of storing heterogeneous intelligence data, which 
is the basis of the methodology, differs from the existing ones 
in templates of intelligence objects and parameter templates 
of intelligence objects, which allow distributed storage of 
both unstructured heterogeneous intelligence data and 
structured intelligence data according to a certain scheme 
to reduce time spent on data access.

2. The algorithm for synchronizing heterogeneous data is 
developed and it takes into account the type of uncertainty 
about information sources and does not require editing da-

Table	1	

Distances	between	the	points

Fragment of the matrix of 
distances between points 

1 2 3 4 5 6 7 8 9 10

1 0  6.18E+08  2.58E+08  2.08E+08  5.18E+08 1.35E+09  2.29E+08 2.85E+06 1.21E+09  2.01E+08

2 0    5.50E+08  1.10E+08  4.16E+08 7.28E+08  1.04E+09 5.61E+08  3.63E+08 1.20E+08

3 0  2.77E+08  1.10E+09 2.06E+09  9.70E+08 2.88E+08  1.63E+09  2.28E+08

4 0  3.08E+08 8.33E+08  5.45E+08 1.75E+08  5.69E+08  3.17E+06

5 0 1.98E+08  3.43E+08 4.46E+08  2.25E+08  3.72E+08

6  0 9.79E+08 1.23E+09  8.98E+07  9.38E+08

7 0 2.07E+08  1.12E+09  5.88E+08

8 0 1.10E+09  1.73E+08

9 0 6.47E+08

10 0
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Fig.	6.	Results	of	evaluating	the	effectiveness	of		
the	proposed	algorithm
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tabase volumes and does not require accounting for changes 
in objects in a separate storage.

3. The algorithm for separating heterogeneous data, 
which allows the separation of both processed and unpro-
cessed data with different units of measurement and origin 
is developed. It means that the separation occurs on a set 
of selection parameters that characterize the intelligence 
object.

4. The algorithm of indexing heterogeneous data, which 
allows indexing heterogeneous data (processed and unpro-
cessed) for their batch processing is developed. Taken to-
gether, these scientific results are a comprehensive method 
of processing different data in intelligent decision support 
systems, which increases the efficiency of processing dif-
ferent types of information (reduces computational com-
plexity) taking into account uncertainty about the state of 
the monitoring object, and allow complex processing and 
distribution of information on the condition of the moni-
toring object.
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