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Pozensanymo  ocobauseocmi  3acmocy-
6aHHS MEXHON02ill JIIH26OCMAMUCMUKYU 0N
idenmudpixauii cmunicmuxu aemopa mex-
CM0B020 KOHMeEHmMY HAYKOBO-MEXHIMHO20 NPO-
Qinto. Keanmumamuenuii ninegicmuunuil
ananiz mexcmy GUKOPUCMOBYE nepeéazu KoH-
menm-monimopiney na ocnosi memodie NLP
0151 GU3HAMEHHS MA AHATIZY MHONCUHU CHIO-
NOBUX CJIiB, KIAOYOBUX CJi6, CMIUKUX CJLOBOC-
noayuenv ma docuioxcenns N-zpam. Ocmanmi
BUKOPUCMOBYIOMb 6 Memooax JiHe6oMempii
0151 BU3HAUEHHS. NPUHATEHCHOCMI AHANI3068a-
H020 MeKcmy KOHKPemHOMY asmoposi y 6idco-
mxax. Po3po6neno xeanmumamuenuii memoo
aABMOMAMUMHO20 BUIHAUEHHS ABMOPCMEA MeK -
CM0B020 KOHMeEHMY HA OCHOGI CMAMUCMUUHO-
20 ananizy po3nodiny 3-epam. 3anponoHoeano
nioxio peanizauii 6u. Hsl pa ykpa-
iHOMOBHO20 MmeKCmYy  HAYKOBO-MEXHIUHO-
20 npointo. Ompumano excnepumeHmanvi
pe3ynomamu 3anponorHo8anozo memooy O0as
BU3HAYEHHS NPUHATENHCHOCMI aAHANIZ08AHO-
20 mexcmy KOHKpemHOMY aémopy 34 HAS6-
HOCMi emaloHH020 a8MOPCHKO20 meKcmy.
3acmocyeanns ninz60CMamucmu1Ho20 anaiy
3-epam do muoscurnu cmameii 0036oaums chop-
Myeamu niommodcuny nodibnux 3a ninesic-
muunuMU xXapaxmepucmuxamu nyoaicauiu.
Haxnadanns na niomuoncuny 000amxosux
YMO8 Y 6u2110i NPOBeOeHH CMAMUCMUUHUX MA
KBAHMUMAMUGHUX AHANIZIE (MHONUCUHU KTI0HO-
8UX CJIiG, CMIUKUX CJI080CNOJIYHeHb, CHuIeMe-
MPUMHO20, 1i260MEMPUHHOZ0 MOW0) 00360aUMb
3HAUHO CKOPOMUMU Y10 NIOMHONCUHY, YMOUHUG-
WU CNUCOK UMOGIPHIMUX ABMOPCOKUX POGim.
Jnsa sxicnoeo ma epexmuenozo ananizy xkom-
menmy npu 6UHAUEHHI CMYneHs aemopcmea
KOHKPEmHOMY A6mopy nponoHyeMo ananizyea-
mu emanonHoz0 mexcmy ma 00CHI0HCYEAH0Z0
6 Oexinvka emanie: NiHz6OMempuMHUll AHANI3
roegpiyienmie pizHomManimms aemopcvK020
MOGJIEHHS, CMUIOMEMPUMHUIL AHANI3, AHATI3
CMIlIKUX CJI0BOCNOJIYUEHb, JIiH260CMAMUCTUY -
Hull ananiz 3-epam. /Ins asmomamu3oeanozo
Onpaul06ants mexKcmy MAae 6esuKe 3HAUEHHS
He MiNbKU HACMmOoma noaeu miei wu inuoi kame-
20pii, a 63azani npucymuicmo 6 00CHI0NHCYBAHO-
My mexcmi. Kinvxicnuii niopaxynox dozeonse
3pobumu 06’ckmueHi 6UCHOBKU W000 CNPAMO-
eanocmi mamepianiié 3a KilbKiCmi0 Yicueamv
00uHUYb ananisy 6 00Cai0NCYEaAHUX MeKCMAXx.
Sxicnuii ananiz pobums me came, aie 6HACI-
00K docidvcenns moeo, wu 3ycmpivacmocs (i 6
AKOMY KOHMEKCNi) Ne6HA 8ANCIUBA OPULIHATL-
Ha Kamezopis 3azai

Knrouosi cnosea: NLP, xonmenwm, xom-
menm-monimopine, cmon-cioéa, Konmexnm-a-
Haniz, cmamucmuiHui YHUU anamis,
KGAHMUMamueHa Nine6iCMuKa, Cmamucmuuna
JiHzGicMuUKa, 1iH260Mempis
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1. Introduction

using automatic methods of text content analysis is increas-

ing [1]. The tasks of content analysis include the problems

Due to the increasing availability and distribution of  of classification and clustering of text-based publications
the text content in the Internet, the degree of importance of  according to various criteria, for example, genre, epoch of



writing, format (a novel, an essay, and a scientific article),
emotional coloration, style of speech, as well as the problem
of text authorship attribution [2]. With the simplification
of access to various data, expanding the ability of finding,
copying and distributing information in the Internet, the
problem of the authorship attribution is becoming rele-
vant [3]. The problems related to authorship attribution are
important in linguistic, historical, and forensic research [4].
The availability of electronic devices makes it possible to
push the author’s recognition with the involvement of a large
number of experts to the background, accelerate and simpli-
fy this process through its automation [5]. The concept of
the authorship attribution is defined as the process of recog-
nizing the author by a set of general and individual features
of a text constituting the author’s style [6].

The statistical methods for authorship attribution, based
on the search for the author’s invariant enjoy great popularity
today [7]. This is a characteristic of the linguistic peculiarity
of a text (lexical, grammatical, phraseological, etc.) [8]. In
particular, an invariant is the percentage of using vowels/
consonants, frequency of using of a certain part of speech,
probability of transitions from one part of speech to another,
parasite words, information entropy, etc. [9]. The statistical
method of identification of the author and the genre of a text,
based on the distribution of frequencies of letter combinations
(N-grams), is also effective. However, the accuracy of the
statistical methods for authorship attribution relies heavily
on the specifics of the data used: the speech style and text
length [11]. Due to this, it is difficult to make conclusion
about the accuracy of this approach on scientific and tech-
nical articles [12]. For this reason, it is necessary to analyze
the applicability of such mathematical apparatus as the dis-
tribution of frequencies of different languages simultaneously
with other techniques in solving the problem of attribution of
authorship of texts with different lengths and written in dif-
ferent speech styles [13]. The methods for authorship attribu-
tion for the Ukrainian-language text content of the scientific
and technical area are proposed and studied in papers [1-7].
Various algorithms can be used to implement these meth-
ods [14], including quantitative [15]. Therefore, there arises
the problem of analyzing such algorithms to find the most
effective one [16]. The authorship attribution is the technique
for determining the author of a text, when it is ambiguous,
who wrote it [17]. This is useful when several people claim
for the authorship of one publication [18] or in cases when no
one claims to be the author of the textual content [19], for in-
stance, so-called trolls in social networks during information
warfare. The complexity of the problem of the author’s test is
evidently exponentially higher, and the number of likely au-
thors is larger [21]. The existence of the author’s text samples
is also significant in advancing this problem [22]. The author’s
text attribution includes the following three issues [23]:

— identification of the author of a text from the group of
probable or expected authors, where the author is always in
the group of suspects [24];

— non-identification of the text author from the group of
probable or expected authors, where the author may not be
in the group of suspects [25];

— evaluation of the possibility that this text is written by
this author or not.

Therefore, the problem of automatic authorship attribu-
tion for the text content of scientific and technical direction
is relevant and requires new (more advanced) approaches to
its solution [27].

2. Literature review and problem statement

Papers [1-3, 28] show the results of the studies of lan-
guage and speech material on a representative array of texts.
This should be a homogeneous array (body) of certain units,
that is, the general totality (GT) [3]. It was shown that the
volume and the character of the GT depend on the tasks of
the study. For example, if the peculiarities of Ivan Franko’s
style are explored, the GT is all his works. If we explore
the Ukrainian language of the XX century, the GT is all
the texts (spoken and written) of the XX century [3]. The
boundaries of the latter are difficult to identify and it is sim-
ply impossible to explore entire oral speech [29], especially
when analyzing the author’s speech. The issues related to
attribution of the authorship of the text in the collective
works of scientific and technical direction based on the anal-
ysis of reference sample also remain unresolved. The reason
is the lack of experiments in this direction. Another reason
is the existence of insufficient statistics for the formation of
conclusions due to the fact that the authors in this direction
rarely write papers individually, and in some areas, works
are generally rarely written cooperatively. An option to over-
come the corresponding difficulties, when the overall study
of the GT is impossible, is sampling and the formation of a
set of parameters for the corresponding analysis [1-3, 30].
All this gives grounds to argue that it is appropriate to con-
duct research dedicated to the textual content authorship
attribution based on statistical analysis of the distribution
of characteristics of the author’s speech with a sufficient
number of data samples.

Samples are a certain amount of material, by studying
which it is possible to make correct conclusions about the en-
tire GT [31]. The basic requirements for the samples include
representativity and homogeneity [32]. To be representative,
the sampling should [33]:

1) be evenly distributed around the GT [34];

2) have a sufficiently large volume, which is enough for
the correct conclusions about the GT [35].

There are two types of sampling uniformity: linguistic
and statistical.

Within the linguistic homogeneity of the sampling, they
distinguish [3]:

— chronological (sample texts must have chronological
boundaries) [36];

— genre (sample texts should be genre-limited) [37];

— thematic (texts should be thematically limited) [38].

Statistically homogeneous samples are the samples, in
which the studied units have statistical behavior that does
not differ substantially among them [39]. If the average fre-
quency of a phenomenon (letters, morphemes, words, word
length, sentence length, etc.) in a single sampling does not
significantly differ from its frequency in other samples, then
these samples are statistically homogeneous in relation to
this phenomenon [40].

According to the way of organization, the following
kinds of samples are distinguished [3]:

— mechanical — organized taking into consideration the
uniformity of distribution of a studied unit in the general
totality [41]. All texts of the general totality are numbered,
and then, for example, a segment of the necessary length is
chosen from each fifth and tenth or the twentieth text [42];

— random — arranged by random choice of the texts from
the GT [43]. At the core of this method of organization of
samples, there is the hypothesis that quite a large number of



randomly chosen units from the GT must adequately repre-
sent it [44]. Thus, each page, section, or other unit of a text
of the GT should have the same chance of getting into the
sampling. Therefore, as a rule, random sampling is based on
the table of random numbers [45];

— zonal (typical) — organized based on the linguistically
homogeneous totality of texts, that is, zones [46]. Depending
on the purpose of the study, a zone can be considered to be
prose, poetry and drama in fiction; works by one author or a
specific work; totality of words of a certain morpheme struc-
ture (for example, prefixed or monomorphemic), etc. [47].

Samples may be structural, that is, composed of smaller
parts (sub-samples) and non-structural, that is continuous [48].

The ratio between the frequency of language and speech
units will be shown by the example: “if one takes 33 bingo
barrels, glue down the Ukrainian alphabet on them and
mix, then the probability that the first taken barrel is purely
vowel will be 6:33 (6 pure vowels letters (a, o, y, €, u, i) to all
33 letters of the Ukrainian alphabet), that is, approximately
16 %” [3]. If one takes a random Ukrainian text and chooses
randomly one letter from it, the probability that it will turn
out to be pure vowel will be approximately 30 % [3]. In the
first case, it goes about the probability of a group of six
letters at the paradigmatic level (language), in the second
case — at the syntagmatic level (speech) [49]. To assume that
all vowels or all the case forms, or all the members of the sen-
tence are equally probable, would mean to replace the natu-
ral speech with its scheme [50]. Thus, speech prefers a small
number of units (the prevalence law), which constitutes
the core of the speech subsystem, whereas in the language,
all units are equally probable [51]. In different languages,
the frequency of the same letter or a sequence of letters is
different, so knowing the order of the most frequent letters,
bigrams, trigrams, four-grams of a particular language, it is
possible to identify it automatically [52]. The frequency of
these units in a language is determined using representative
sampling, since frequency in the works by specific authors,
styles or themes is also different [53]. For example, it is found
for Ukrainian texts that frequency of vowels, consonants,
spaces between words, as well as the groups of consonants:
soft, sonoric can be considered statistical style parame-
ters [1-7]. The frequencies of letters in the texts were stud-
ied for the needs of cryptography (science about ciphering
and deciphering messages), in particular, Morse code (the
more frequent a letter or a letter combination, the shorter
the slashes for their designation), for shorthand, for auto-
matic determining of a language, confirmation or denial of
authorship of a work, etc. [54]. Morphemes and grammatical
categories also have their own quantitative characteristics:

— non-uniform use of morpheme of a foreign language
and specific language morphemes [55];

— verbs of present, past and future tense, indicative, con-
ditional, imperative moods [56];

— forms of the verb (infinitive, personal forms, partici-
ples, impersonal forms ending in -nHo, -t0) [57];

— different parts of speech depending on the style [58].

The regularity was found that in different functional
styles, the quantitative ratio of functioning of different cases
is not the same [59]. For example, scientific prose prefers
genitive case and neglects nominative case, but the opposite
is true for the spoken language, etc. [3].

The quantitative characteristics of words are best seen
in the WF [59]. The functional dependence of the relation-
ship between the word frequency and polysemy, as well as

between the word frequency and its rank in a dictionary by
descending frequencies is expressed by the Zipf-Mandelbrot
law. The most frequent are functional parts of speech or
general abstract concepts [60]. Instead, words with a specific
meaning (required for a conversation in a usual situation)
are low-frequency words [61]. Although they are rarely used,
they are always in the speaker’s mind [62]. In other words,
the frequency criterion is supplemented by the subject-mat-
ter criterion [3]. The formula to establish the synonymy
degree (semantic proximity) of words[63]: C=2c¢/(n1+ns),
where 74 is the number of meanings of the first word, 7, is the
number of meanings of the second word, ¢ is the number of
common meanings in the given pair of words. Quantitative
characteristics of the syntactic constructions also depend on
a functional style: simple uncomplicated, even incomplete
and broken sentences prevail in the colloquial everyday
style, while composite sentences, complicated by construc-
tions, parentheses and inserted structures dominate in the
official style [64].

The tempo of speech-thought can be represented in a
simple way as a ratio of the number of independent words
to the number of simple sentences, since the fewer words are
included in one sentence, the more frequent the sentences
are (subsequently, the thoughts) [65]. It was revealed that
the tempo of speech-thought in a fairy tale is 2.39, and in a
scientific text — only 0.42 [3]. This means that speech and
action in a fairy tale unfold almost 6 times as fast. And this
is understandable: in a fairy tale, thoughts and statements
expressed are simple in structure, and therefore faster, easier
to construct in a dynamic sequence; in a scientific article,
the structure of a speech-thought is much more complicated,
so consciousness channels pass the units of such speech-
thought slower [66].

It is logical to measure the speech coherence coefficient
based on the ratio of the number of prepositions and con-
junctions to the number of separate sentences [67]. Let this
coefficient be equal to unity when one sentence has three
connecting elements (prepositions and conjunctions) [3]:
K,=(P+C)/(3N), where P is the number of prepositions, C is
the number of conjunctions, N is the number of separate sen-
tences. It was found that the text of a fairy tale has coherence
coefficient 0.77, and the text of a scientific article — 3.0, that
is, coherence in the second text is 3.9 times stronger than in
the first one [3].

The concept of language synthetics is determined as
M/W, where M is the number of morphs in a certain seg-
ment of the text, W is the number of words in this text [68].
Languages with index from 1 to 2 are considered analytical,
from 2 to 3 — synthetic, and 3 or more — polysynthetic [69].
The Vietnamese language has the lowest magnitude — 1.06,
that is, there are 196 morphs per 100 words, the Eskimos
language has the highest magnitude — 3.72, that is, there
are 372 morphs per 100 words [3]. English has an indica-
tor of 1.68, Russian — 2.33[3]. Based on the synthetics
index, analytical languages include Vietnamese, Chinese,
Persian, Italian, German, and Danish; synthetic languages
include Ukrainian, Russian, Sanskrit, Lithuanian, Czech,
Polish, Yakut: polysynthetic languages include Eskimos,
Tubal-American, Iberic-Caucasian [69]. Due to the increas-
ing availability and spreading of text documents in the
electronic form, the importance of using automatic methods
for analysis of the documents’ content increased [70]. It is
possible to consider that text analysis includes the tasks of
documents’ classification and clustering by various criteria,



for example, genre, epoch of writing, format (novel, essay,
sketch), emotional coloration, style of speech, as well as task
of determining the author of the text [71]. With the simpli-
fication of access to different data, expanded data search,
copy, and distribution capabilities in networks, the task of
authorship attribution is becoming even more urgent [72].
Similarly, the issues related to authorship attribution are
important in linguistic, historical and forensic studies [73].
The availability of electronic devices makes it possible to
push back the authorship attribution with the involvement
of a large number of experts, to accelerate and simplify this
process through its automation [74]. The notion of the au-
thorship attribution is defined as the process of finding the
author by many general and private features of a text that
constitute the author’s style [75].

In the existing systems of text authorship attribution,
statistical methods based on the search for the “author’s
invariant” enjoy popularity [76]. The “author’s invariant”
characterizes the language peculiarity (lexical, grammatical,
phraseological and other) of a text [77]. An invariant can
include: proportion of vowels or consonants, frequency of
using a certain part of speech, probability of transitions from
one part of speech to another, “favorite” words, information
entropy and so on [78]. In paper [3], the statistical method for
determining the author and the genre of text based on the dis-
tribution of frequencies of letter combinations (n-grams) was
proposed. The method showed decent results for the works of
Russian literature [79]. However, the accuracy of the statis-
tical methods for authorship attribution relies heavily on the
specifics of the used data: on the language, on which the texts
are written [80], on the style of speech of the text [82], and,
above all, on the lengths of texts under research [83]. Because
of this, it is difficult to conclude about the accuracy of this
approach for the data of another nature. For this reason, the
purpose of this work was to analyze the applicability of such
mathematical apparatus as the distribution frequencies of let-
ter combination for different languages in solving the problem
of identification of the authorship of texts of different lengths
and written in different styles of speech [84].

Calculation of the distance between the corresponding
vectors is used as the criterion of proximity of two texts [85].
The sets of parameters and speech coefficients are represent-
ed as normal vectors in the n-dimensional Cartesian space
from coordinate origin [86]. Then the distance between the
texts is the usual Cartesian distance between the ends of
the corresponding vectors. This norm distance is an integral
characteristic of text differences [87]. And the texts with
a large distance are highly likely to belong to different au-
thors. Thus, in order to compare the authorship of two texts,
it is enough to compute the parameters and determine the
distance for them [88]. To associate a text with the author,
the vectors the author’s parameters and of the text are com-
pared, that is, actually, two texts are compared again — a
text, the author of which is known (the reference text), and
the text, the authorship of which is necessary to identify,
confirm or refute (analyzed/ researched text) [89]. The vec-
tors of formal parameters that recognize not specific authors
(or groups), but rather distinguish certain characteristics
of authors (for example, educational level) are construct-
ed [90]. In most cases, according to [91], statistic charac-
teristics are selected as characteristic parameters of a text:

— the number of applications of certain parts of speech,
some specific words, punctuation marks, phraseological
units, archaisms, rare and foreign words [92];

— the number and the length of sentences (measured in
words, syllables, and signs), average sentence length [93];

— the number of notional and functional words [94];

— vocabulary volume, ratio of the number of verbs to the
total number of words used in a text, etc. [95].

The main problem of the formal methods for author-
ship analysis is to select the parameters and speech coeffi-
cients [96]. There are a number of formal statistical char-
acteristics of the texts unsuitable for the identification of
authorship because of one of the two shortcomings [1-7, 97]:

— Lack of stability. The scatter of parameter values for
the texts of the same author is so large that the ranges of
possible values for different authors intersect [99]. Obvi-
ously, this parameter will not help distinguish between the
authors, and when used as a part of the parameter group, will
only play the role of additional information noise [100].

— Lack of the distinguishing ability. The parameter can
accept close values for all or most authors, because its values
are determined by the properties of the language, in which
the texts are written, rather than by the individual features
of the author of a text [101]. That is why parameters must be
previously studied in terms of stability and distinguishing
ability, preferably in the texts of a large number of different
authors [102].

In articles [1-7], the following conditions of applicabil-
ity of formal speech coefficient of the author’s style were
separated:

— Mass character (the use of those characteristics of
the text, which are poorly controlled by an author at the
conscious level to eliminate the possibility of conscious dis-
tortion by the author of his characteristic style or imitation
of the style of another author) [103].

— Stability (retaining a constant value for one partici-
pant, but some deviation of values from the mean should be
rather small) [104].

— Distinguishing ability (takes substantially different
values for different authors, that is, exceeds the fluctuations
that are possible for one participant) [105].

It is very difficult to choose speech coefficients and
parameters that are sure to distinguish between any two au-
thors [106]. Whatever the parameters are, there is always the
possibility that two or more participants are close by these
parameters due to random coincidence [107]. That is why in
practice it is sufficient for a parameter to make it possible
to distinguish between different subsets of authors, that is,
there should be quite a large number of subsets of the au-
thors, for who mean values of the parameter are significantly
different [108]. The parameter, obviously, will not help dis-
tinguish between the authors’ texts from one subset, but will
enable us to distinguish confidently between the texts of the
authors that got in different subsets [1-7]. It is possible to
distinguish between the texts of the authors of one subset
by using simultaneously a rather large vector of parameters
that are different by nature — in this case, the probability of
random coincidence will be noticeably smaller. For confident
output of the texts, for which the formally calculated dis-
tance is small, it is necessary to conduct additional research
by expert methods, for example, analysis of key and/or stop
(auxiliary) words [1-7].

Thus, there is a need to conduct the research in this
direction due to the lack of practical experiments for iden-
tification of the author’s style for Ukrainian scientific- tech-
nical texts. Recently, many systems have been developed to
solve the problem of plagiarism as copyright. When it comes



to re-writing, it is quite difficult to solve such a problem
for the Slavic languages due to the existence of a large set
of synonyms and the possibility of restructuring sentences
using other endings. This issue does not apply to the use of
auxiliary words, as most people do not even pay attention to
them in case of plagiarism. That is why this encourages the
exploration of the problem of the author’s style identification
to determine the degree of belonging of a particular text to
a particular author.

3. The aim and objectives of the study

The aim of this study is to develop the method for auto-
matic text content authorship attribution based on statisti-
cal analysis of N-gram distribution.

To achieve the set aim, the following tasks were to be
solved:

—to develop the quantitative method for identifying the
potential author of a text from a set of possible ones comparing
the results of analysis of the reference text with the studied text;

— to develop content-monitoring software to determine
the author in the texts in the Ukrainian language based on
the linguo-statistical analysis of the reference text content;

— to obtain and analyze the results of the experimental
approbation of the proposed content monitoring method to
determine the author of scientific texts of technical profile in
the Ukrainian language.

4. Quantitative method

The quantitative method for identification of the poten-
tial author of a text from a set of possible ones is based on
comparison of the results of analysis of the reference text
with the studied text.

Linguometry is the field of applied linguistics that de-
tects, measures, and analyzes quantitative characteristics of
the units of different language or speech levels [3]. Using the
apparatus of mathematical statistics, linguometry participates
in solving the following problems of linguistics, as creation of:

— dictionaries (including frequency and statistical) and
comparison;

— automatic dictionaries, thesauruses;

— systems of transcripts;

— methods and means of automatic language determining;

— methods and means of information search, etc.

Each language has its own statistical parameters, and
knowledge of the frequency of occurrence of letters and
their combinations (2-gram, 3-gram, 4-gram) of a particular
language makes it possible to identify it automatically. For
example, for Ukrainian texts, it was found that statistical pa-
rameters of styles can be frequencies of vowels, consonants,
spaces between words, as well as soft and sonoric groups of
consonants [3]. We will show how to evaluate the speech of
a certain author taking a particular passage of his work [77]
with the help of a certain reference — for example, the data
on the frequency of the letters of the Ukrainian language.
Consider two passages of a technical text in Ukrainian,
presented in the format, where the letters are arranged in
the order of descending frequencies of their occurrence in
the passage (frequencies are presented in Table 1), and small
and capital letters are not distinguished. We will find the
type of correlation of the letters of the passages [76] and the

standard [77], and the results proving these conclusions will
be presented, in particular, in a graphical form.
Table 1

Frequencies of letter occurrence in reference passage and in
studied passage

Erequency of | Absolute | Relative | Absolute frequen-
using the letters| frequen- | frequen- | frequen-
Letter |of the Ukrainian| cy of cy of cy of | cy Of.
language (refer- | letters in | letters in | letters in | 1orers It
guage ( Passage 2
ence sample) |Passage 1|Passage 1|Passage 2

«» 0.133 80 0.14 82 0.15
O 0.082 37 0.07 41 0.08
a 0.074 43 0.08 31 0.06
H 0.068 33 0.06 30 0.06
u 0.054 27 0.05 27 0.05
B 0.047 29 0.05 19 0.04
T 0.046 25 0.04 20 0.04
e 0.038 26 0.05 45 0.08
p 0.036 15 0.03 16 0.03
c 0.033 22 0.04 27 0.05
M 0.031 10 0.02 13 0.02
K 0.031 22 0.04 20 0.04
1 0.028 17 0.03 30 0.06
I 0.028 16 0.03 4 0.01
y 0.025 19 0.03 14 0.03
il 0.025 1 0.02 21 0.04
q 0.024 15 0.03 6 0.01
3 0.018 9 0.02 8 0.01
6 0.016 7 0.01 5 0.01
q 0.015 5 0.01 11 0.02
r 0.012 4 0.01 6 0.01
10 0.012 2 0.00 2 0.00
6 0.011 7 0.01 5 0.01
X 0.01 4 0.01 7 0.01
i 0.009 7 0.01 1 0.00
K 0.007 3 0.01 7 0.01
i 0.007 4 0.01 6 0.01
Jiii 0.005 3 0.01 2 0.00
11 0.004 3 0.01 1 0.00
[O) 0.003 1 0.00 0 0.00
others 0.0605 51 0.09 34 0.06

The following data were entered in Table 1 for con-
venience: frequency of using the letters of the Ukrainian
language, absolute and relative frequencies of using the
letters in studied Passage 1 by Author 1 [76] and Passage 2
by Author 2 [77]. Note that Passage 1 contains 556 charac-
ters, Passage 2 contains 541 characters. Note that the term
“others” in the column of letters contains authentic letters
for the Ukrainian language (i, €, r, i), which are less used
in most technical texts. This makes it possible to achieve
certain independence in analysis. Show the obtained results
graphically in Fig. 1.

The graphical representation of relative frequencies of let-
ters’ occurrence in the passages gives a convincing answer to
the question which of the passages is written by which author.

1-gram distribution in the works is different. 3-gram
analysis gives the optimal indicators of text research [3]. This
will be checked at the following stages of research. There is
an abrupt jump in relative frequency of occurrence of letter



“e” for Passage 2 relative to the reference values of Reference
passage 1 [77] (Fig. 2), so we will assume that it is more likely
that Reference passage 1 was written by the author of Passage
1[76]. We will also give numerical values for the correlation
of letters’ frequency in the Passages and in the Reference pas-
sage. Find two correlation factors: for the reference passage
and for Passage 1[76] and for the reference passage and Pas-
sage 2 [78]; the factor that is closest to unity will indicate the
greater probability of belonging to the corresponding passage
to the reference passage. Calculations of the correlation factor
for the reference passage and Passage 1 give R, p1=0.962716,
and correlation factor for the reference passage and Pas-
sage 2 — R,p»=0.909958. Similarly, the values of relative
frequencies in Reference passage 2 and Passages 1, 2 in Fig. 3
are substantially different, so it is likely that the author of
Reference passage 2 [75] is not the author of Passages 1, 2.

The obtained values of the factors, as well as analysis of
graphic results, suggest that the probability of belonging of
Passage 1 [76] to Reference passage 1 [77] is higher than for
Passage 2 [75].

0.16 . —e—Reference passage
0.14 %
0.12
0.1 -
0.08
0.06 -
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<>0aHMUBTEpPCMKIAYNA304robdxuxidimumd...

= Passage |

+ Passage 2

B s A A N S i

Fig. 1. Graphical representation of relative frequencies
of letters’ occurrence in the reference passage and in the
studied passage

0.16
0.14
0.12
0.1 -
0.08 -
0.06
0.04
0.02

<> o a H " B T e D c
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Fig. 2. Graphic representation of relative frequencies of
occurrence of ten most frequent characters in Reference
passage 1 and in the studied Passages 1, 2, including spaces
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0.25 4
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=+ Reference sample —=—Passage 1 ---a---Passage 2

Fig. 3. Graphic representation of relative frequencies of
occurrence of ten most frequent characters in Reference
passage 2 and studied Passages 1, 2, including spaces

5. Content-monitoring software to identify the author in
Ukrainian language texts

To achieve the aim of the research, the system with the
possibility to choose the language/languages of the analyzed
content, which is realized at the Web-resource Victana, was
developed. For qualitative and effective content analysis,
when determining the degree of authorship of a particular
person, we propose to analyze the reference text and the
studied one at several stages:

— linguometric analysis of coefficients of diversity of the
author’s speech (alg. 1);

— stylometric analysis (alg. 2);

— analysis of set expressions (alg. 3);

— linguistic analysis via N-gram (alg. 4).

At the Web-resource, there are the following fields for
linguometric analysis (Fig. 4):

— Characters. (The input text must contain not less than
100 and not more than 10,000 characters.) — the maximum
size of content is set.

— Content — the field where the studied text is copied
from the buffer.

— Calculate — calculation run.

— Clear — clear the input data.

Algorithm 1. Linguometric analysis of the text for author-
ship attribution

Step 1. Checking the text length — the excess is removed.

Step 2. Determining the number of sentences.

Step 3. Clearing the studied text (figures, special char-
acters).

Step 4. Determining the total number of the words in
text NV.

Step 5. Determining the number of words W.

Step 6. Determining the number of prepositions Z.

Step 7. Determining the number of conjunctions S.

Step 8. Calculation of author’s speech coefficients

Step 9. Results output to the end user (Table 2, Fig. 4).

Table 2
Example of calculations of author’s speech coefficients
No. Coefficient Input data Calculation
Coefficient of lexical W=184 _
1. diversity: Kj=W/N N=295 K;=0.62372881355932
Coefficient of syntactic| P=18 _
2 complexity: K=1-P/W| W=184 K=0.90217391304348
Coefficient of speech 7=20
3. coherence: S5=28 K.=0.88888888888889
K~(Z+S)/(3*P) P=18
Exclusiveness index: | Wi=141 -
4. L= W1/ W W=184 1,,=0.76630434782609
Concentration index: Wiop=2 -~
5. Tu=Wio/ W W=184 1,;=0.010869565217391

There are the following fields for stylometric analysis at
the Web-resource (Fig. 5):

— Reference text is the field where the Reference text is
copied from the buffer.

— Choose Passage 1 (2, 3) — open the access to the passages.
The access to the following passage is only after activation of
the access to the previous one. The access is opened sequentially
from the smaller to the larger number.

— Passage 1 (2, 3) is the field where the text of the corre-
sponding passage is copied.
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Fig. 4. Example of the result of using linguometric analysis

The input text should have not less than 100 characters.
(Now 0) — After the calculation run, the actual number of char-
acters of each passage separately will be computed and shown.

— Calculate — calculation run.

— Clear — clearing the input data.

Algorithm 2. Stylometric analysis of the text for author-
ship attribution.

Step 1. Checking the lengths of the reference text and of
selected passages and bringing the length of the reference
text to the minimum of the checked texts.

Step 2. Clearing the reference text from special charac-
ters and others.

Step 3. Determining the number of words in the refer-
ence text.

Step 4. Determining the number of stop-words (prepo-
sition+conjunctions+particles) in the text of the reference
sample (Fig. 6, 7).

Step 5. The length of Passage 1 is not more than the
minimal text.

Step 6. Clearing Passage 1 from special characters and
others.

Step 7. Determining the number of words W1 for Passage 1.

Step 8. Determining the number of stop-words (preposi-
tion+conjunctions+particles) in the text.

Step 9. Preparation of separate arrays (passage and refer-
ence text) for the calculation of correlation factor (Fig. 7).

Step 10. Click the function for calculation of correlation
factor.

Step 1. Generation of the array for formation of the
graphic image of the relative frequency of occurrence of stop-
words in Passage 1 and in the reference sample.

Step 12. Click the function for calculation of the diagram
of RF (Fig. 8).

Step 13. Click the function for calculation of correlation
factor for Passages 2 (3) for each of auxiliary words.

Step 14. Form the words of the Swadesh list from the di-
rectory, determining the number of words from the Swadesh
list in the text of the passage (for the reference text and
selected passages — Table 3).

Step 15. From the lists common for the Reference sample,
Passages 1-3 and the Swadesh list.

Step 16. Research results are displayed on the screen
(Table 4).

For automated text processing, not only the frequency of
occurrence of a particular category in the text is important,
but also its presence in the studied text. Quantitative count-
ing makes it possible to draw objective conclusions about the
orientation of the materials by the number of using the units of
the analysis (key quotations) in the studied texts. Qualitative
analysis does the same, but as a result of studying whether
(and in what context) some important, original category is
found in general. Summing up, it should be noted that the use



of content-analysis for the creation of information systems
makes it possible to catch the prevalence of a particular feature
of the studied totality of texts. In this case, not absolute, but
rather relative value of the feature, that is, the characteris-
tic of its place (fraction) among other features is important.
Measurement of the ratio between the features in the texts
gives empirical material to understand the functional relations
between the elements of reality displayed in texts. In the pres-
ence of texts that have a chronological sequence, it is possible
to have a number of time-fixed portraits of the studied reality,
which makes it possible to put forward the hypotheses of pre-
dictive nature about functioning of the elements of the system.
For example, frequency characteristics of a text (the ave-
rage sentence length) may indicate certain specificity of intel-
lectual abilities of a person in terms of verbal representation
of thoughts. Determining the average sentence length, it is
possible to characterize a change in the emotional state of an
individual.
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Fig. 5. Example of input data for stylometric analysis

CUCTEMH HA OCHOBI KONABOPATHEHO! MNLTPALLT TA MACHINE

The choice of analysis of the vocabulary variant in con-
text dependence is one of the most significant and powerful
in psycholinguistic diagnostics. Due to the established
coefficient of vocabulary diversity (Table 5) in the speech
of a person, it is possible to identify psychopathology, for
example, schizophrenia, as well as a tendency to it.

Another criterion of language competence is a verb
coefficient (aggressiveness). The essence of this coefficient
is the ratio of the number of verbs and verb forms (partici-
ples) to the total number of all words. Like in psychology,
a high coefficient of aggressiveness indicates a possible
high emotional tension of an author, which is reflected in
the text by manifestations of a change in the dynamics
of events and other characteristic features. Coefficient of
logical coherence is also calculated from the formula of the
ratio of the total number of functional words (conjunctions,
prepositions and particles) to the total number of sentences.
At magnitudes within unity, rather harmonious relations
between functional words and
syntactic constructions are
ensured. Embolus coefficient
(med. embolus — a blockage
of a blood vessel), or speech
“contamination” is the ratio
of the total number of embo-
li (words that do not carry
semantic load) to the total
number of words in a sentence.
The structure of the emboli
includes exclamations (nu-
nu, ha-ha, ehe, zh, oi, etc.),
vulgarisms (rough vocabu-
lary), and unnecessary repeti-
tions. The embolic coefficient
demonstrates the peculiarities
of verbal intelligence and the
emotional state of a speaker/
author of the text. It can also
give an idea of the general cul-
ture of speech. Even taking
into consideration the fact that
a belle-letter text is generally
considered to be androgenic
and is a weave of subordina-
tion functions — the qualities
of the author’s “I”, which are in
some way graded depending on
the characterological profile of
a particular author. In other
words, the text of the origi-
nal and the text of the transla-
tion depend on their authors.

There are the following
fields for analysis of set ex-
pressions in the Web-resource
(Fig. 9):

—enter the number of
. phrases to be displayed on the

3 screen (10; 100) — so many
word combinations will be dis-
played on the screen after cal-
culation;

—select Passage 1 (2, 3)
— open the access to passages.
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Access to the next passage is only after activating the access
to the previous one. Access opens sequentially from a smaller
number to a larger one. (Not implemented — only one pas-
sage is analyzed);

— passage 1 — the field where the text of the corre-
sponding passage is copied,;

— used: 57 % The input test must contain not less than
100 characters. (Limit: 4000) — analysis of the text size.

— calculate — run calculation.

— clear — input data clearing.

Algorithm 3. Quantitative analysis of set expressions.

Step 1. Clearing the obtained content from special
characters and others.

Step 2. Form the list of blocked words from the data-
base depending on the chosen language of the context.

Step 3. Preparation to the formation of the arrays of
double word combinations and all words. The array at the
input: clue — figures, meanings — text, split into sentences
(divider dot). The words are compared with the database
of the given keywords and by the rule, described in the
database, it brings the given word to the word base if it
itself is not the word base.

Step 4. Determining set expressions by the FREG
method: to obtain the absolute frequency of word combi-
nations (Fig. 10).

Step 5. Determining set expressions by the ¢-test
method: P(W1)*P(W2) accounting not only the pairs,
but also the frequency of using separate words (those that
make up the pair).

Step 6. Determining set expressions by the
LR method.

Table 3

Passage 1 words: 153. Reference text words: 153

Step 7. Determining set expressions by the

X2 method (Table. 6). 1

Step 8. Research results are displayed on |,

the screen.

If a word is missing in the database, it is

added automatically. For this word, a moder-

Word [AF RF Part of |AF ref-| RF in reference
speech | erence text
B | 5 0.032679738562 Pr&ﬂf" 5 | 0.032679738562
Con-
a | 2]0.0130718954248|. ~°" 2 10.0130718954248
junction
ne | 1 ]0.0065359477124| Particle | 1 |0.0065359477124
1 |16]0.1045751633987|. €% | 16 [0.1045751633987
junction
s | 7 ]0.0457516339869 PTSEZS“ 7 0.0457516339869
3 | 210.0130718954248 P";‘;ff" 2 0.0130718954248
& | 1 ]0.0065359477124 | Particle | 1 |0.0065359477124
i |3 0019607843137 | Co™ 3 | 0.019607843137
junction
raox| 2 |0.0130718954248 | €O 2 10.0130718954248
junction
vos | 2 [0.0130718954248 | Particle | 2 |0.0130718954248
v | 1]0.0065359477124 Prteigff" 1 |0.0065359477124
Con-
mo | 1 ]0.0065359477124. =" 1 ]0.0065359477124
junction
sa | 1]0.0065359477124 Prteif(’;’f" 1 ]0.0065359477124
Ypueok 1 cnis: 3046. Etanonauii Texert cnin: 24635,
Cron-cioso AH BY YHacTina Mosn AY eran. BY & cranoui
158 05187130663 1648 Croayinms 167 06T TARATETOIR26
149 | D04R916611950008 Tpuiicryng 113 (L04584 | TRAYE9RSR
B 126 | 0042350623 T688TT TpuitmcHng 198 DORN3245436 10548
a 44 00144451 73008687 Cl!o,'ry‘mnx 53 MO21501014 198783
i 99 003250164 1497045 CIID.II)“NIMK 72 0.02920892494929

ator needs to describe the rule of bringing the

d t th d b for 33 0.010833880499015 Tpriisenmnig 8 0.0032454361054767
word to the word base. - —
. oo . and 136 | 0.044648719632305 C 13 0.0052738336713996
When identifying the author of a text, it |* ol Bvogia DS R St e P e B (e S b T
is assumed that the text reflects the individ- ans 166 | 0.054497701904137 Mpriismeniig 183 0.074239350812779
ual manner of author’s writing, which makes 1o 33 | DO10833880499015 Tpuiimestin 9 0.0036511156186613
it possible to distinguish it from others. To e 10| DO032829940906106 YacTra 249 0.011 764705882353

compare the texts with each other, it is nec- win

14 0004596191 7268549 Mpuiisennig 42 0.017038539553753

essary to compare a text with some numerical 10

31 (010177281 680893 Mpriiscamms 70 02R39756592292]

characteristic that would be close to the texts

Siegied I e I s e — 0.00081135902636917
Of the same author, and would be substantially [ 6 | D.0D19697964543664 Moot || 2 0.000811 35002636917
different for the works by other authors. Sucha |0 3 | 000065659881812213 | Yacria 38 0.015415821501014

characteristic can be the density of distribution
function (DDF) of letter combinations from

4% D.015758371634931 Tpniivenung 37 Q01501014 198783

. i 9 (002954694681 5496 Hactea 13 0064908722 1009533
three consecutive characters (3-grams). The
. . .. a I 5
DDF is deﬁned as a set Of emplrlcal frequen— Ha 128 | 0.042022324359816 Mpriiscaig 120 D0486K15415821
cies of using the letters or their combinations. [ #we S| R LA 10 RO ETASIdIsoN
When analyzing the text using the DDF, the | 33 | 0010833880499015 Yactia 37 00150101 4198783
inclusion of punctuation marks, spaces and fig- 10 1| 000032829990006106 | Yacra 6 0.0024340770791075
ures is not taken into consideration. The task T 13| 00042678923177938 Uncria 9 0.0036511156186613
of identification of the author of an unknown |, 16 | 0.005252790544977 Cronyag 64 0.025963488843813
text in terms of the DDF is stated as follows. npn 7 | 00022980958634274 Mpsicnme | 23 0.0093306258032454
There is a set of texts, which contains works A~ I ¢ 16 | 0.005252790544977 Croyuni 5 0,0020283975659229
by well-known authors. Let us assume that K,
. RO 4 0.0013131976362443 Crnoayunig 25 Q01014 1987829615
is the amount of content by the a-th author, N; ,
| HE 1 U O003ZE29940906 16 Yacrra I 0044624 746450304

is the number of characters in the i-th content

of the a-th participant, i=1, ..., K, All the texts
in this set are given in the DDF form.

Fig. 6. Example of the result of application
of stylometric analysis for Passage 1
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Fig. 7. Example of the result of application of stylometric analysis for Passage 2

Table 4

Common words for Reference sample, Passages 1—3 and
Swadesh list: 8. It is 26.67 % of the total number of words: 30

No |Common| AF Rs;f;glf‘:e Passage 1|Passage 2|Passage 3
1 B 5 0.167 0.167 0.167 0.167

2 e 1 0.033 0.033 0.033 0.033
3 Ta 16 0.533 0.533 0.533 0.533
4 3 2 0.167 0.167 0.167 0.167

5 KOJIO 1 0.033 0.033 0.033 0.033

6 i 3 0.1 0.1 0.1 0.1

7 y 1 0.033 0.033 0.033 0.033

8 110 1 0.033 0.033 0.033 0.033

The DDF of the content, the volume of which is equal
to Nig, is assigned as the set of values fi,(j)=k;/Niq, k;
is the number of using N-grams by number j. Argument

j=1, ..., a(n,M), corresponds to the number of the letter com-
bination (N-gram) at the alphabetical order, where M is the
capacity of the alphabet of the language of the written text,
n is the number of N-gram, that is the number of characters
in the letter combination. a(n, M)=M" is the number of
N-grams in the given alphabet. Each author is identified with
his averaged weighed DDF according to formula

1 &
f:a (]) = Fzﬁ,aNi,a'

a i=1

These DDF are the author’s references. To compare two
texts, or a text and the author’s reference text, one must
assign the distance between the corresponding distribution
functions. The norm in the space of functions as summands
is used as distance metrics. Thus, for example, distance pg ,
between the DDF of an unknown text fy and any author’s
DDF F, is calculated as follows:



Do = “fo -F,

=ag)|ﬁ)(j)—Fa(j)|-

Table 5

Coefficients of frequency characteristics of a text

Coefficients

Formula

Vocabulary diversity

Kvncah. diversity=different WOI'dS/2Na11 words

Verbs (aggressiveness)

Kverb=verbS/Nall words 100 %

Emotiveness of a text Kigjeer.—adjectives /2Ny words

Logical coherence Kiog.coher=auxiliary words/3Npeq

Kemb.=emb01/Nall words 100 %

Embolus (contamination)

Accordingly, text “0” will belong to the author, the dis-
tance of which to the DDF will be the shortest. In solving
the classification problem, the dataset was not split explicitly
into the test and training sets. Weighted average DDF were
constructed throughout the set of the content of one author.

The distance from content i to specific author a was calcu-
lated as:

I£.. -,

Pis="—
v Nia
- /va

The formula makes it possible to exclude participation of
the DDF content i in the average DDF of a specific author. In
the Web-resource, there are the following fields for N-gram
analysis (Fig. 11):

— Choose the language of the text — language of the text
for analysis (research). By default, “Ukrainian”.

— The number of grams — the number of characters in the
gram. By default, 3. It can be changed for 1, 2, 3, 4.

— Text limitation in characters.

— Text is the field, where the studied text is copied from
the buffer.

— Generate — to run N-gram generation.

— Clear — clearing the entered data.
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Fig. 8. Example of the result of stylometric analysis for Passages1—3
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Table 6
The list based on rating frequency of set expressions occurrence for article 1, word combinations: 45. Total number of words: 108
No FREG t-test LR X2
Word combination | AF RF Word combination t Word combination logl. | Word combination e 2
1 | system electronic | 4 | 0.088889 | system electronic |1.822222 |information technology| 5.03e—1 | decision making |45.000000
2 |information system| 4 | 0.088889 electronic 1.578091 | intelligent system | 2.13e—1 | system electronic |45.000000
content-commerce
3 clectronic 3 | 0066667 | section scientific |1.319933 | information system | 8.36e—2 | €lectromiccon= .y g q40q
content-commerce tent-commerce
4 | section scientific | 2 | 0.044444 |information system | 1.222222 portal scientific 5.58e-2 | section scientific |29.302326
5 | portal scientific | 1 |0.022222 | decision making | 0.977778 | course technology |3.31e-2 | course technology |21.988636
6 | intelligent system | 1 | 0.022222 | course technology | 0.955556 storage data 3.31e-2 storage data 21.988636
7 | decision making | 1 | 0.022222 storage data 0.955556 decision making 8.27¢-3 | portal scientific | 14.318182
8 | course technology | 1 |0.022222 | portal scientific |0.933333 |  section scientific 1.89e-3 | information system | 5.848550
9 storage data 1 10.022222 | intelligent system | 0.777778 electronic 1.55e—4 | intelligent system | 3.579545
content-commerce
go|  information iy o099y | information ) cagag | Gystem electronic | 137c-6|  information 1.890409
technology technology technology

Algorithm 4. Linguo-statistical analysis of N-grams of

the text.

Step 1. Clearing the studied text (figures, special char-

acters).

Step 2. Calculate the number of the words in the text
Step 3. All three words in the text are put into lower case.

Step 4. Delete spaces.

Step 5. Depending on the chosen language, substitute the

appropriate alphabet.

Step 6. Depending on the established number of grams,
run the appropriate function, which calculate all possible
variants of grams and stores them in the array.

Step 7. Next, run the function of calculation of the num-
ber of occurrence of words.

Here, we calculate relative occurrence frequency and
store in the array: the sequence number of the gram, the
gram itself, the number of occurrences of this gram, relative
frequency of occurrence of this gram.

Step 8. The next function forms the array for export-
ing to the CSV file, obtained in the previous function.
This file is stored on the server. It can be downloaded to
the user’s (researcher’s) computer by the link, which will
be accessed after generating the form with the research
results.

Step 9. Research results are displayed on the screen (only
the grams found in the text).

Step 10. Access to the export file is opened.

Step 11. The summarizing results are displayed:

— alphabet size;

— number of words in the text;

— number of characters in the text with spaces;

— number of characters in the text that was completely
cleared;

— total number of N-grams;

— total number of found N-grams without repetitions;

— total number of found N-grams with repetitions.
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Fig. 10. Example of the result of using analysis of set expressions
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6. Results of experimental testing of the proposed
content-monitoring method for text authorship
attribution

Compare three publications [1, 74, 77] in scientific tech-
nical area based on the linguo-statistical analysis of 3-grams.
Article 1, 2 were written by one team of authors [1, 74],
Article 3 was written by another author [77] (Table 7). The
language of the text is Ukrainian (there are 33 letters in the
alphabet, then the number of all possible N-grams is 35,937).

Table 7
Values of parameters for the analyzed articles 1—3
Parameters Article 1 | Article 2 | Article 3
Total number of N-grams 35,937 35,937 35,937
Total ngmbcr of foqn_d N-grams 4354 4377 3,890
without repetitions)
Total number of fqupd N-grams 99.494 29,862 36,383
with repetitions
Total number of words 5,475 5,358 6,060
Total number of characters in 39792 39,663 47,084
uncleared text
Total number of characters in 99,967 32570 37.062
cleared text

When comparing the articles, we will take into account
only the 3-grams, which were found in the text in three ar-
ticles simultaneously at least one time. That is why for this
specific example, there are in total 2147 3-grams. That is, for
Article 1, we analyze 78.4814 % of 3-grams, for Article 2 —
72.6332 % and for Article 3 — 84.1271 %. Accordingly, the
difference in using the corresponding 3-grams between Ar-
ticles 1 and 2 is R19=56.5254 %, between Articles 2 and 3 —
R»3=69.4271 %, between Articles 1 and 3 — R13=62.9839 %.
These indicators show that the characteristics of Articles 1
and 2 are more similar (Ro3>R19 by 12.9017 %, Ro3> Ry3 by
6.4432 %, Ri3> R by 6.4585 %, that is, R93>R{3>R19), than
the characteristics of Articles 1-3 and 2—3, respectively. The
lower Rj;, the higher the degree of confidence that the arti-
cles were written by the same author. Then Article 1 and 2
are more likely to be written by one author/ team of authors,
than Articles 2-3 and Articles 1-3, respectively. Analyze
the use of separate clusters of 3-grams in corresponding
articles and compare the results obtained. Fig. 12, 13 show
the results of using in Articles 1-3 of 3-grams, which begin
with letter a (occurrence in Articles 1-3 in the range of
6.1125-6.7087 %). Most often, the curves for Articles 1-2
(4.2322 %) and Articles 1-3 (4.197 %) coincide or approach
each other (average divergence 0.02713 % and 0.0269 %, re-
spectively). But not always — there is a coincidence with Ar-
ticles 2—3 (4.6322 %) and there are substantial divergences
(average divergence is 0.02969 %). If we analyze only such
3-grams, it follows that all 3 articles are most likely to have
been written by one author. This is explained by the fact that
this letter is one of the most often used for the formation of
Ukrainian words.

Fig. 14, 15 show the results of analysis of using in Arti-
cles 1-3 of 3-grams beginning with letter 6 (occurrence in
articles 1-3 in the range of 0.48884—-0.77738 %). Most often
the curves for Articles 1-2 (0.594 %), unlike for Articles 1-3
(0.7072 %) and Articles 2—3 (1.1208 %), coincide or approach
each other. But the trajectories of the curve of Article 1 and
Article 3 coincide most often (most likely the articles were

written by one author — average divergence is 0.01809 %,
while for articles 1-2 — 0.0261 % and for Articles 2-3 —
0.02866 %). If we analyze only the 3-grams (which are less
common), it turns out that all Articles 1-2 are more likely to
have been written by one author, and Article 3 — by another
author. This is explained by the fact that this letter 6 is rare in
the formation of Ukrainian words. And some authors use such
words more often because of the habit and /or because of the
subject of their publications (this needs additional research).
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Fig. 13. The graph of the difference of using 3-grams
beginning with letter a
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Fig. 14. Graph of using 3-grams beginning with letter 6
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Fig. 15. The graph of the difference of using 3-grams
beginning with letter 6

Fig. 16 shows the results of analysis of using in Arti-
cles 1-3 of 3-graphs beginning with letter B (occurrence
in articles 1-3 in the range of 4.2622-4.5219 %). Most
often the lines of curves for Articles 1-2 (3.55581 %), Ar-
ticles 1-3 (3.6523 %) and Articles 2—3 (4.1064 %) coincide
or approach each other (average divergence is 0.03067 %,
0.03149 % and 0.0354 % respectively). According to these
data, all three articles are most likely to have been written
by one author.

Fig. 17, 18 show the results of analysis of using 3-grams
beginning with the letter r (occurrence in articles 1-3 in the
range of 0.7493-1.4544 %) in Articles 1-3.
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Fig. 17. The graph of using 3-grams beginning with letter r
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Fig. 18. The graph of the difference of using 3-grams
beginning with letter r

Most often the lines of curves for Articles 1-2 (0.6551 %),
unlike Articles 1-3 (1.309 %) and Articles 2—3 (1.3451 %),
coincide or approach each other. But the trajectories of the
curves of Article 1 and Article 2 coincide most often (most
often they are written by one author, average divergence
is 0.02047 %, while for articles 2—3 it is 0.04203 %, for ar-
ticles 1-3 — 0.04091 %). If we analyze only such 3-grams
(which are less common), it turns out that Articles 1-2 were
written more likely by one author, Articles 2—3 and Arti-
cles 1-3 were definitely written by different authors.

7. Discussion of results of research into the authorship
attribution in Ukrainian-language texts based on the
technology of statistical linguistics

According to the data in Table 8 and Fig. 19, a part of the
letters in the Ukrainian language are most often used, the
others are used much more rarely. For most used letters, the
frequency of occurrence of 3-grams with such initial letters
will have almost the same distribution (peak values in the
graph in Fig. 19), while for other letters, the distribution will
not be the same.

Therefore, it is advisable to investigate only trigrams for
the beginning letters, which are less common in texts of a
specific language in order to determine the degree of belong-
ing of a text to a particular author (for example, Fig. 20, 21).
Thus, for the 3-grams beginning with letter € (occurrence in
articles 1-3 in the range of 0.2517 —0.707 %), most frequently
the curves for Articles 1-2 (0.2508 %), unlike for Articles 1-3
(0.6077 %) and Articles 2—3 (0.5443 %) coincide or approach
each other. However, the trajectories of the curve of Article 1

and Article 2 most often coincide (the articles are most likely
to have been written by one author — average divergence is
0.0114 %, while for Articles 2 — 3 — 0.02478 % and for arti-
cles 1-3 — 0.02762 %, this value is 2 times as high).

Table 8
Distribution of frequencies of appearance of 1-grams in
Articles 1-3
Article 1 Article 2 Article 3
No|1-gram
Number| RF |Number| RF [Number| RF
1 A 2,255 [0.075252| 2,698 [0.082837| 2,491 |0.066685
2 b 284 0.009477| 569 |0.017470| 428 [0.011458
3 B 1,654 [0.055196| 1,590 [0.048818| 1,915 |0.051265
4 T 408 10.013615| 373 [0.011452| 651 |0.017427
5 pi 859 ]0.028666| 939 [0.028830( 1,319 |0.035310
6 E 1,404 10.046853| 1,453 |0.044612| 2,090 [0.055950
7 [© 188 10.006274| 165 [0.005066| 347 |0.009289
8| XK 246 10.008209| 210 |0.006448| 176 [0.004712
9 3 623 10.020790| 644 [0.019773| 946 |0.025325
10 U 1,732 10.057799| 1,852 |0.056862| 2,036 [0.054504
1 I 1,789 [0.059701| 1,967 [0.060393| 2,250 |0.060233
12 i 174 10.005807| 217 |0.006663| 270 [0.007228
13| 239 10.007976| 260 [0.007983| 265 |0.007094
14| K 1,279 10.042682| 1,110 |0.034080| 1,453 [0.038897
15| JI 1,116 [0.037242| 927 [0.028462| 906 |0.024254
16| M 808 10.026964| 976 ]0.029966| 1,399 [0.037451
17| H 2,471 10.082460| 2,370 [0.072766| 2,888 |0.077312
18| O 2,824 10.094240| 2,472 |0.075898| 3,870 |0.103601
19| 10 647 10.021591| 825 [0.025330| 1,138 |0.030464
200 P 1,335 |0.044550( 1,722 [0.052871| 1,893 [0.050676
21| C 1,549 [0.051692| 1,327 [0.040743| 1,384 |0.037050
22| T 2,102 10.070146| 1,956 |0.060055| 2,141 [0.057315
23| V¥ 987 10.032937| 960 [0.029475| 1,195 |0.031990
24| O 179 10.005973| 209 |0.006417| 137 [0.003668
251 X 355 [0.011847| 384 [0.011790{ 482 ]0.012903
26| 11 224 10.007475| 334 0.010255| 299 [0.008004
27| 4 459 10.015317| 289 [0.008873| 574 |0.015366
28| 1 117 10.003904| 169 |0.005189| 281 [0.007522
29| 11 95 10.003170f 52 ]0.001597| 128 [0.003427
30| b 498 10.016619| 418 [0.012834| 613 [0.016410
31| IO 156 [0.005206 277 |0.008505| 289 |(0.007737
32| 4 647 10.021591] 681 [0.020909| 864 [0.023129
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Fig. 19. The graph of distribution of frequencies of
occurrence of 1-grams in Articles 1—3

However, often it does not work. Thus, for 3-grams begin-
ning with letter ; (occurrence in Articles 1-3 in the range of
0.3408-0.4738 %), all the curves for Articles 1-2 (0.25 %),
Articles 1-3 (0.2126 %) and Articles 2—3 (0.2302 %) co-
incide or approach each other. Average divergence for Ar-



ticles 1-2 is 0.01786 %, while for Articles 2—3 — 0.01644 %
and for Articles 1-3 — 0.01519 %. It looks like all the articles
were written by one author. Although the trajectories of the
curves in Fig. 22 and the columns of the graph in Fig. 23
show that Articles 1-2 are likely to have been written by one
author and Article 3 — by another.
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Fig. 20. The graph of using 3-grams beginning with letter €
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Fig. 21. The graph of the difference of using 3-grams
beginning with letter €
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Fig. 22. The graph of using 3-grams beginning with letter >
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Fig. 23. The graph of the difference of using 3-grams
beginning with letter >

Check again. For 3-grams beginning with letter 3 (oc-
currence in articles 1-3 in the range of 1.3108-1.973 %),
the curves for Articles 1-2 (1.1879 %), Articles 1-3
(1.3259 %) and Articles 2-3 (1.25 %) coincide or ap-
proach each other. Average divergence for Articles 1-2
is 0.02121 %, while for Articles 2—3 — 0.02232 % and for
Articles 1-3 — 0.02368 %. It looks like all the articles
were written by one author. Although the trajectory of

the curves in Fig. 24 shows that Articles 1 are 2 are likely
to have been written by one author, and Article 3 — by
another one.
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Fig. 24. The graph of using 3-grams beginning with letter 3

For 3-grams beginning with letter i (occurrence in
articles 1-3 in the range of 0.301-0.4319 %), the curves
for Articles 1-2 (0.3352 %), Articles 1-3 (0.3483 %) and
Articles 2-3 (0.3469 %) coincide or approach each other.
Average divergence for Articles 1-2 is 0.01457 %, while for
Articles 2—-3 — 0.01508 % and for Articles 1-3 — 0.01514 %.
It looks like all the articles were written by one author.
Though the trajectory of the curves in Fig. 25 shows that Ar-
ticles 1-2 are more likely to have been written by one author,
and Article 3 — by another.
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Fig. 25. The graph of using 3-grams beginning with letter #

For 3-gram beginning with letter m (occurrence in
articles 1-3 in the range of 2.1681-3.1225 %), the curves
for Articles 1-2 (1.7619 %) and Articles 1-3 (1.8193 %),
unlike Articles 2-3 (2.6606 %), coincide or approach each
other. Average divergence for Articles 1-2 is 0.01936 %,
while for Articles 2-3 — 0.02936 % and for Articles 1-3 —
0.02 %. It looks like all the articles were written by one
author. Though the trajectory of the curves in Fig. 26
shows that Articles 1 and 2 are more likely to have been
written by one author, and Article 3 — by another. Thus,
not only the number of occurrence of trigrams with a cer-
tain initial letter influences the correctness of the result,
but also the frequency of occurrence of such 3-grams.
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Fig. 26. The graph of using 3-grams beginning with letter m



For 3-grams beginning with letter i (occurrence in ar-
ticles 1-3 in the range of 1.8583-2.8092 %), all curves for
Articles 1-2 (1.6619 %), unlike Articles 1-3 (2.1261 %) and
Articles 2-3 (2.5456 %) coincide or approach each other
(Fig. 27). Average divergence for Articles 1-2 is 0.04261 %,
while for Articles 2-3 — 0.06527 % and Articles 1-3 —
0.05452 %. Articles 1-2 were written by one author, and
Article 3 — by another.
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Fig. 27. The graph of using 3-grams beginning with letter n

For 3-grams beginning with letter p (occurrence in ar-
ticles 1-3 in the range of 3.69-4.3802 %), the curves for
Articles 1-2 (3.1902 %), Articles 1-3 (3.4834 %) and Arti-
cles 2-3 (4.3566 %) coincide or approach each other (Fig. 28).
Average divergence for Articles 1-2 is 0.03323 %, while for
Articles 2—-3 — 0.04538 % and for Articles 1-3 — 0.03629 %. It
looks like all the articles were written by one author.
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Fig. 28. The graph of using 3-grams beginning with letter p

For 3-grams beginning with letter y (occurrence in arti-
cles 1-3 in the range of 2.1927-2.7261 %), the curves for Arti-
cles 1-2 (1.7905 %), unlike for Articles 1-3 (1.9443 %) and Ar-
ticles 2—3 (1.9852 %), coincide or approach each other (Fig. 29).
Average divergence for Articles 1-2 is 0.02184 %, while for Ar-
ticles 2-3 — 0.02421 % and Articles 1-3 — 0.02371 %. It looks
like all the articles were written by one author. If the trigram
beginning with the certain letter is used in the text more than
1 %, average divergence during comparison some articles, irre-
spective of the authorship, will be almost the same. Then it is
necessary to take into account only the trigrams that have the
percentage of occurrence less than 1.

For 3-grams beginning with letter ¢ (occurrence in ar-
ticles 1-3 in the range of 0.3069-0.4759 %), all curves for
Articles 1-2 (0.2762 %) and Articles 1-3 (0.299 %), unlike
Articles 2-3 (0.495 %) coincide or approach each other
(Fig. 30). Average divergence for Articles 1-2 is 0.03453 %,
while for Articles 2—-3 — 0.06188 % and for Articles 1-3 —
0.03738 %. It looks like articles 1-2 were written by one
author, similarly, articles 1-3 were written by one author,
and articles 1-3 were written by different authors. But the
trajectory of the curves coincides for Articles 1-2. Though
the frequency of appearance of trigram with the initial letter

@ is less than 1 % in each article (this allowed splitting the
set of potential authors into two subsets), the frequency of
appearance of each trigram beginning with letter ¢ is very
small (8 trigrams out of 333 possible). In comparison with
letter a — 156 trigrams out of 333 possible ones. The best re-
sults are shown by trigrams with a specific initial letter when
their number in within (30.90). These numbers are approx-
imate. To specify their values, when studying scientific and
technical texts in the Ukrainian language, it is necessary
to carry out additional research using a sufficiently large
volume of texts (over 1000) among a large number of au-
thors (over 100) and to have accurate reference sole author’s
texts (with confirmation of their authorship). This is next
to impossible to do, due to the fact that most scientific and
technical literature is co-authored. This imposes subjective
characteristics on the analyzed text.
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Fig. 29. The graph of using 3-grams beginning with letter y
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Check in practice. For 3-grams beginning with letter x (oc-
currence in articles 1-3 in the range of 0.5732—-0.9339 %, the
total of 37 trigrams), the curves for Articles 1-2 (0.5083 %),
unlike Articles 1-3 (0.7957 %) and Articles 2—3 (0.7426 %),
coincide or approach each other (Fig.31). Average diver-
gence for Articles 1-2 is 0.01374 %, while for articles 2—-3 —
0.02007 % and for articles 1-3 — 0.02151 %. Articles 1-2 were
written by one author, Article 3 — by another.
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Fig. 31. The graph of using 3-grams beginning with letter x

For 3-grams beginning with letter 1 (occurrence in
Articles 1-3 in the range of 0.5906-0.829 %, in total



24 trigrams), all curves for Articles 1-2 (0.568 %), Arti-
cles 1-3 (0.4748 %) and Articles 2-3 (0.4416 %), coincide
or approach each other (Fig.32). Average divergence for
Articles 1-2is 0.02367 %, while for Articles 2—-3 — 0.0184 %
and for Articles 1-3 — 0.01978 %. It looks like all the articles
were written by one author.
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Fig. 32. The graph of using 3-grams beginning with letter v,

For 3-grams beginning with letter u (occurrence in ar-
ticles 1-3 in the range of 0.5128-1.3244 %), the curves for
Articles 1-2 (1.0044 %), Articles 1-3 (0.6924 %) and Arti-
cles 2-3 (0.9368 %), coincide or approach each other (Fig 33).
Average divergence for Articles 1-2 is 0.04367 %, while for
Articles 2—3 — 0.04073 % and for Articles 1-3 — 0.0301 %. It
looks like all the articles were written by one author.
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Fig. 33. The graph of using 3-grams beginning with letter u

For 3-grams beginning with letter » (occurrence in
articles 1-3 in the range of 0,9981-1,2848 %, the total of
30 trigrams), the curves for Articles 1-2 (0.6593 %), Arti-
cles 1-3 (0.7326 %) and Articles 2—3 (0.7983 %), coincide
or approach each other (Fig. 34). Average divergence for Ar-
ticles 1-2 is 0.01691 %, while for Articles 2—-3 — 0.02047 %
and for Articles 1-3 — 0.01878 %. Articles 1-2 were written
by one author, and Article 3 — by another. But the values
themselves are boundary because the occurrence of the tri-
gram beginning with letter » in the range of (0.9;1).
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Fig. 34. The graph of using 3-grams beginning with letter b

For 3-grams beginning with letter -t (occurrence in
articles 1-3 in the range of 0.357-0.8258 %, in total 22 tri-

grams), the curves for Articles 1-2 (0.2625 %), unlike Arti-
cles 1-3 (0.667 %) and Articles 2—3 (0.7209 %), coincide or
approach each other (Fig. 35). Average divergence for Ar-
ticles 1-2 is 0.01193 %, while for Articles 2-3 — 0.03277 %
and Articles 1-3 — 0.03032 %. For sure, Articles 1-2 were
written by one author and Article 3 — by another. It is
explained by the fact that we compare two different set of
trigrams with two different initial letters.
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Fig. 35. The graph of using 3-grams beginning
with letters w and w,

For 3-grams beginning with letter 1 (occurrence in
articles 1-3 in the range of 0.2768-0.4939 %), all curves
for Articles 1-2 (0.1558 %), unlike Articles 1-3 (0.2673 %)
and Articles 2-3 (0.2005 %), coincide or approach each
other (Fig.36). Average divergence for Articles 1-2 is
0.0097375 %, while for Articles 2—-3 — 0.01878 % and for Ar-
ticles 1-3 — 0.01671 %. Definitely, Articles 1-2 were written
by one author, and Article 3 — by another. This is explained
by the fact that the frequency of occurrence of such trigrams
is much less than 1 %, to be more exact, even less than 0.5 %.
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Fig. 36. The graph of using 3-grams beginning with letter o

For 3-grams beginning with letter s (occurrence in ar-
ticles 1-3 in the range of 1.4442-1.5541 %, in total 72 tri-
grams), all curves for Articles 1-2 (0.9522 %), Articles 1-3
(0.9361 %) and Articles 2—3 (1.0555 %) coincide or approach
each other (Fig. 37). Average divergence for Articles 1-2 is
0.013225 %, while for Articles 2—3 — 0.01466 % and for Arti-
cles 1-3 — 0.013 %. It looks like all the articles were written by
one author. This is explained by the fact that the frequency of
occurrence of such trigrams is much more than 1 %.

Therefore, we compare the frequencies of appearance of
all the trigrams that begin with a specific letter (Fig. 38, 39).

According to these graphs, Article 1 and Article 2 are
most likely to have been written by one author, although
Article 1 and Article may also have been written by one au-
thor (but this is not the truth). However, articles 2—3 defini/
tely have been written by different authors. Application
of linguo-statistical analysis of 3-grams to a set of articles
will make it possible to form a subset of publications that
are similar by linguistic characteristics. The imposition on



this subset of additional conditions in the form of statistical
and quantitative analyses (sets of keywords, set expressions,
stylometric, linguometric analyses, etc.) will significantly
reduce this subset by specifying the list of the most probable
author’s papers. Thus, the analysis of the content and fre-
quency of occurrence of only functional words will separate
article 1 and 3 in different subsets, articles 1 and 2 will re-
main in the same subset.
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Fig. 37. The graph of using 3-grams beginning with letter s

0.1 — Article 1 — Article 2 Atticle 3
0.08
0.06
0.04 r\ /\
“\\\ QY
0.02 \ v
. |
ab0BraueexsuiidkaMHONPpCTYHXHUymwusbios
Fig. 38. The graph of using 3-grams beginning
with a specific letter
0.08

= |jpl-p2| = |jp1-p3| = ||p2-p3]|

0.07
0.06
0.05

0.04

0.03

0.01
H I' ‘-I o IdliHl-l_I

0

a0BraeexsuiifikaMHONpCTYGXHmummsios

Fig. 39. The graph of the difference of using 3-grams
beginning with a specific letter

This study does not imply solving the task of identifying the
author to the full because the distinction of the author’s traits is
subjective in nature and depends on the limitations imposed on
the author’s creative process. However, as a result, the system,
which implements such methods, can provide recommenda-
tions on the degree of belonging of a text to a specific author.
The testing of the proposed method for identification of the au-
thor’s style for other categories of texts — scientific humanities,
fiction, journalism, ete. requires further experimental research

8. Conclusions

1. The quantitative method for identifying a potential
author of a text from set of the possible ones was devel-
oped based on the comparison of the results of analysis of
the reference text with the studied text. The algorithm of
determining the stop words of the text content based on

linguistic analysis of text content was developed. The algo-
rithm of lexical analysis of texts in the Ukrainian language
and the algorithm of the syntax analyzer of text content
were developed. Its specific features are the adaptation of
morphological and syntactic analysis of lexical units to the
peculiarities of Ukrainian-language words/ texts. The the-
oretical and experimental substantiation of the method of
content-monitoring and determining stop words of a text in
the Ukrainian language was presented. The method is aimed
at automatic detection of significant stop words of a text in
the Ukrainian language due to the proposed formal approach
to the implementation of content parsing.

2. The approach to the development of content monitor-
ing software was proposed to identify the style of the author
in text written in Ukrainian based on Web Mining. The
problem of realization of identification of the author of a text
in the Ukrainian language using reference characteristics of
the author’s speech based on the methods of NLP and sty-
lometry was considered. This is important because the intro-
duction of information technologies of stylometry for textual
content authorship attribution leads to a higher coefficient
of reliability of authorship identification for the studied text.
However, there are objective difficulties, related to the accu-
racy of authorship attribution of a particular person, because
sampling of individual scientific and technical publications
is small (most articles in this field are written by co-authors).
Only taking into consideration their personal characteris-
tics through system learning can significantly reduce the
range of potential authors of a particular technical text. As a
part of the research described in this article, the quantitative
method for automatic textual content authorship attribution
based on statistical analysis of the N-gram distribution was
developed. The system, based on the modern methods of
NLP and stylometry with consideration of the metrics of
evaluation of the analyzed text compared to the reference
text, was developed. In addition, based on the modern meth-
ods of Machine Learning, the developed system learns to
specify the results of text analysis for the authorship degree
compared to the reference sample. This makes it possible to
approach reasonably the determining of the quality of au-
tomatic identification of the author of a scientific technical
text and obtain certain effects from its implementation in
production. In particular, the coefficients of the author’s
speech can be clarified. In short, the algorithms of author-
ship attribution based on modern approaches of the NLP
and stylometry taken together enable us to decrease the set
of potential authors of the studied text. Further analysis of
keywords, use of functional words and set expressions makes
it possible to determine more accurately the degree of be-
longing of a paper to a particular author.

3. The results of experimental testing of the proposed
content-monitoring method for determining the style of an
author of scientific technical texts written in the Ukrainian
language were explored. Typically, the author attribution
systems use plagiarism detection algorithms on copyright
and rewrite metrics. It is necessary only in order to deter-
mine whether a paper was not borrowed in whole or in part.
However, they do not take into consideration the situation
when a paper has not yet been published. The quantitative
content-analysis of the textual content of scientific techni-
cal direction uses the benefits of content-monitoring and
content-analysis of a text based on the methods of NLP,
Web-Mining and stylometry for determining of a set of
authors, whose writing styles are similar to the studied text



passage. This narrows the range of the search at further use
of stylometry methods to determine the degree of belonging
of the analyzed text to a particular author. We performed the
decomposition of the authorship attribution method based
on analysis of such speech coefficients as lexical diversity,
degree (measure) of syntax complexity, speech coherence,
exclusivity index and text concentration index. In parallel,
such parameters of the author’s style were analyzed, as the
number of words in a certain text, total number of words
in this text, the number of sentences, the number of prep-
ositions, the number of conjunctions, the number of words
with frequency 1, the number of words with frequency 10
and more. 3-grams from 3 articles were analyzed as an ex-
ample. For Article 1, 78.4814 % of 3-grams were analyzed,
for Article 2 — 72.6332 % and for Article 3 — 84.1271 %.
Accordingly, the difference in using the corresponding

3-grams between Articles 1 and 2 is R1»=56.5254 %, be-
tween Articles 2 and 3 — Ry3=69.4271 %, between Articles 1
and 3 — R3=62.9839 %. These indicators show that the
characteristics of Articles 1 and 2 are more similar (Ra3>R19
by 12.9017 %, Ro3>R13 by 6.4432 %, Ri13> Ri» by 6.4585 %,
that is, Ro3>Ry3>R;), than the characteristics of Arti-
cles 1-3 and 2-3, respectively. The lower Rj;, the greater de-
gree that the articles were written by the same author. In this
case, Articles 1 and 2 are more likely to have been written by
one author/team than Articles 2—3 and Articles 1-3, respec-
tively. This paper contains the materials from the completed
scientific research in the field of information technology,
related to computer linguistics, artificial intelligence, and
Machine Learning. The obtained results, presented in the
article, give grounds to argue about the possibility of their
implementation in actual industrial production.
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