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1. Introduction

As the world becomes more technological and dependent 
on computers to monitor vital functions or conduct business, 

the importance of ensuring the security of these systems is 
becoming critical in everyday life.

The most volatile aspect of a cyber attack is the attackers 
themselves. Modeling only a network can show its weak-
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The rapid development of com-
puter technology, the emergence of 
modern cyber threats with signs of 
hybridity and synergy put forward 
strict requirements for the economic 
component of national security and 
especially the processes of ensur-
ing the economy cybersecurity. The 
cybersecurity industry is trying to 
meet today's requirements by intro-
ducing new and more advanced 
security technologies and methods, 
but it is believed that such a uni-
versal approach is not enough. The 
study is devoted to resolving the 
objective contradiction between the 
growing practical requirements for 
an appropriate level of cybersecuri-
ty of business process contours while 
increasing the number and techno-
logical complexity of cybersecurity 
threats. Also the fact that threats 
acquire hybrid features on the one 
hand, and imperfection, and some-
times the lack of methodology for 
modeling the behavior of interacting 
agents of security systems should be 
taken into account. However, this 
does not allow timely prediction of 
future actions of attackers, and as 
a result, determining the required 
level of investment in security, which 
will provide the required level of 
cybersecurity.

The paper proposes the Concept 
of modeling the behavior of inter-
acting agents, the basis of which is 
a three-level structure of modeling 
the subjects and business process-
es of the contours of the organiza-
tion and security system, based on 
modeling the behavior of antago-
nistic agents. The proposed meth-
odology for modeling the behav-
ior of interacting agents, which is 
based on the Concept of behavior of 
antagonistic agents, allows assess-
ing and increasing the current level 
of security by reducing the num-
ber of hybrid threats by 1.76 times, 
which reduces losses by 1.65 times 
and increases the time for choos-
ing threat counteraction means by 
reducing the time to identify threats 
online by 38 %
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nesses and potential attacks that can be implemented. But 
this does not provide any information about what attacks 
can be carried out by attackers, based on their point of 
view. Because each person is individual, the process by 
which an attacker will attack the network will be differ-
ent for each attacker. Understanding differences between 
attackers and their behavior can be used to analyze the 
consequences of attacks, and then for early detection and 
prediction.

By simulating cyber attacks, focusing on how a real 
cyber attacker will make decisions based on skills, rules, 
and knowledge, it is possible to synthesize data about 
an attacker’s behavior that would otherwise be difficult 
to achieve. The combination of rule-based and knowl-
edge-based attack generation provides reliable and diverse 
generations of attack trajectories, while providing real-
istic results because rules and knowledge are constantly 
coordinated with each other. This means that rules cannot 
be applied if knowledge is underdeveloped, and knowl-
edge flexibility cannot be used if the rules are too lim-
ited. Applying this scheme to simulation allows a better 
understanding of how many different types of attackers 
affect by analyzing the types of attacks performed and 
being able to learn what the attacker needed to know to 
perform attacks. Finally, you should turn to potential end 
users trying to protect their networks from attacks that 
intrusion testers didn’t think of, or other tools that don’t 
have security tools. This provides a deeper understand-
ing of how vulnerabilities are exploited and how they 
can affect the network before an attack can occur, and 
then something can be done about it. The cybersecurity 
industry is trying to meet today’s requirements by intro-
ducing new and more advanced security technologies and 
methods. Modern methods of studying cyber threats are 
usually performed using static analysis of network and 
system vulnerabilities. But only a few address the most 
volatile and most important part of the problem – the 
attackers themselves. The human factor underlying cy-
bersecurity provides a better understanding of this issue 
and highlights the behavior of individuals as a key factor 
of greatest concern. The human element at the heart of cy-
bersecurity is what makes cyberspace a complex, adaptive 
system. A comprehensive, interdisciplinary, comprehen-
sive approach that combines technical and behavioral ele-
ments is needed to increase cybersecurity. Therefore, the 
creation of a scientifically sound methodology for model-
ing the processes of agent behavior in security systems is 
an urgent scientific and applied problem of theoretical and 
practical significance.

2. Literature review and problem statement

In recent years, research has been conducted on the 
dynamics and implementation of cyber attacks to better 
analyze the impact of those attackers. Studies have been 
conducted on the use of network vulnerabilities to iden-
tify possible and realistic ways to attack [1–6]. Thus, [1] 
provides specific examples of large-scale cyber attacks. 
The paper [2] analyzes the trend of using third-party 
service providers to gain access to victim organizations. 
A new paradigm of attack graph analysis, which comple-
ments the traditional graph-centric representation based 

on graphs adjacency matrices, is presented in [3]. The 
work [4] is devoted to the issue of forecasting potential 
attacks on the basis of observed attacks. [5] gives an ex-
ample of a Bayesian network based on the current model 
of the security graph. The variable-length Markov model, 
which captures the features of attack tracks, which allows 
predicting the probable subsequent actions in current 
attacks, is analyzed in [6]. It should be noted that the 
disadvantage of these works is that these methods take 
into account only vulnerabilities in the network, but do 
not reveal real differences between the types of attackers. 
In other works, this issue was considered by modeling the 
capabilities of opponents [7] or applying the methodology 
of game theory [8] to simulate the attacker and defender. 
None of these methods simulate an attacker based on the 
information that an attacker receives during an attack, 
although it plays an important role in making decisions 
about the attack. This concept is well implemented in 
agent modeling methods in the NeSSi2 (NeSSi – Network 
Security Simulator) [9] and in the attacker’s behavior 
model in multistage attack scenario simulation (MASS – 
multistage attack scenario simulation) [10]. However, 
agent modeling techniques do not provide a structure in 
which an attacker obtains specific details about targets 
and can dynamically change targets and strategies during 
an attack. This type of knowledge-based design for at-
tacker modeling makes it possible to flexibly describe 
cyber attacks, which allows modeling the proactive and 
reactive behavior of participants in cyber conflict.

In [10, 11], simulations were performed to analyze 
possible cyber attacks that may occur in the network. The 
paper focuses on modeling the behavior of a cyber attacker 
so that it is possible to flexibly describe many different 
types of attackers, while maintaining reasonable realism 
in the types of attacks that can be performed. Modeling 
attacker’s decision-making processes in terms of reflexive 
control is more like how an attacker actually thinks. This 
allows understanding the features that different attackers 
have in the same network, or how one attacker can affect 
different types of networks. This flexibility can help to 
ease the skills and to reduce the time to perform this type 
of analysis. The main goal is to develop a structure for 
modeling the attacker’s decision-making process, based 
on both deterministic factors, such as network and knowl-
edge, as well as probabilistic factors. This structure takes 
into account randomness in the simulation. Although 
the goal is not to be able to comprehensively model each 
type of attacker’s behavior, but to determine what exactly 
needs to be modeled to describe the attacker.

Cyber threat analytics is a relatively young industry 
and is diverse in the types of approaches used to perform 
predictive cyber attack analysis. These approaches consist 
of vulnerability assessment and mitigation, analytical ap-
proaches such as the use of attack graphs and game theory, 
and mathematical and simulation modeling of cyber at-
tacks. Each approach has its advantages and disadvantages, 
and one approach is not necessarily better than another 
because of the complexity of predicting, primarily human 
behavior. Currently, mathematical models such as attack 
graphs, attack ontologies or simulation, game theory mod-
els, or multi-agent models are used to analyze the enemy.

The purpose of a network intrusion test is to identi-
fy potential vulnerabilities in a network accessible to a 
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potential attacker. Knowing the vulnerabilities of the 
network, the tester/attacker can use them to further 
penetrate the network for more information. The intru-
sion tester will use this information to detect more vul-
nerabilities until the attackers have exhausted all their 
options. To do this, a so-called attack graph is developed, 
which is a set of all possible ways that an attacker can 
follow in the network. This process has traditionally 
been performed manually by an attacker or a group of an-
alysts and can be a grueling process. In [12], the process 
is formalized to automatically generate a comprehensive 
set of possible attack graphs for a given network. Attack 
graphs are generated using a description of the network 
and the attacker’s knowledge of that network, followed 
by a description of a set of states that describe the actual 
attacks that may occur. In [12], a network of two hosts 
with an IDS (IDS – Intrusion detection system) and a 
firewall was modeled. The result was an attack graph of 
5,948 nodes with 68,364 edges, which is extremely large 
for very few types of attacks and unrealistically small 
network. This method of analysis is not flexible, scalable 
or easy to use, which is necessary to successfully assess 
network weaknesses.

Given the size of the network, it should be noted that 
the number of possible ways of attack can be extremely 
large. In [13], two methods were proposed to determine 
which attack graphs are the most critical and which are 
the most effective. Automatic attack graph generation 
requires modeling of all possible types of attacks. The pa-
per [13] considered only 4 possible types of attacks.

[14] describes the use of attack graphs to generate IDS 
alert templates to help predict future and ongoing attacks. 
Using these attack graphs and knowledge of the area of 
cyber attacks, the probability of achieving attack goals 
to predict future attacks can be estimated. This method 
requires that each attack graph be converted to a network, 
and a cybersecurity expert analyze it to determine the 
likelihood of a successful cyber attack. This approach has 
two problems: the first attacks that do not strictly follow 
the attack plan cannot be modeled, and the probability 
is based solely on the expert’s experience. [13, 14] define 
only the different ways that an attacker can follow, and 
not whether the attacker will actually implement this 
attack or not.

In [15], the authors eliminated the uncertainty of at-
tack variation, success and accuracy of sensory warning 
data by combining attack graphs with Bayesian networks. 
This has led to the creation of real vulnerability databas-
es, such as the National Vulnerability Database (NVD) 
and the Common Vulnerability Scoring System (CVSS). 
Using real data from these databases provides a basis for 
calculating the probability without the need for expertise 
for each function.

In [16, 17], the generation of a real-time attack graph 
is estimated to predict the probability of an attacker’s 
next steps based on various security breaches. Based on 
security breaches, the basic level of attacker’s skills can 
be determined, which can then be used with CVSS to 
determine the possibility of further steps based on the 
attacker’s position in the network. A common problem 
of the above works is the development of a base attack 
graph that describes the attacker’s scenario and targets. 
Using common attack pattern enumeration and classifi-

cation (CAPEC) from MITRE, attack graphs based on 
real scenarios are generated in [18, 19]. These scenarios 
are used to obtain more realistic predictions and other 
attack graphs.

In [12–19], network security is analyzed on the basis 
of possible attacks that can be implemented in the net-
work in one or more scenarios. In these cases, the scenar-
ios are clearly defined, and different attackers may pursue 
the same goal, regardless of whether they are successful or 
not. Understanding the attacker’s impact on a network is 
very important, because in fact not all vulnerabilities can 
be closed, and some can prioritize which vulnerabilities 
need to be addressed over time. Suppose there is an ex-
ploit that can be performed by anyone and that can have 
a harmful effect on the network. In this case, it should 
have a higher priority than the exploit, which only 1 % of 
attackers can perform on a non-critical machine. Publica-
tions [15, 17–19] show the use of publicly available data 
from cyber attack scenarios to create attack paths that 
were identified as realistic but did not take into account 
the skills or behavior of the attacker. Modern cyber at-
tack predicting methods have become more focused on 
the behavior and decision-making of the attacker during 
the attack. Publications in scientific periodicals can be 
divided into two categories. The first category includes 
publications focused on methods of modeling the behavior 
of interacting agents. The second includes publications, 
focused on the behavioral aspects of security agents, and 
more specifically on decision-making processes. Attention 
to the use of game theory is due to the fact that this theory 
is the basis for agent modeling in conflict. Fig. 1 demon-
strates the results of the analysis of modern approaches to 
agent behavior modeling, the main advantages of which 
are the following:

– reflection of the purposefulness of agents’ behavior, 
as well as the agents’ ability to formulate their goals in 
the model;

– ability to simulate both the behavior of an individual 
agent and the interaction between different agents that 
make up the model;

– learning ability of agents.
In [22–24], the authors propose approaches to assess 

the quality of service based on multifactor analysis and 
the current state of information security of the organiza-
tion. However, possible preventive actions based on mod-
eling and evaluating the capabilities of both the attacker 
and the defense side are not taken into account.

Thus, the analysis of the possibilities of ensuring both 
the security of the business process contour and the tasks 
of modeling the behavior of antagonistic agents, showed 
the following. Along with a large number of works on the 
security of organization’s business processes, the problem 
of creating a holistic modeling methodology remains un-
resolved. The implementation of such a methodology in 
practice will contribute to the sustainable development 
of security systems of any level, based on modeling the 
behavioral characteristics of security system agents.

The lack of an appropriate methodology today is due to 
the contradiction, which is defined as follows. Practice re-
quires the theory to find new approaches to cybersecurity 
and information security of the business process contour 
in terms of increasing the number of threats while increas-
ing their technological complexity.
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3. The aim and objectives of the study

The aim of the work is to develop a space-time structure 
of the methodology for modeling the behavior of antago-
nistic agents of the security system based on the proposed 
models, methods and algorithms to determine the critical 
point of effective investment in security, to effectively re-
sist modern hybrid threats to the elements of the business 
process contour structure, to increase the organization 
security level through an effective level of investment in 
the security system.

To achieve the aim, the following objectives are set:
− to identify the features of modeling the behavior of in-

teracting agents of security systems in cyberconflict;
– to develop a concept for modeling the behavior of in-

teracting agents;

– to develop a space-time structure of the methodology 
for modeling the behavior of interacting agents;

– to verify the proposed methodology by simulation.

4. Identifying the features of modeling the behavior of 
interacting agents of security systems in cyberconflict

When developing programs to simulate agent behavior, 
it is necessary to answer the question of how to model the 
decision-making processes of agents in the security system.

In computational social science in general and in the 
field of agent-based social modeling (ABSM), in particular, 
there is a constant discussion about the best way to simulate 
human decision-making. The reason for this is that most 
computational models of the decision-making process are 

Fig. 1. Traditional approaches to modeling human behavior

TRADITIONAL APPROACHES TO MODELING HUMAN 
BEHAVIOR 

AGENT-ORIENTED 
MODELING

DISCUSSION NEURAL 
NETWORKS

CRISP APPROACH

FUZZY LOGIC GENETIC ALGORITHMS BASED ON KNOWLEDGE

MARKOV CHAINS NEURO-FUZZY LOGIC

+ +

Contexts where there are 
people with a high level of 

interaction and heterogeneity

The difficulty of modeling 
human psychology when it 

trains on irrational examples

– 

Representation of the arising 
phenomena, The natural 

description of system is set. 
Flexibility

The nonlinear quality of 
artificial neural networks 

complicates the application 
of this approach

– 

Contexts where people 
have to choose between 
two alternatives

A simple application

+

Ability to model only two 
alternatives

– 

+

The difficulty of modeling 
human psychology when it 

trains on irrational examples

– 

+

+

Contexts in which more than 
one goal is pursued. Contexts 

in which artificial neural 
networks should be trained.

The decision of the genetic 
algorithm depends on fitness 

function – 

It is possible to use genetic 
algorithms to model multi-
object problems

+

Contexts are described by a 
standardized procedure. The 
context is quite limited.

Does not learn from mistakes, if 
feedback from the user and 

human service is not part of it`s 
constant development.

– 

Can be easily translated into 
computer languages. The 
knowledge base can be easily 
changed and expanded

+

+

Contexts where heterogeneous agents are 
present. Contexts where we have to model 

hidden aspects that we cannot observe 
directly

Unable to simulate interactions. Based 
on stochastic laws. Markov chains do 
not include the ability to learn

– 

High reliability (95 %) The results of the 
analysis of Markov models are ready for use 
for graphical presentation.

+ +

Contexts in which fuzzy logic and 
neural network are not enough to 

describe the situation

Limited approaches to fuzzy logic 
and artificial neural networks, 
Doubts in a quality of approach. 
Compatibility between fuzzy logic 
and artificial neural networks

– 

Highly scalable. Detection of human 
behavior in a complex scene. Radical 
reductions in data and software / 
hardware can be achieved

+

Contexts in which it is impos-
sible to define some relation-

ship between input and output.

Artificial neural networks work 
better, there is no need for 

reprogramming

Contexts in which people have to 
choose between more than two 

alternatives. 

Fuzzy logic solves complex 
problems. A simple 
application. Fuzzy algorithms 
are reliable
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quite simple [25]. As with any good scientific model, when 
modeling human behavior, the objects being modeled should 
be analyzed in terms of only those properties that are rele-
vant to the given behavior scenario.

Therefore, the question arises: “What is a good (computa-
tional) human (and decision-making) model for a particular 
research issue?” A large number of architectures and models 
have been developed for ABSM that attempt to represent 
the human decision-making process. Despite the common 
goal, each architecture has slightly different goals and, as 
a result, includes different assumptions and simplifications. 
Therefore, knowledge of these differences is important when 
choosing an agent’s decision model in ABSM.

To be able to discuss the suitability of different agent 
architectures for different types of ABSM, it is necessary 
to answer the questions of which types of ABSM exist and 
which ones are of interest to the ABSM community.

One of the previous attempts to classify ABSM was made 
in [26]. The paper identifies five high-level aspects by which 
ABSM as a whole can be classified, including the extent to 
which ABSM attempts to include details of specific objectives. 
The last of these measurements concerns agents (and decision 
making), comparing ABSM by the complexity of the agents 
they model. According to Gilbert, this complexity of agents 
can vary from “product system architectures” (i.e. agents that 
follow simple IF-THEN rules) to agents with complex cog-
nitive architectures such as SOAR (Security Orchestration, 
Automation and Response (symbolic cognitive architecture)) 
or ACT-R (Adaptive Control of Thought – Rational). Con-
sidering the suitability of different architectures for different 
research issues, [27] concludes that simpler agent models 
come in handy when the goal is to predict the behavior of the 
organization as a whole. Whereas accurate representations 
require complex and more cognitively accurate architectures 
to predict behavior at the level of individuals or small groups.

In [28], three categories of models are proposed:
− physical models that as-

sume that people respond mu-
tually to current (and/or past) 
interactions;

− economic models that 
assume that people respond to 
their future expectations and 
make decisions in a selfish way;

− sociological models that 
assume that people respond to 
their own and others’ expecta-
tions (as well as to their past 
experiences).

In the classification [28], 
simple agent architectures, such 
as rule-based production sys-
tems, are best suited for physical 
models, and the complexity and 
capabilities of agents will need 
to increase in the transition to 
sociological models. In these 
sociological models, the em-
phasis on modeling social (hu-
man) interaction may require 
the agent to perceive the social 
network he or she is embedded 
in, or even the requirements for 
more complex social concepts.

Summing up, two main dimensions should be identified 
that are useful for distinguishing between agent architectures:

− cognitive level of agents, i.e. they are purely reactive or 
inspired psychologically or neurologically (to model person’s 
decision-making as accurately as possible);

− social level of agents, i.e. the degree to which they are 
able to distinguish between social network relationships 
(and status), what levels of communication they are capable 
of, whether they have a theory of thinking or to what extent 
they are able to perceive complex social concepts.

Another way to classify ABSM in terms of applications 
is given in [29]. Examples of application areas include: emer-
gence and collective behavior, development, learning, norms, 
markets, institutional design and (social) networks.

Other candidates for distinguishing agent architectures are:
− agents’ ability to think about (social) norms, institu-

tions and organizational structures; what impact norms, 
policies, institutions and organizational structures have on 
system performance at the macro level; and how to design 
regulatory structures that support the goals of the system 
developer (or other stakeholders);

− agents’ ability to learn and, if so, at what level they can 
learn; for example, whether agents are able to learn only the 
best values of their decision-making functions and whether 
they can learn new decision-making rules.

So, two more dimensions should be added: norm and 
learning.

The last dimension proposed by researchers is the af-
fective level that the agent is able to express. Most of the 
categories found are similar [29]. They also include emotions 
as an area of research.

Summing up, five main dimensions can be identified to 
classify the operation of ABSM in general and, therefore, to 
determine the agents architecture, which are shown in Fig. 2.

Fig. 3 shows the basic ABSM architectures, relevant 
models and application levels.

MAIN DIMENSIONS OF AGENT SOCIAL MODELING

COGNITIVE

What type of cognitive level does agent 

architecture allow: reactive agents, 

advisory agents, simple cognitive agents, 

or psychologically or neurologically 

inspired agents?

AFFECTIVE

What degree of representation of 

emotions (if any) is possible in different 

architectures?

SOCIAL

Do agent architectures allow agents to 

distinguish between social network 

relationships (and status), what levels of 

communication can be represented, and the 

extent to which architectures can be used to 

represent complex social concepts such as 

thinking theory or intentionality?

CONSIDERATION OF THE NORM

TRAINING

What type of agent training is supported 

by the agency architecture?

To what extent do architectures allow 

the modeling of agents who are able to 

reason explicitly about formal and social 

norms, as well as about the emergence 

and spread of the latter?

 
  

Fig. 2. Main dimensions of ABSM classification
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Production rule systems are symbolic systems [31], 
which consist of a set of behavioral “IF-THEN rules” [30], 
and are an information processing architecture based on 
pattern matching.

The main components that make up production rule sys-
tems and determine which actions are selected by the agent 
on the basis of input data (the so-called direct recognition 
cycle [32]) are shown in Fig. 3.

Advantages:
− simplicity in terms of understanding the relationship 

between rules and their results;
− availability of convenient graphical tools for presenting 

decision-making processes (for example, decision trees).
Disadvantages:

− incomplete adequacy for modeling human behavior;
− agents of production rule systems are generally incapa-

ble of affective behavior, understanding and responding to 
norms, considering social structures (including communica-
tion), or learning new rules or updating existing ones;

− ability to model the agent’s behavior only due to the 
great complexity and use of many rules;

− increase the likelihood of conflicts between the rules as 
their number increases;

− long computing time under a large number of deci-
sion-making rules.

The Belief-Desire-Intention (BDI) and emotional BDI 
(eBDI) models are one of the most popular models for agent 
decision-making in the agent environment. The model is es-

Architecture of procedural thinking 
(PRS)

BASIC LEVELS OF ABSM MODELS

Belief - assimilated information 
that the agent has about the 

operating environment

Desire - all possible state of 
affairs that the agent would like to 

perform

Intention - commitment to certain 
courses of action to achieve a 

specific goal

Model "Belief-Desire-Intention" 

(BDI)

Direct recognition 
architecture 

Set of rules 

Ci → Ai 

Knowledge 

databases

Rule interpreter

Systems of production 

rules
Emotional BDI (eBDI) 

They act by changing the 
set of their beliefs and 

establishing the desire to 
achieve a certain state of 

affairs 

Normative models

The architecture of an 
intentional regulatory agent

Intentional 

regulatory agents

level of interaction 
management

level of service

level of process 
management

Cognitive architecture

Psychological and neurological 

models

represent the behavior of 
decision makers

Cognitive models

Model human processor 
(MHP)

CLARION architecture SOAR

BASIC ABSM MODELS

Hybrid approaches that take into account 
heuristics, as well as rules of reasoning and 
reactive products, may be more appropriate.

Cognitive level

The approach is based on emotional 
architecture, ie when it comes to the level of 

compliance, information about the architecture 
of agents can be used

Affective level

The approach focuses on the representation of 
the human brain in order to analyze the social 

dynamics and models of the global level arising 
from the interactions of agents at the local level

 
Social level

An approach that includes two types of norms: 
social norms and legal norms, and policy

Regulatory level

An approach from simply updating the values of 
variables in the rules, to the study of strategies 

for successful decision-making   
Level of training

 
  

Fig. 3. Basic ABSM architectures, relevant models and application levels
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pecially popular for building reasoning systems for complex 
problems in dynamic environments [34].

In contrast to the production rule system, the basic idea 
of BDI (Belief-Desire-Intention) is that agents’ mental state 
is the basis for their reasoning. As the name implies, the BDI 
model is centered around three mental attitudes, namely 
beliefs, desires, and especially intentions [35, 36].

Table 1 shows the advantages and disadvantages of the 
BDI model depending on the purpose (modeling) [37−40].

Table1

Advantages and disadvantages of the BDI model depending 

on the purpose

Purpose of 
modeling

Impor-
tance of 

BDI
Advantages Disadvantages

Forecast-
ing

Average

Realism, adaptable to 
behavior at the micro 

level, possibly irrational 
individual cognition

Complexity, 
scalability 

Detailed data is 
required

Task 
execution

High

Correct level of human 
behavior abstraction 

Awareness, cooperation in 
mixed human-agent teams 
Modular, scalable, flexible 

design

More complex 
design, unusual 

paradigm

Training High

Accurate realistic behav-
ior for better immersion 

in the game 
Adaptability to a dynamic 

environment 
Descriptiveness

More complex 
design, unusual 

paradigm

Using 
game 

theory
Average

Plausible human behav-
ior: immersion, challenge 
Quick solution in case of 
uncertainty and incom-

plete information 
Correct level of abstrac-

tion to display real player 
strategies 

Scalability, 
performance 
More com-
plex design 

compared to 
scenarios

Education Average

Intuitive explanation of 
behavior using built-in 
concepts of psychology 

(B, D, I)

Unnecessary 
realism and 

complexity for 
non-essential 

agents

Evidence Low

Realistic knowledge 
needed to prove micro-, 
macro-connections and 
complex socio-cognitive 

phenomena

Realism and 
complexity are 
not needed to 

prove a simpler 
hypothesis

Revela-
tion

Low

Realistic detailed 
behavior model for 

detecting unintuitive 
effects and micro-, macro-

connections in adaptive 
dynamic complex systems

More complex 
understanding 
and deduction 
More complex 
specification of 
decision rules

Normative models [41]. In BDI, agents act by changing 
a set of beliefs and establishing a desire to achieve a certain 
state of affairs (for which agents then choose specific inten-
tions in the form of plans they want to carry out). Agents’ 
behavior is driven solely by their intrinsic motivators, such 
as beliefs and desires. The advantage of normative models 
was the use of an additional element that influenced the 

agent’s reasoning. Unlike beliefs and desires, this element 
was external to the agent, and it took into account the 
behavioral norms established in the environment in which 
the agent was. Therefore, such elements were considered as 
external motivators, and agents in the system were called 
agents regulated by the relevant norms.

Intentional normative agents focus on the idea that so-
cial norms should be involved in the agent’s decision-making 
process [42]. That is, autonomous agents should be able to 
reason, communicate, and negotiate norms, including decid-
ing whether to violate social norms if they are unfavorable to 
commercial agents.

The advantages of this model are:
− ability to represent social norms not just as constraints 

and external fixed rules in the agent architecture [43], but 
also as mental objects. These objects have their own mental 
representation and interact with other mental objects (i.e. 
beliefs and desires) and the agent’s plans [44];

− allocation of separate levels of the agent architecture. 
The first level is the interaction management level, which 
controls the agent’s interaction with other agents (through 
communication), as well as the overall environment. The 
second level is the information service level, which stores 
the agent’s information about the environment (information 
about the world), about other agents and about the agent 
society as a whole. The third level includes the process man-
agement level, where information is processed and decisions 
are justified.

This allows, on the one hand, considering the relevant 
processes as relatively independent, and on the other – as 
different manifestations of one general process of agent 
behavior;

− ability to display semantic differences between differ-
ent types of information (three levels of information: one 
object level and two metalevels). The object level includes 
information that the agent believes in. The first metalevel 
contains information on how to process input information 
based on its context. Meta-information determines how an 
agent’s internal processes can be changed and under what 
circumstances.

The disadvantages are as follows:
− emergence of an additional level of complexity due to 

the fact that the norms learned by the agent can affect both 
the generation and the choice of intentions.

Cognitive models [45] and social modeling models, al-
though they often pursue the same goal (represent the be-
havior of decision-makers), tend to have a different idea of 
what is a good model for human decision-making.

As a disadvantage, it is noted that social modeling re-
searchers often focus only on agent models specially adapted 
to the task, which limits the realism and applicability of 
social modeling.

The advantages of this class of models are clearly mani-
fested in the form of the results of cognitive processes, name-
ly the construction of so-called cognitive maps:

− clarity of factors influencing the decision-making pro-
cess;

− clarity of connections between factors (not only quali-
tative, but also quantitative);

− ability to conduct so-called cognitive modeling, chang-
ing the weight of a factor that affects the final decision.

Psychological and neurological models are often referred 
to as cognitive architectures. However, because they have a 
different focus than the “cognitive architectures” that were 
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mentioned, they are allocated to a separate group. The main 
difference and advantage is that their architectures take into 
account the expected structural properties of the human brain.

Model human processor (MHP) [46, 47] is based on the 
synthesis of cognitive science and human-computer interac-
tion. The advantage of the Model Human Processor is that it 
includes detailed specifications of the duration of actions and 
cognitive processing and breaks down complex actions into 
detailed small steps that can be analyzed. This allows system 
developers to predict the time it takes for a person to complete a 
task, avoiding the need to experiment with the people involved.

The advantages of the CLARION [48] architecture are 
as follows:

− use of hybrid neural networks for modeling problems in 
cognitive and social psychology, as well as for implementing 
intelligent artificial intelligence systems. This makes it rel-
atively easy to implement architectures of this class on any 
artificial neural network platforms;

− presence of a built-in motivational structure and meta-
cognitive structures;

− presence of two dichotomies: explicit and implicit rep-
resentation, focused on action rather than representation;

− combining training from top to bottom and from bot-
tom to top;

− inclusion of a number of functional subsystems that 
significantly expand both the scope of the architecture and 
the set of processes to be modeled. The main of these sub-
systems are as follows. The action-oriented subsystem that 
controls all actions. The action base subsystem supports 
knowledge, both explicit and implicit. The motivational sub-
system provides the main motivation for perception, action 
and cognition. The metacognitive subsystem dynamically 
monitors and manages the operations of all subsystems.

Thus, the CLARION architecture combines reactive 
procedures, general rules, training and decision-making to de-
velop universal agents that learn under specific conditions and 
summarize the knowledge gained in different environments.

SOAR [49] is a symbolic cognitive architecture that imple-
ments decision-making as purposeful behavior, which includes 
searching in the problem space and studying the results.

The advantages of this architecture:
− consideration of decision-making processes as a com-

bination of search in the problem space, and study of the 
obtained results (i.e. feedback systems);

− combination of results of studying human behavior 
(descriptive models) and results of artificial intelligence 
(prescriptive models);

− use of two memory types in the system architecture: 
symbolic long-term memory (production rules), and short-
term (working) memory (graph structure to allow the repre-
sentation of objects with properties and relationships);

− ability to apply the rules in parallel, extracting several 
pieces of knowledge simultaneously;

− availability of additional context-sensitive knowledge 
for the decision-making process;

− distribution of operators according to several rules, 
which allows flexible presentation of knowledge about oper-
ators, as well as constant updating of knowledge structures 
for operators, allowing to redefine operators if required by 
circumstances [50, 51].

These models can be used at different levels of applica-
tion, as shown in Fig. 3. For a more detailed acquaintance 
with the application levels of the models, please refer to the 
links [52–55].

5. Development of the concept of modeling the 
interacting agents behavior

To predict the possible behavior of the attacker, justify 
the choice of countermeasures for cyber threats at the sys-
temic level and calculate the required amount of investment 
in cybersecurity with an appropriate distribution of areas 
and time of investment, a concept of modeling the behavior 
of security agents is proposed, which is implemented at three 
levels (level of security system, level of individual agents, 
level of agents group) and is aimed at ensuring the security 
of organization’s business processes, which allows creating 
a business process contour of the security system (Fig. 4).

The following notation was used to formally describe 
the model basis of the concept of modeling the behavior of 
security agents.

For the ontology model: C – set, the elements of which 
are called concepts; HC – hierarchy of concepts; R – set, the 
elements of which are called relations; – function that cor-
relates concepts not taxonomically; :dom R C→ – function 
that specifies the subject area R, and ( ) ( )( )2

:range R rel R∏  
sets its range.

For the decision-making and training model: w – specific 
situation; W – set of all possible situations; DMi – decision 
made by the i-th agent.

For the self-organization model: Σ – system structure; 
Φ – system function; Rw – emergence relations; G – set of 
goals; A – adaptability relations; P – set of memory elements; 
Θ – set of time points.

The following definitions are determined:
– definition 1. Critical business processes – processes 

whose improper organization or non-compliance with the 
requirements for their implementation may pose an actual 
or potential threat to product quality and, consequently, to 
business efficiency;

– definition 2. Organization’s business process contour – 
a set of information resources and related business processes, 
the implementation of which in a given sequence ensures the 
achievement of the organization’s goal 

{ }1 1 1, , ,..., , , ,n n n
BP BP BPBP BP BPBC

S S IR T S IR T=  (1)

where SBP – business process contour as a set of business pro-
cesses, each of which represents: SBpi – i-th business process, 
defined by the structure of the links of individual business 
operations performed in a certain sequence; IRBPi – set of 
information resources of the i-th business process; TBPi – set 
of threats affecting the i-th business process;

– definition 3. Business process contour of the security 
system – a set of business processes and the resources nec-
essary for them, the implementation of which ensures the 
proper functioning of the organization’s business process 
contour:

{ }1 1 1, , ,..., , , ,m m m
BP BP BPBP BP BPBP

S S Rs T S Rs T=  (2)

where SBP – business process contour of the security system 
as a set of business processes, each of which represents: SBSi – 
i-th business process, defined by the structure of the links 
of individual business operations performed in a certain se-
quence in the security system; IRBSi – set of information re-
sources protected by the i-th business process of the security 
system; TBSi – set of threats, protection from which provides 
the i-th business process of the security system.
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The business process contour of the security system com-
bines business processes: security management, security as-
surance, implementation, planning, testing and improvement.

At the first level of the Concept, the proposed ontological 
model is used as a carrier of knowledge about conflict-coop-
erative interactions of security system agents. The formal-
ized ontology model is proposed as follows:

( )
( )( ) ( ) ( )( )

, , , ,

,

,

CC H R relC C dom R
O

rel R range R rel R

 → = 
=  

= Π = Π  
 (3)

where C – set, the elements of which are called con-
cepts; HC:HC – hierarchy of concepts, at ;

C
H C C⊆ ×  R – 

set, the elements of which are called relations, C and R 
do not intersect; :rel R C C→ × – function that correlates 
concepts not taxonomically; :dom R C→ – function with 

( ) ( )( )1
:dom R rel R= ∏  sets the subject area R, and R C→ with 

( ) ( )( )2
:range R rel R∏  sets its range. For ( ) ( )1 2

,rel R C C=  
write down ( )1 2

, ;R C C  AO – set of ontology axioms, ex-
pressed in the corresponding logical language.

The analysis of the classifier of existing threats, which 
is proposed in [56], allowed us to formulate the relationship 
between hybridity and synergy of threats depending on 
their type and direction. The threat classifier introduces a 
platform of cost indicators of attacks, which allows assessing 
threats in terms of their economic efficiency and counter-
action. The scale of measuring the cost of losses for expert 
evaluation is proposed in the form: {insignificant, low, me-
dium, high, critical}. Let us mark: i – current threat number 

{ }( )1
,

N

i k – current number of the expert who performed the 
assessment { }( )1

.
K

k The average experts’ estimate of the cost 
of losses for all threats for a certain business process contour 

for defenders, and the cost of the whole set of attacks for 
attackers can be written as follows:

1 1

1
;

M K
A A

k j ijk
j i

P p
KM = =

= α∑∑
1 1

1
,

M K
A A
k j ijk

j i

C c
KM = =

= α∑∑  (4)

1 1

1
;

M K
D D

k j ijk
j i

P p
KM = =

= α∑∑
1 1

1
,

M K
D D
k j ijk

j i

С c
KM = =

= α∑∑

where K – number of experts, M – number of business opera-
tions that may be targeted by the threat, αj – criticality ratio of 
the business process to which the relevant business operation 
belongs, pijk – assessment of the cost of losses from the i-th 
threat to the j-th business process by the k-th expert (the upper 
index identifies A – attacker, D – defender),cijk – similarly for 
the cost of implementing threats.

At the second level of the Concept, the issues of be-
havior of individual security system subjects are consid-
ered and models of their behavior are constructed, name-
ly decision-making ( )DM

R
M  and training models ( )L

R
M : 

{ }, .

DM L

R R R
M M M=

At the third level of the Concept, the previous level 
models are used to build group behavior models, name-
ly coordination, adaptation and self-organization models:

{ }, , .

C A SO

G G G G
M M M M=

Thus, the concept of modeling the behavior of in-
teracting agents is developed, the basis of which is a 
three-level structure of modeling subjects and business 
processes of the organization and security system con-
tours. The proposed concept differs from the existing ones 
by using a synergistic threat model in the formation of 
areas for protecting information resources of the business 
process contour.
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6. Development of space-time structure of the methodology 
for modeling the behavior of interacting agents

Based on the purpose of the methodology, it should re-
flect behavioral processes from two sides. On the one hand, 
display the processes related to the behavior and charac-
teristics of an individual security agent. And on the other 
hand – the behaviors and processes that arise as a result of 
the joint functioning of agents. It is necessary to pay atten-
tion to modeling the environment of agents, because such an 
environment is a carrier of system-forming functions that 
significantly affect the behavior of a party to the conflict and 
their characteristics.

Within the framework of the proposed concept, a se-
quence of developing models, methods and algorithms that 
make it up is formed. The process of building the methodol-
ogy consists of 5 stages.

Stage 1. Analysis of BP contours and possible attacks on 
them

{ }1 1 1, , ,..., , , ,n n n
BP BP BPBP BP BPBC

S S IR Tr S IR Tr=  (5)

where SBP – business process contour as a set of business 
processes, each of which represents: SBpi – i-th business pro-
cess given by the structure of the links of individual business 
operations performed in a certain sequence; IRBPi – set of 
information resources of the i-th business process; TBPi – set 
of threats affecting the i-th business process.

Stage 2. Development of models of the individual securi-
ty system agent level

{ }, ,

DM L

A A A
M M M=   (6)

where MA – individual agent model; DM

A
M – agent’s deci-

sion-making model; L

A
M

 
– agent’s training model.

Stage 3. Development of models of the security system 
agent group level 

{ }, ,

B L

G R R
M M M=

where MG  – agent group model; B

R
M

 
– agent group behavior 

model; L

R
M

 
– agent group training model.

Stage 4. Development of models of the system-wide level 

{ }, ,

С SO

S S S
M M M=

where MS – system-wide level model; С

S
M

 
– coordination 

models; SO

S
M – self-organization model.

Stage 5. Development of methods for determining the 
most likely threats and assessing their cost indicators

arg max ,
D

l C

D A

l l l
Tr Tr

Tr K K
∀ ∈

= ⋅
  (7)

where A

i
K  – rating coefficient (importance) of implement-

ing the threat to the i-th information resource; D

jK
 
– rating 

coefficient (importance) of building protection of the j-th 
information resource.

Below are the corresponding sets of models, methods 
and algorithms that form a particular level of methodolo-
gy, with a brief description of the content of this level. It 
is clear that all the processes that take place in the busi-
ness process contours, the security of which is provided 

by security agents, are significantly affected by threats 
aimed at disrupting the normal functioning of business 
processes. Threats are implemented through attacks on 
all components of security, namely, cybersecurity, infor-
mation security and security of information. As a result, 
the analysis of business process contours as the main 
purpose of threats directed on it should begin with the 
analysis of threats, the set of which is reflected by the 
classifier with the relevant indicators. The compliance of 
the threat classifier with all models, methods and algo-
rithms of the methodology determines and guarantees the 
effectiveness of the methodology for modeling the behav-
ior of security agents in general. Thus, the analysis of the 
business process contour should begin with the analysis 
and improvement of the threat classifier. In addition to the 
existing platforms 1–4, a new platform has been added to 
the threat classifier – a platform of attack cost indicators. 
This allows assessing threats in terms of their economic 
efficiency and counteraction. The improved classifier 
of threats to the security of information resources, in 
contrast to the existing ones, contains cost indicators of 
threat implementation and counteraction. The improved 
classifier also allows assessing the likelihood of a threat 
and developing an effective defense strategy (Fig. 5).

Marks in Fig. 5 have the following meaning:
– for the ontology model: C – set, the elements of which 

are called concepts; HC – hierarchy of concepts; R – set, 
the elements of which are called relations; :rel R C C→ ×  – 
function that correlates concepts not taxonomically;

:dom R C→  – function that specifies the subject area R, and 

( ) ( )( )2
:range R rel R∏  sets its range;

– for the business process contour model, the labels were 
described earlier;

– for the threat classifier: i – current threat number 

{ }( )1
,

N

i  k – current number of the expert who performed the 
assessment { }( )1

;
K

k . ,

A

k
P

A

k
C  – average experts’ estimates of 

the probability and cost of attacks for all threats; ,

D

k
P

D

k
С  – 

similar estimates for defenders; K – number of experts, 
M – number of business operations that may be targeted, 
αj – criticality ratio of the business process to which the 
relevant business operation belongs.

The resulting model of the first level of the methodolo-
gy is a model of the ontology of relationships between the 
agents of the parties to the cyber conflict, which can be 
considered as a carrier of knowledge about the subject area. 
To build the model, the approach of automated ontology 
construction based on various scientific sources (planar 
texts) TextToOnto was used. The ontology model of agent 
behavior in the conflict conditions contains basic concepts 
of interaction processes of security system agents, and also 
concepts reflecting the interaction of counteraction agents, 
instead of technical parties of a cyber conflict. This orien-
tation of the ontology model allows justifying the choice of 
a behavior model of antagonistic agents in the conditions of 
hybrid threats.

At the level of individual agents, the basic model is a 
model of a reflexive agent (Fig. 6). The main assumption of 
building a model is the assumption that the decision maker is 
considered as an information channel. In this case, the main 
indicators of its functioning can be obtained using informa-
tion theory. These include bandwidth, generation, blocking 
and coordination of information. These indicators can be 
used for both an individual agent and a group of agents.
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Fig. 6. Main components of the II stage of methodology 
construction (level of individual agents).

In Fig. 6, the following marks are used: w – specific situa-
tion; W – set of all possible situations; DMi – decision made by 
the i-th agent; ai – actions of the i-th agent; Gi – goals pursued 
by the i-th agent; e(DMi) – agent’s error when his decision 
does not meet his purpose; fi – agent situation assessment 
function; cf – function of coordinating the decision of the i-th 
agent with the decision of other agents of the environment; 
hi – threat counteraction selection function; ch – function of 
coordinating the choice with the choice of other agents.

The basic function of a security agent is the decision func-
tion. These decisions can concern both the process of assessing 

the situation and determining the type of threats, and deter-
mining countermeasures. The basic decision-making model 
proposed at this level by an individual agent implements the 
decision-making process in two stages. Each of these stag-
es (assessment of the situation and choice of countermeasures) 
involves the coordination of the formed estimate with the esti-
mates of other decision-makers. The presence of the processes 
of information exchange at all stages of decision-making with 
other cooperating agents in the dynamic behavior model of 
an individual agent, in contrast to existing models, is a sig-
nificant difference. Taking into account this feature of deci-
sion-making behavior significantly affects the effectiveness of 
business process contour protection from cyber attacks in the 
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conditions of hybrid threats. Such an exchange can be consid-
ered as a basis for forming group behavior scenarios.

The second feature of the model is the ability to assign 
a level of reflection, which allows the counteraction party 
to build a model of possible behavior of the counteraction 
party to the conflict. Thus, a zero level of reflection indicates 
that the security agent has no information about the agent 
environment of counteraction. Whereas the first level of 
reflection indicates that the agent has an idea of functioning 
in the environment of other agents.The second level indicates 
that the opposite side of the conflict is also reflexive, i.e. 
has a model of behavior of the opposite side, and so on. The 
recursive model of the reflexive agent contains models of the 
attacker behavior and allows modeling the probable actions 
of attackers, and thus predicting the consequences of deci-
sions made by the defense. Analysis of the reflexive abilities 
of agents shows that it is impractical to implement reflection 
above the 2nd level.

The second feature of the model of an individual security 
agent is the ability to take into account learning processes 
when countering cyber threats. The learning processes also 
reflect the reflexive properties of agents. In traditional learn-
ing models, it is possible to accumulate information about 
changes in the behavior of the opposite side of the conflict 
and to make predictions about the actions of the opposite 
side of the conflict. That is, one’s own behavior is carried out 
within the framework of formal decision-making theory as a 
game against passive nature. And training in the face of the 
active side of the conflict takes into account that the enemy 
is an active agent, has its own goals and responds based on 
their own goals and taking into account the previous actions 
of the enemy. That is, the opposite side is active and also 
implements the learning process, i.e. the choice of reaction 
should be analyzed on the basis of game theory and taking 
into account the reflexive abilities of the agent.

Thus, at the level of individual agents, models of training 
of reflexive agents are proposed, which differ from tradition-
al training models in that they take into account changes 
in the behavior of agents of the environment. To assess the 
quality of training and the dynamics of processes, the fol-
lowing indicators are proposed: the rate of changes in agent 
decisions, the rate of changes, the retention rate, and the 
generalized volatility ratio. The proposed coefficients show 
how long the agent will adhere to the decision, the agent’s 
willingness to review the previous decision and his ability 
to respond quickly to changes in the environment of coun-
teraction.

In contrast to the existing ones, the proposed model 
of agent training takes into account the multi-agent oper-
ating environment, which allows adapting agent behavior 
in a dynamic environment. In other words, when training, 
the agent takes into account the fact that he is in the 
process of counteraction with an active opponent. An 
active opponent may have his own goals, is characterized 
by an appropriate level of rationality, and has the ability 
to learn.

To develop models of the third level of methodology, the 
behavior model of an individual agent is modified to take 
into account the dynamics of processes and interactions of 
individual agents. That is, the agent’s reaction is formed not 
only under the influence of the obtained results of the situa-
tion analysis, but also taking into account similar decisions 
made by agents of the dynamic environment (Fig. 7).

In Fig. 7, the following notation is used: W={wi} – set of coun-
teraction states (information about cyber attacks); A={ai} – 
set of actions that an agent can perform; Z={zj} – set of states 

in which the agent may be; ( ) ( ) ( ) ( )( )1 , ,i i i i iz t f z t u t w t+ =  – 
transition function; ( ) ( )( )ij ij iu t g z t=  − aggregation func-
tion; ( ) ( ) ( ) ( )( ), 1 , ,

i i i i i
C c z t z t u t w t= +  – local cost function; 

( ) ( ) ( )( ),i i i jia t h z t u t=  – local output function.
The level of the agent group should include various 

methods of coordination in the groups of security agents. 
Different methods of coordinating agent behavior are ex-
plained by the fact that the method takes into account the 
level of agent reflexivity. Thus, the method of coordination 
without communication reflects the fact that the agent 
has the 0 th level of reflexivity, i.e. it is an agent that in no 
way takes into account the functioning of such agents. The 
method of coordination with abstraction, on the contrary, 
is used in the case when the agent builds a model of the 
opponent’s behavior, which in turn also has a model of the 
opponent’s behavior. The use of different methods of coor-
dination allows organizing cooperation between security 
agents to ensure cybersecurity in a fairly wide range of 
operating conditions.

The application of the proposed characteristics to assess 
the effectiveness of the agent functioning can be demonstrat-
ed by the example of two structures of agent interaction. The 
first structure is parallel, when agents work together, possi-
bly independently, coordinating their actions independently.

In the second structure, one of the agents coordinates 
the work of the other two agents. Knowledge of the specific 
characteristics of agents, in particular their effectiveness in 
making decisions and coordinating work, will allow con-
cluding which of the structures is more effective in terms of 
productivity of a group of agents.

The method of assessing the effectiveness of the struc-
ture of interaction of a group of security agents allows 
justifying the choice of the interaction structure, as well 
as distributing the functions of protection of business pro-
cess resources, which provides increased security of the 
business process contour. In contrast to the existing ones, 
the proposed method considers the agent as a processor of 
information with appropriate characteristics and is based on 
information processing processes and relevant characteris-
tics of the effectiveness of the security system.

The final self-organization model combines models of 
the structure and functions of the security system, the re-
lationship of emergence and adaptability, as well as sets of 
goals, memory elements, time points and input influences. 
The self-organization model provides the construction of a 
robust security system in the conditions of synergetic and 
hybrid threats, is based on the synergy of advanced models, 
and provides emergent properties of business processes in 
the security loop. The ability to aggregate models that focus 
on hybrid and synergistic threats significantly distinguishes 
it from known similar models (Fig. 8).

In Fig. 8, the following notation was used for the self-or-
ganization model: Σ–system structure; Φ – system function; 
Rw – emergence relations; G – set of goals; A – adaptive 
relations; P – set of memory elements; Θ – set of time points.

The main purpose of developing a methodology for 
modeling agent behavior is to increase the level of secu-
rity of the organization’s business process contour. This 
is done by obtaining an estimate of the likelihood of an 
attack on business processes and information resources 
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that ensure their functioning. The proposed algorithm 
for assessing the economic effectiveness of threats and 
countering them allows identifying the most likely threats 
aimed at violating the security of information resources. 
As a result, it is necessary to economically justify the dis-
tribution of limited funds between different information 
resources and business processes that require protection. 
The proposed algorithm for determining the most likely 
threat allows organizing an effective allocation of limited 
funds to protect the resources of the business process 
contour. This is done on the basis of using the results of 
modeling the behavior of cooperative-antagonistic agents, 
to determine and assess the likelihood of a threat. The 
model of determining the most probable threat allows or-
ganizing an effective allocation of limited funds to protect 

the resources of the business process contour based on the 
results of modeling the behavior of cooperative-antago-
nistic agents to determine and calculate the probability 
of threats. The proposed evaluation algorithm takes into 
account possible decisions on the attack and countering 
it, made by all parties to the cyber conflict in conditions 
of synergistic and hybrid threats. That is, taking into 
account the decisions of all parties to the conflict, which 
have reflexive properties and reflect the cost of resources 
to be protected, and the cost of the attack, is a signifi-
cant feature of the proposed algorithm. As a result, the 
algorithm allows identifying the range of resources that 
are most likely to carry out cyber attacks (Fig. 9). The 
security assessment method is based on the assumption 
that the security assessment is described by Gaussian law.

LEVEL OF INDIVIDUAL AGENTS                                                                                           IІІ STAGE
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Fig. 7. Main components of the III stage of methodology construction (level of individual agents)
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Notation in Fig. 8 has the following meaning: A

R
Tr  – set 

of potential threats, the implementation of which is effec-
tive for the attacker; Tr i – threat to the i-th information re-
source; A

i
P  – assessment of the cost of success of the attack 

on the i-th resource of the business process by the attacker; 
A

i
C  – cost of an attack on the i-th resource of the business 
process by the attacker; D

C
Tr – set of threats protection 

against is cost-effective; D

i
P  – assessment of the cost of 

Fig. 8. Main components of the IV stage of methodology construction (level of agent group)
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loss of the i-th information resource for the defense party;
D

i
C  – cost of protection of the i-th information resource for 
the defense party; A

i
K  – rating coefficient (importance) of 

implementing the threat to the i-th information resource; 
M – power (number of elements) of a set of selected poten-
tially effective threats to the attacking party; D

jK – rating 
coefficient (importance) of building protection of the j-th 
information resource.

The proposed methodology is based on the combined 
use of all the above set of models, methods and algorithms. 
It can be argued that the combined use of models, meth-
ods and algorithms leads to a synergistic effect in the 
modeling process. The methodology allows predicting 
the possible behavior of the attacker, justifying the choice 
of cyber threat countermeasures at the system level and 

calculating the required amount of investment in cyber-
security with an appropriate distribution of security com-
ponents and investment time. A graphical representation 
of the levels of representation of models, methods and al-
gorithms as components of the methodology for modeling 
agent behavior is shown in Fig. 10.

Thus, the proposed methodology for modeling the 
behavior of interacting agents, the basis of which is a 
three-level structure of modeling subjects and business 
processes of security systems and organizations, increases 
the level of security of business processes by reducing the 
number of hybrid threats by 1.76 times, which reduces 
losses by 1.65 times and increases the time to choose 
counteraction means by reducing the time to identify the 
threat online by 38 %.

Fig. 9. Main components of the V stage of methodology construction (level of agent group)
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7. Verification of the proposed methodology by 
simulation

To verify the behavior models developed within the 
proposed modeling methodology, different conditions were 

used to conduct and counter attacks on the business process 
contour. Simulation was performed for business processes of 
banking, as one of the systems that, on the one hand, is the 
most attractive for attacks, and on the other hand, has de-
tailed business processes for the main functions of the system.

Fig. 10. Space-time structure of the methodology for modeling the behavior of interacting agents
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The conditions that determine the so-called basic run were 
considered as the basis for simulation. These conditions imply, 
first of all, equal capabilities of attackers and defenders and 
a certain basic value of the time to switch to another attack 
vector. The conditions for each scenario were formed on the 
basis of the basic run, information asymmetry of the defender/
attacker’s capabilities and the values of the security vector. 
These three conditions were chosen for the following reasons.

First, the baseline scenario shows the behavior of the sys-
tem when the capabilities of the parties and the values of the 
attack vectors are equal. This allows for the implementation 
of “weakest link” (WL), as well as “wait and see” (WAS) 
strategies in both conditions of certainty and uncertainty in 
decision-making.

Second, the capabilities of 
defenders and attackers de-
termine how likely attackers 
are to use attack vectors as 
part of the WL strategy, and 
how likely defenders are to 
respond to violations based 
on the WAS strategy. If the 
attacker has higher resources 
than the defender, he will be 
able to implement attacks us-
ing different vectors. On the 
other hand, higher capabil-
ities of defenders mean that 
defenders will be able to block 
all incoming attacks. This 
means no response to viola-
tions (since they are never im-
plemented) and, consequent-
ly, no use of the WAS strategy.

Finally, the asymmetry in the value of attack vectors 
makes the analysis more realistic, because in reality security 
vectors have different values of weights that determine the 
value of the resource that the attack is aimed at. Therefore, 
violations on a vector with a large weight can lead to greater 
or lesser damage to the defender’s performance, depending 
on the value of such a vector.

The scenario space is a set of alternative conditions in 
relation to the conditions of the baseline run. This space in-
cludes baseline scenario conditions, asymmetric possibilities 
and values of the asymmetric vector relative to the baseline 
scenario with an uncertainty equal to zero and three levels of 
uncertainty classified as low, medium and high uncertainty.

The business process contours of the bank’s strategic 
management system, the bank’s business process manage-
ment system, the bank’s personnel management system and 
organizational structure, the bank’s quality management 
system, the project management system, the risk manage-
ment system and the marketing management system were 
considered as objects of bank system protection.

The description of the main variables used in simulation 
models of behavior scenarios of agents of business process 
contours and restrictions of the proposed models are given 
in [60]. A detailed description of the set of scenarios that were 
modeled within the proposed methodology is given in [61].

The financial costs of organizing the protection of 
critical infrastructure from both conventional and hybrid 
attacks can be significantly reduced as follows. First, in pre-
venting errors in organizing cyber attack countermeasures, 
and secondly, in detecting errors when choosing the inadequate 

attack counteraction method and the behavior of the counter-
action party in the stages preceding the implementation of the 
attack. The resulting goal setting should focus on finding ade-
quate patterns of behavior of conflicting agents in the face of a 
possible cyber conflict, without waiting for its implementation.

Simulation of a set of scenarios of security agents’ be-
havior was performed using the PowerSim visual system 
modeling environment.

The run of the baseline scenario shows that the attacks 
are successful, starting with vector A, as shown by the 
initial period (Fig. 11). However, attackers switch to the 
next weakest link, when the defender corrects security 
flaws, and the attacker receives information about the 
most successful attacks.

The purpose of the asymmetric capability scenario is to 
show the behavior of agents when one of the opponents has 
more resources than the other, and what is the impact of this 
behavior on successful attacks and financial results of both 
parties. The following assumptions are considered in the 
asymmetric capability scenario:

− defenders’ capabilities − 1,000 units;
− attackers’ capabilities − 100±20;
− values of the security vectors are the same and equal 

to one.
In further modeling and analysis of the behavior of inter-

acting agents, we take into account that to successfully repel 
an attack requires much more capabilities than to organize 
and conduct it. For the parameters used in the behavior sce-
nario modeling process, this ratio is approximately 10 to 1.

In the case of successful attacks, if the capabilities of 
defenders far exceed the capabilities of attackers, successful 
attacks do not occur. On the contrary, when the capabilities 
of attackers exceed a certain level corresponding to the limit 
level of possible reflection by defenders, attackers will con-
stantly use all attack vectors.

Of particular interest is the behavior of interacting 
agents when crossing the specified ratio of attackers and 
defenders means.

When the ratio of attackers-defenders’ capabilities 
is 125: 1,000, the attackers’ capabilities are enough 
to carry out successful attacks on all vectors. At the 
same time, switching between attack vectors is quite in-
tense, which does not allow the defense to react in a timely 
manner, identify and ensure protection of the weakest 
link (Fig. 12). The point of intersection of financial in-
dicators of defenders and attackers can be interpreted as 
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the critical point of the breakdown of the security 
system. It corresponds to a state of counteraction, 
when the financial performance of defenders be-
gins to decline sharply at a time when the profit 
of the attacking party, although slowly, increases. 
In other words, the capabilities of defenders are 
not enough to protect any resource of the business 
process contour.

With increased defense capabilities, it be-
comes possible to protect more and more resourc-
es. Fig. 13 demonstrates the emergence of a crit-
ical point of recovery of the protection system, 
when the financial performance of the securi-
ty system begins to exceed the performance of 
the attacker and show a steady upward trend.

Fig. 14–16 clearly demonstrate the dynam-
ics of the ratio of financial indicators of coun-
teraction parties. As the defense’s capabilities 
increase, the period of time when successful at-
tacks are carried out becomes smaller. And at a 
certain ratio there comes a turning point, when 
defenders are able to repel more and more at-
tacks, and this moment comes earlier (Fig. 14–16).

The obtained ratios allow estimating the re-
quired level of investment in cyber defense to par-
tially or completely block attacks on the system. 
It can be assumed that the obtained ratios (when 
adjusting the model to the specific conditions of 
cyber attacks) can be used to assess the capabilities 
of the attacker, based on the available means of 
protection and the dynamics of repelling attacks.
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8. Discussion of the results of the methodology 
study using the proposed models, methods and 

algorithms

The proposed methodology with the given 
space-time structure allows increasing the level 
of security of the business process contour by re-
ducing the number of hybrid threats. Defenders 
make investment decisions based on evidence of 
successful attacks. This means that attacks must be 
stopped after a while, either because they have been 
repelled, or attempts are being made to find anoth-
er vulnerability in the security system (Fig. 17).

The main purpose of the scenario of increasing 
the time of switching between attacks is to increase 
the time of switching to another attack vector. 
Therefore, the defender “stores” reports of success-
ful attacks for a longer time to extract more infor-
mation from them and, as a result, reduce the un-
certainty associated with future attacks (Fig. 18).

Fig. 19 shows the data demonstrating that 
when increasing the interval for switching from 
one threat vector to another by 2 times, the num-
ber of successful attacks decreases by 1.76 times. 
A further increase in switching time has almost no 
effect on reducing the number of successful attacks.

With an increased security level of the business 
process contour due to additional funding, the switch-
ing time can be increased up to 3 times (Fig. 20).

The main purpose of the scenario of increas-
ing the time of switching between attacks is to 
increase the time of switching to another attack 
vector. Therefore, the defender “stores” reports of 
successful attacks for a longer time to extract more 
information from them and, as a result, reduce 
the uncertainty associated with future attacks.

This is achieved by reducing the time to iden-
tify the threat online using a variety of models and 
methods of the methodology to predict the most 
likely threats. As a result, this reduces losses and 
increases the time to choose counteraction means.

The proposed methodology allows finding the 
minimum level of investment in protection, which 
provides a critical point for the recovery of the secu-
rity system (Fig. 9). The implementation of scenario 
modeling demonstrates the relationship between 
the ratio of funds of counteraction sides and the dy-
namics of critical points of breakdown and recovery 
of the security system (Fig. 14–16).

The proposed model allows determining the 
critical point of the level of effective investment in 
the security system, provides effective counterac-
tion to modern hybrid threats to the elements of 
the business process contour, increases the security 
level of the organization due to the effective level of 
investment in the security system. The dependence 
of the security level of the business process contour 
of the security system on the time of switching from 
the protection of one security vector to another was 
revealed. The identified dependence exists in the 
range of the ratio of resources of the defense and 
counteraction parties, in which attacks can be car-
ried out and countermeasures can be used. This is 
most evident in the small range of balance between 
the defenders’ and attackers’ capabilities. Fig. 17 
shows the dynamics of successful attacks in the case 

Fig. 16. Dynamics of financial indicators of counteraction  

parties (USD), capability ratio 94: 1,000
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of reactive response to attacks, and Fig. 18 – in proactive re-
sponse, when the interval of switching from one attack vector 
to another increases. Fig. 19 shows the data demonstrating 
that when the interval for switching from one threat vector to 
another increases by 2 times, the number of successful attacks 
decreases by 1.76 times (from 3,485 to 1,975). A further in-
crease in switching time has almost no effect on reducing the 
number of successful attacks.

Thus, the proposed methodology allows predicting the 
possible behavior of the attacker, justifying the choice of 
cyber threat countermeasures at the system level and calcu-
lating the required amount of investment in cybersecurity 
with an appropriate distribution of security components and 
investment time.

However, using it requires not only mathematical mod-
eling, but also simulation skills. Agent behavior scenarios 
are built into these models, so to implement new behavior 
scenarios it is necessary to develop new or modify existing 
models, which is not always possible.

As a follow-up to this study, a situational management 
approach can be suggested. In contrast to the existing 
business process security management system, which is 
based on models of both business processes and models 
of attacks, agent behavior, etc., situational management 
can be considered as precedent management. The central 
object is the concept of the situation that combines the 
current state of the system, available resources and pos-
sible actions of one or another party. The situation model 
is the basis for building a database of situations, for which 
it is necessary to develop appropriate methods to sup-
plement the description of situations, generalization and 
classification of situations, as well as develop a language 
for describing situations. The concept of scenario and its 
description are an integral part of precedent management. 
The issues of decision-making procedures, planning in 
the space of tasks and situations need to be implemented 
in security systems. It should be noted that the methods 
of situational management are focused on use in condi-
tions where the construction of a mathematical model 
of the object or subject of management is impossible or 
extremely time-consuming. From the very beginning, 
these methods take into account the presence of a person 

in the control circuit and his subjectivity of perception 
of the processes that take place, and his characteristics in 
decision-making and behavior in security systems.

In the post-quantum period, with the emergence of a 
full-scale quantum computer, the question of what mech-
anisms will be able to provide preventive measures be-
comes acute. One of the promising areas, according to  
the USA NIST experts, is the use of McEliece and Nied-

erreiter crypto-code structures. Practical al-
gorithms for providing basic security services: 
confidentiality, integrity and authenticity are 
proposed in [57–59]. This approach, taking into 
account their commercial implementation, does 
not contain cryptocurrencies and provides not 
only the required level of cryptographic securi-
ty, but also the reliability and efficiency of the 
transmitted data. Thus, the synthesis is based on 
the proposed methodology with promising algo-
rithms for providing security services will sig-
nificantly reduce the possibility of threats to the 
security of the organization’s business processes.

9. Conclusions

1. Features of modeling the behavior of inter-
acting agents of security systems in cybercon-
flict, which allowed determining the minimum 
required set of models, methods and algorithms 

that provide effective modeling to assess the necessary 
means of ensuring the appropriate level of security of busi-
ness processes are revealed. Sets of models, methods and 
algorithms allow predicting the possible behavior of the at-
tacker and the required amount of investment to justify the 
choice of countermeasures for modern threats.

2. The concept of modeling the behavior of interacting 
agents is developed, the basis of which is a three-level struc-
ture of modeling the subjects and business processes of the 
contours of the organization and security system, based on 
modeling the behavior of antagonistic agents. The concept 
can be used to predict the possible behavior of the attacker, 
justify the choice of cyber threat countermeasures at the sys-
tem level and calculate the required amount of investment 
in cybersecurity with an appropriate distribution of areas 
and time of investment.

3. A methodology for modeling the behavior of antago-
nistic agents of security systems is developed, which allows 
predicting the possible behavior of the attacker, justifying 
the choice of cyber threat countermeasures at the system 
level and calculating the required amount of investment in 
cybersecurity. The space-time structure of the methodology 
for modeling the behavior of antagonistic agents of the se-
curity system determines the appropriate models, methods 
and algorithms.

4. The proposed methodology is verified on the basis of 
simulation modeling of three scenarios of security agents 
behavior: the baseline scenario, the scenario of asymmetric 
capabilities and the scenario of changing the time of switch-
ing from one threat vector to another. The verification 
demonstrated the practical possibility of applying the devel-
oped methodology to ensure the required level of protection 
of the business process contour with limited funds for the 
investment in security.

Fig. 20. Summary of successful attacks depending on the time of 

switching between threat vectors with increased security
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