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Abstract. Classical photometric stereo requires uniform collimated light, but point light sources are usually
employed in practical setups. This introduces errors to the recovered surface shape. We found that when
the light sources are evenly placed around the object with the same slant angle, the main component of the
errors is the low-frequency deformation, which can be approximately described by a quadratic function. We
proposed a postprocessing method to correct the deviation caused by the nonuniform illumination. The method
refines the surface shape with prior information from calibration using a flat plane or the object itself. And we
further introduce an optimization scheme to improve the reconstruction accuracy when the three-dimensional
information of some locations is available. Experiments were conducted using surfaces captured with our device
and those from a public dataset. The results demonstrate the effectiveness of the proposed approach. © 2017
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1 Introduction

Photometric stereo is a well-established three-dimensional
(3-D) reconstruction technique that uses images of a scene
taken from the same viewpoint but under different illumina-
tion directions.1 Photometric stereo recovers gradients (or
normal) of each surface facet from captured images, and
then the surface height can be integrated from the gradient
field.2–4 Compared with conventional geometric techniques,
such as binocular stereo5 and structure from motion,6 photo-
metric stereo produces better surface details with simpler
calculation.7,8

Classical photometric stereo requires uniform and colli-
mated illumination.9 However, the light sources employed
in practical photometric stereo setups are usually nonuni-
form, such as point light sources. The point light sources
are placed far away from the object to approximate ideal illu-
mination conditions.10,11 But this solution cannot be used in
practical applications that provide limited device space, such
as those used for underwater robots9,12 and monocular
laparoscopy.13 In this situation, the reconstruction errors
caused by the nonuniform lighting cannot be ignored.14,15

Figures 1(a) and 1(c) show the erroneous surface reconstruc-
tion result produced by classical photometric stereo under
close-range light sources.

In this paper, we propose a postprocessing method to
correct the surface shape recovered by using classical photo-
metric stereo under nonuniform lighting. The method was
inspired by our finding that when the light sources are evenly
distributed around the object with the same slant angle, the
classic photometric stereo introduces linear deviations to the
recovered surface gradients. The surface height, which can
be integrated from gradients, exhibits a quadratic noise. We,
therefore, propose to correct the deviation in the gradient field.

Depending on the available prior knowledge, our pro-
posed method consists of three strategies for different
cases. When the lighting calibration or 3-D information of
any known surface points is not given, the gradients can
be corrected by simply removing the fitted low-frequency
deviation, which is denoted by “gradient self-correction
(GSC).” When the 3-D information of some surface points
is available, e.g., from laser triangulation or binocular stereo,
we propose an optimization algorithm to correct the surface
shape, which is denoted by “optimized gradient self-correc-
tion (OGSC).” The above two methods can well handle those
surfaces whose global normal is pointing to the camera.
Otherwise, the lighting calibration will be required, which is
denoted by “optimized gradient calibration (OGC).” The
experiments show that our approach is more accurate than
traditional methods under close-range lighting.

The paper is organized as follows. We review the related
work and the basic photometric stereo theory in Sec. 2.
Analysis of the gradient deviation in classic photometric
stereo is presented in Sec. 3, which is followed by the prelimi-
nary correction method. The optimization method is described
in Sec. 5. In Sec. 6, we discuss the performance of the pro-
posed methods. Finally, we conclude our work in Sec. 7.

2 Background

This section presents related work in correcting the normal
and height deviation produced by photometric stereo under
point light sources. A brief overview of the classic photomet-
ric stereo theory and the limitation when using point light
sources are also presented.

2.1 Related Work

Photometric stereo was proposed by Woodham1 nearly
40 years ago. There are three fundamental assumptions to
photometric stereo in the original approach:
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• the surface is Lambertian,

• the light sources are placed at infinity for uniform
collimated illumination, and

• the camera optics is equivalent to an orthographic
projection.

However, these assumptions are not always met in some
practical situations, which bring errors in the recovered sur-
face shape.16 In this paper, we focus on the inaccuracies in
the low-frequency components of the reconstructed shape
introduced by close-range lighting. It is usually solved in
two ways: modeling the direction and attenuation of illumi-
nation at each surface point or correcting the shape deviation
afterward.

To remove the effect of nonuniform illumination,
Angelopoulou and Petrou10 proposed the flat-fielding method
(flat fielding), in which the light distribution of each light
source is calibrated with a flat plane. The captured images
were then corrected by dividing the calibration image.
However, this method does not work for objects with differ-
ent albedo. Light attenuation models were introduced to
improve the accuracy. For point light sources, intensity was
mostly computed with the inverse-square law.9,17–19 Nagesh
et al. used point light sources in an underwater photometric
stereo and iteratively solved light attenuation model param-
eters. Higo et al. attached a point light source to a hand-
held camera to add a photometric constraint to the multiview
stereo problem. These works only modeled the inverse-
squared light attenuation, whereas Collins and Bartoli13 con-
sidered both distance and angular attenuations. Their model
turns close-range photometric stereo to a nonlinear problem.
Wetzler et al.20 and Logothetis et al.21 proposed using partial
differential equations for close-range photometric stereo.
Since the method can only handle two images due to com-
putation complexity, researchers further proposed variational

methods.22–24 Using a complex light, attenuation model can
better explain the imaging process but introduces difficulties
to calibration and computation.

Some approaches directly correct the height deviation
produced by classic photometric stereo. Combining photo-
metric stereo with geometric methods, such as binocular
stereo and structured light, can significantly improve the
accuracy.25–27 Horovitz and Kiryati14 proposed using sparse
control points with known 3-D locations to correct the height
deviation, and the performance depends on the key points
selected.

The deviation caused by classic photometric stereo under
point light sources is low-frequency noise. In this paper, we
propose to remove the deviation using as few requirements
as possible for the low cost and more practical purpose.

2.2 Classic Photometric Stereo

In classic photometric stereo setup, the xy-plane of the world
coordinate system coincides with the image plane, whereas
the z-axis is lined up with the optical axis of the imaging
system. A surface point with coordinates ðx; y; zÞ maps
onto the image point ðu; vÞ. The height at the point is defined
as z ¼ fðx; yÞ, and the gradient components are defined
as p ¼ ∂fðx; yÞ∕∂x and q ¼ ∂fðx; yÞ∕∂y. If n denotes the
surface normal vector, the unit surface normal is given as

EQ-TARGET;temp:intralink-;e001;326;173n̂ ¼
n

jnj
¼

ð−p;−q; 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ p2 þ q2
p : (1)

The measured intensity ek for a single pixel under the
light source kðk ∈ ½1; K�Þ satisfies

EQ-TARGET;temp:intralink-;e002;326;110ek ¼ ρðn̂ · lkÞ; (2)

where ρ denotes the reflectance albedo of the point and lk is
the unit light direction of the k’th light source.

Fig. 1 (a) and (c) Surface reconstruction of a flat bas-relief slate and a flat flagstone with embedded
shells using classical photometric stereo. (b) and (d) Corrected reconstruction results of the same objects
using our proposed method.

Optical Engineering 103102-2 October 2017 • Vol. 56(10)

Fan et al.: Deviation correction method for close-range photometric stereo. . .



By joining the k measurements for the same pixel
together, we have

EQ-TARGET;temp:intralink-;e003;63;730E ¼ ρn̂L; (3)

where the k’th column of the matrix EðE ∈ R1×KÞ represents
the image intensity under the k’th light source and the k’th
column of LðL ∈ R3×KÞ is the k’th illumination direction lk.

If the columns of L are noncoplanar, L is nonsingular and
invertible. So we can have

EQ-TARGET;temp:intralink-;e004;63;644W ¼ ρn̂ ¼ EL† ; (4)

where W ¼ ðw1; w2; w3Þ
T and L

† denotes the pseudoinverse
of L. A minimum of K ¼ 3 is required for solving Eq. (4).
Then the surface gradient components can be written as

EQ-TARGET;temp:intralink-;e005;63;580p ¼ −
w1

w3

; q ¼ −
w2

w3

: (5)

The gradients can be used to compute normal for each
pixel using Eq. (1).

2.3 Photometric Stereo under Point Light Sources

In this paper, we discuss the situation that photometric
stereo is implemented under close-range point light sources,
which means the illumination is not uniform or collimated.
The perspective projection and light attenuations should be
considered.13

As shown in Fig. 2, the xy-plane is parallel with the image
plane, and the z-axis is aligned with the optical axis of the
imaging system. A surface point A with coordinate ðx; y; zÞ
maps onto the image point A 0ðu; vÞ under the perspective
projection.

2.3.1 Light direction

If the coordinate of the k’th light source is ðlxk; lyk; lzkÞ, the
light direction lkðx; yÞ for a surface location ðx; yÞ can be
written as

EQ-TARGET;temp:intralink-;e006;326;752lkðx; yÞ ¼
ðlxk − x; lyk − y; lzk − zÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðlxk − xÞ2 þ ðlyk − yÞ2 þ ðlzk − zÞ2
p : (6)

In this model, the light directions depend not only on
ðx; yÞ but also on z.

2.3.2 Light attenuation

Two types of light attenuation are taken into consideration
when point light sources are used. First, the light energy
attenuates due to distance following the inverse-square law.
Second, the light encounters radial attenuation, which means
that the light is bright along a principal direction vk and
becomes less bright at angles further from the main direction.
The light attenuation can be expressed by the multiplication
of two factors20

EQ-TARGET;temp:intralink-;e007;326;578akðu; vÞ ¼
½lkðu; vÞ · vk�

μ

ðlxk − xÞ2 þ ðlyk − yÞ2 þ ðlzk − zÞ2
; (7)

where μ is a radial attenuation coefficient.
The varying light direction and attenuation introduce non-

linear errors to the reconstructed surface normal, which is
what we aim to correct in the following.

3 Gradient Deviation in Classic Photometric Stereo

We built up a photometric stereo device to capture pictures of
objects as shown in Fig. 3. The light sources are evenly
distributed around the objects with the same slant angle.
The captured surface is globally flat and lies in xy-plane.
The main direction of the point light source can be defined
by a slant angle and a tilt angle.28 Different objects were
photographed under varying tilt angles. More details about
the device can be found in Sec. 6.

We also tested 30 surfaces from the PhoTex database.29

This database consists of 3-D surface textures that were cap-
tured using a similar configuration with ours. Each surface
was captured under different slant angles (30 deg, 45 deg,
60 deg, and 75 deg) and 12 tilt angles. We did not employ
another dataset such as the one proposed by Shi et al16 because
the objects in their dataset exhibit strong specular highlights
and shadows, which are not in the scope of this paper.

Fig. 2 Photometric stereo under point light sources.

Slant angle

Tilt angle

Camera

Illumination

x

z

y

Sample

Fig. 3 The imaging setup. The illumination direction is defined by the
slant angle and tilt angle as illustrated.

Optical Engineering 103102-3 October 2017 • Vol. 56(10)

Fan et al.: Deviation correction method for close-range photometric stereo. . .



In this work, we recovered the gradients using classical
photometric stereo and estimated the surface height using
Poisson Solver.3 We plotted four surfaces in Fig. 4, from
which it is obvious that the gradients show linear deviation,
and the surface shape is contaminated by quadratic low-

frequency noise. Then we tested 36 samples (30 from
PhoTex database, 6 self-captured) to validate the quadratic
low-frequency deformation in recovered height maps by fit-
ting a binary quadratic function. The R2 statistic and p-value
of the F statistic are shown in Table 1. All R2 values are
larger than 0.95 with p < 0.001, which shows a significant
quadratic relationship.

3.1 Analysis for Gradient Deviation

We denote the normal produced by photometric stereo in
terms of gradients as ð−p;−q; 1Þ. As shown in Fig. 5, nv ¼
ð0;0; 1Þ denotes the vertical direction of a surface point,
which is parallel to the optical axis, ng ¼ ð−pg;−qg; 1Þ is
the “ground-truth” normal of the point, and no ¼ ð−po;

−qo; 1Þ is computed by the classic photometric stereo method
with deviations. The k’th light direction is the principal direc-
tion vk. We denote the gradient deviation pe ¼ po − pg and
qe ¼ qo − qg. The normal deviation ne is

Fig. 4 Gradients and heights produced by classic photometric stereo: (a) a flat paperboard, (b) a flat
flagstone, (c) surface texture “afa” in PhoTex database, and (d) surface texture “adj” in PhoTex database.
Binary quadratic noise is very obvious in the height maps.

Table 1 Statistics for fitting height maps with binary quadratic
function.

R2 p

A flat paperboard 0.9951 <0.001

A flat flagstone 0.9867 <0.001

afa 0.9917 <0.001

adj 0.9674 <0.001

Note: “afa” and “adj” are from PhoTex database.
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EQ-TARGET;temp:intralink-;e008;63;632ne ¼ ð−pe;−qe; 1Þ: (8)

The normal computed by classic photometric stereo can
be corrected if pe and qe are estimated. The measured inten-
sity ek can be redefined as

EQ-TARGET;temp:intralink-;e009;63;577

ek ¼ ρ
0ð−po;−qo; 1Þ · vk

¼ ρ
0ð−pg;−qg; 1Þ · vk þ ρ

0ð−pe;−qe; 1Þ

· vk − ρ
0ð0;0; 1Þ · vk; (9)

EQ-TARGET;temp:intralink-;e010;63;512

ρ
0ð−pg;−qg; 1Þ · vk ¼ ρ

0ð−po;−qo; 1Þ

· vk − ρ
0ð−pe;−qe; 1Þ · vk þ ρ

0ð0;0; 1Þ · vk; (10)

where ρ
0 ¼ ρ∕jnj.

When pg ¼ 0, qg ¼ 0 in Eq. (10), it means that the
imaged surface is a flat plane. Then

EQ-TARGET;temp:intralink-;e011;63;434

ρ
0ð0;0; 1Þ · vk ¼ ρ

0ð−po;−qo; 1Þ · vk − ρ
0ð−pe;−qe; 1Þ

· vk þ ρ
0ð0;0; 1Þ · vk: (11)

In this situation, to satisfy the above equation for all light
directions, we will have pe ¼ po and qe ¼ qo. This means
that when we recover the shape of a flat plane under
point light sources, the computed gradient is the gradient
deviation.

If the surface height of the captured object is far smaller
than the distance between the camera and the surface, the gra-
dient estimated by a reference flat plane can be taken as the
approximation of the gradient deviation. If we compute the
gradient ðpe; qeÞ from a reference flat plane that has the same
materials and colors, the corrected gradient ðpc; qcÞ will be

EQ-TARGET;temp:intralink-;e012;63;264ðpc; qcÞ ¼ ðpo − pe; qo − qeÞ: (12)

However, providing various materials as reference flat
planes is impractical. For a fixed photometric stereo setup,
we can compute the gradients of a flat plane and use their dis-
tribution to optimize the estimated gradient of other surfaces.

4 Gradient Correction Using Flat Plane Prior

When photometric stereo is implemented under a fixed setup
and the light sources bear the same attenuation, the recovered
shapes of different surfaces share some deviation character-
istics in common: (1) the low-frequency noise is approxi-
mately quadratic; (2) the centers of quadratic distributions
can be considered to be the same position; (3) for different
objects, the shape of the quadratic distributions is different.
As gradients are the partial derivatives of the surface height,

the gradient deviation shows a linear trend, and the slopes are
different for different objects.

4.1 Gradient Deviation Calibration

From the previous experimental observations, we found that
a binary quadratic function fðx; yÞ ¼ Ax2 þ By2 þ Cxyþ
Dxþ Eyþ F approximate the height deviation well. We
propose to estimate the function parameters with a flat plane
using classic photometric stereo and Poisson Solver. The
gradient deviation and the quadratic center position will be

EQ-TARGET;temp:intralink-;e013;326;637peðx;yÞ¼ 2AxþCyþD; qeðx;yÞ¼ 2ByþCxþE; (13)

EQ-TARGET;temp:intralink-;e014;326;608ðxc; ycÞ ¼

�

CE − 2BD

4AB − C2
;
CD − 2AE

4AB − C2

�

: (14)

The deviation from a flat plane cannot satisfy all objects.
We use it as optimization prior in the following solutions.

4.2 Self-Correction Method

Instead of using a flat plane, the object itself can be directly
used to fit the gradient deviation distribution if it is globally
flat (such as submarine topography).

We first compute the gradient and surface height by clas-
sic photometric stereo and Poisson Solver. A binary quad-
ratic function fðx; yÞ is used to fit the estimated surface
height. The gradient deviation ðpe; qeÞ is derived from the
fitted height and is subtracted from the original gradient
ðpo; qoÞ. The corrected gradient ðpc; qcÞ, which is ðpo − pe;
qo − qeÞ, is finally used to integrate surface height.

However, object surfaces are not always planar, and
this approach cannot provide the best result. To solve the
problem, we further combine some points with known
3-D information to improve the accuracy.

5 Optimization Algorithm for Gradient Deviation
Correction

If some surface points with known 3-D information are avail-
able, they can be used as constraints to improve the recon-
struction accuracy. The gradient deviation will be corrected
by minimizing the difference between the height produced
by our methods and the known height of these points. The
3-D information of some surface points can be obtained by
methods such as laser triangulation.

One problem to be noticed is that the result produced
by photometric stereo is in pixel size, whereas the 3-D infor-
mation produced by laser triangulation is in real size.
Therefore, we have to first transform the photometric stereo
result to real size.

5.1 Scale Transformation of Photometric Stereo

To implement the transformation between pixel and real
scale, some known points are needed. In this paper, we
make it by using laser triangulation (Fig. 6). A laser point
P ðXp; Yp; ZpÞ defined in camera coordinate system maps
onto image point ðup; vpÞ. Then, the conversion factor
can be written as

EQ-TARGET;temp:intralink-;e015;326;107τ≈

�

�

�

�

Xp

u0 − up

�

�

�

�

; (15)

Fig. 5 The vertical direction nv , the “ground-truth” normal ng , the gra-
dient normal estimated by the classic photometric stereo method no ,
and the direction of the k ’th light source vk .
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where u0 is the horizontal center of the physical image coor-
dinate system, which can be calibrated by using Zhang’s
method.30

The object height produced by photometric stereo is
defined as Ho in pixel scale. The height of laser point P esti-
mated by photometric stereo is hp in pixel scale. Then, the
real height Hps defined in the camera coordinate system
can be transformed as

EQ-TARGET;temp:intralink-;e016;63;469Hps ¼ ðZp þ τ · hpÞ − τ · Ho. (16)

The real object heightHps corresponds to the z coordinate
in the camera coordinate system.

5.2 Deviation Correction with Known Points as Priors

The surface height from photometric stereo is transformed
to real size first using the scale transformation method
above. Then, we minimize the difference between photomet-
ric stereo result and the known height (from laser triangula-
tion) to find the optimal parameters for the
gradient deviation functions. The optimization equation is

EQ-TARGET;temp:intralink-;e017;63;322

ε ¼ min
A;B;C;D;E

ðjHl −Hpsðpc; qcÞjÞ;

subject to 2Ax0 þ Cy0 þD ¼ 0;

2By0 þ Cx0 þ E ¼ 0; (17)

where Hl denotes the known height from laser triangulation
andHpsðpc; qcÞ denotes the height produced by photometric
stereo method in real size, where pcðx; yÞ ¼ p0ðx; yÞ −
ð2Axþ CyþDÞ and qcðx;yÞ¼ q0ðx;yÞ− ð2ByþCxþEÞ.

With the best-fitted parameters of the gradient deviation
functions, we can obtain the final surface height Hps.

We initialize the parameters by using the results from
the method described in Sec. 4. When the object is globally
flat and parallel with the image plane, the result of the self-
correction method would be preferred.

Let ða0; b0; c0; d0; e0Þ be the initial values for the param-
eters of the fitting function fðx; yÞ. The center of the quad-
ratic function ðx0; y0Þ is assumed to be fixed and initialized
by setting pðx; yÞ ¼ 0 and qðx; yÞ ¼ 0

EQ-TARGET;temp:intralink-;e018;326;447ðx0; y0Þ ¼

�

c0e0 − 2b0d0
4a0b0 − c20

;
c0d0 − 2a0e0
4a0b0 − c20

�

: (18)

When we used the binary quadratic function fðx; yÞ to fit
the low-frequency deformation, we found that the value of
parameter C is much smaller than A and B (see Table 2
for the objects in Fig. 4). This means that the effect of param-
eter C is trivial compared with other parameters. We explain
this by the isotropic reflectance model photometric stereo
assumes and proposed an optimization algorithm (Algorithm 1)
to find the best parameters. We correct the gradient by adjust-
ing parameters ðA;DÞ and ðB; EÞ simultaneously and take
the parameter C as constant. Figure 7 shows the corrected
gradients and normals by our proposed method.

6 Experiments

6.1 Experimental Setup

Our experimental setup is shown in Fig. 8, including the pho-
tometric stereo system and the laser triangulation system.

Fig. 6 Points with known 3-D information from laser triangulation.

Table 2 Statistics of fitting function.

para-A para-B para-C para-D para-E para-F

a −3.94 × 10−4 −4.49 × 10−4 −2.98 × 10−5 0.40 0.36 −117.97

b −2.76 × 10−4 −3.50 × 10−4 −2.32 × 10−5 0.27 0.28 −77.62

c −4.41 × 10−4 −4.69 × 10−4 1.42 × 10−5 0.23 0.20 −33.62

d −2.59 × 10−4 −2.48 × 10−4 −5.55 × 10−6 0.13 0.12 −19.25

Note: a: a flat paperboard, b: a flat flagstone, c: “afa” in PhoTex database, and d: “adj” in PhoTex database.
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A camera (IDS UI-358xCP-C) and six light sources consti-
tuted the photometric stereo system. The camera was placed
at the center of the system, surrounded by six light-emitting
diode (LED) point light sources. The light sources with
adjustable lighting direction were placed around a rotating
circular orbit. The line-structured laser was placed alongside
the camera. The laser and the camera constituted a line laser

3-D imaging system. The objects were placed below the
camera.

In our experiments, the distance between the camera and
objects along the optical axis was about 574 mm. The slant
angle of each light source was set to 45 deg, and the distance
between the light sources and objects along the optical axis
was about 375 mm, which is similar to the radius of the cir-
cular orbit. The camera’s resolution was 1280 × 1024 pixels,
in which case each pixel is ∼0.273 mm. The images were
captured in a dark room, and the LED lights are the only light
sources. Photometric stereo was computed under six light
directions, which had the same interval along the circular
orbit.

6.2 Method Evaluation

We compared our method with the laser triangulation, the
result of which was regarded as ground truth. In our experi-
ments, two perpendicular laser lines were employed in
laser triangulation. 25% of the laser points were randomly
selected and served as constraints in the optimization step
of our method, and they were not integrated to final results.
Therefore, the laser points could be used as ground truth for
error analysis.

We compared our method with Woodham’s1 and
Agrawal’s3 work (classic PS), which directly recovered the
object’s surface. We also compared it with Angelopoulou
and Petrou’s10 work (flat fielding), which calibrated the
light distribution in advance. We analyzed errors of a flat
paperboard, a flat flagstone, and a flat slab with embedded
shells. The height maps produced by photometric stereo were
transformed from pixel size to real size, and the average error
was estimated in real size. The error analysis is shown in
Table 3. The section profiles of the three objects on one
projected laser line are shown in Figs. 9, 10, and 11. The
reconstruction figures are shown in Fig. 12.

Algorithm 1 Gradient-correction optimization method.

Input: Known sparse height: H l , initial gradients ðp0; q0Þ,

Initial coefficients ða0; b0; c0; d0; e0Þ and ðx0; y0Þ.

1: A ¼ a0, B ¼ b0, D ¼ d0, E ¼ e0, para ¼ 0.01;
Y 1 ¼ meanðjH l − Hpsðp0; q0ÞjÞ

2: While not converged do

3: Âk ¼ a0 × ½1þ ð−1Þk × ðk − 1Þ × para�,

B̂k ¼ b0 × ½1þ ð−1Þk × ðk − 1Þ × para�, D̂k ¼ −ð2Âkx0 þ c0y0Þ,

Êk ¼ −ð2B̂ky0 þ c0x0Þ;

4: pk ¼ p0 − ð2Âkx þ c0y þ D̂k Þ; qk ¼ q0 − ð2B̂ky þ c0x þ Êk Þ;

5: T ¼ meanðjH l − Hpsðpk ; qk ÞjÞ;

6: if T < Y k

7: A ¼ Âk ; B ¼ B̂k ; D ¼ D̂k ; E ¼ Êk ; Y k ¼ T ;

8: end if

9: Y kþ1 ¼ Y k ;

10: end while

Output:A;B;D; E

Fig. 7 Gradients and normal corrected by our optimization method: (a) the original gradients and normal
produced by classic photometric stereo and (b) the corrected results by our method.
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Among the methods, our approach shows smaller errors
and is closer to the ground truth (results from laser triangu-
lation). The left column of Fig. 12 is the result produced by
classic photometric stereo, from which the deformed surface
shape is obviously seen. The right column of Fig. 12 exhibits
the corrected results by our proposed method. Figure 13 shows
the corrected normals and 3-D shapes. The low-frequency
noise is well-eliminated with high-frequency details well-
reserved (the crack on the shell is clearly visible). Our OGSC
method shows better performance for globally flat objects.

Fig. 8 The experimental setup and the six target objects: (1) a flat paperboard, (2) a flat flagstone,
(3) a tilted paperboard, (4) a tilted flagstone, (5) a slab with shells, and (6) a slab with steel sheets.

Table 3 Method comparison.

Error (mm)
A flat

paperboard
A flat

flagstone Shells

Classic PS1 7.7610 5.6282 6.9351

Flat fielding10 1.6276 1.0748 2.0853

OGSC 0.3958 0.4308 0.9269

Note: Bold values represent that the results are best and the related
methods are better than others.

Fig. 9 Section profiles of the height maps for a flat paperboard.

Fig. 10 Section profiles of the height maps for a flat flagstone.

Fig. 11 Section profiles of the height maps for a slab with embedded
shells.
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6.3 Quantitative Evaluation

To quantitatively evaluate our method, we tested different
types of objects, including flat objects, tilted objects, and
convex objects. The results are shown in Fig. 14.

From the error analysis (Table 4) on flat objects (samples
1 and 2), it can be seen that the precision of our methods is
below 1 mm. The quantitative results from the table and
Fig. 14 indicate that the OGCS method performs better than
other methods for the globally flat objects.

We further tested our methods on tilted objects and con-
vex objects. Table 5 shows the results of a tilted paperboard
and a tilted flagstone. The OGC method produced better per-
formances, whereas the other methods all failed. The convex
objects include a slab with embedded shells and a slab with
steel sheets. From Table 6, it can be seen that our methods are
proved to work well on continuous surface but cannot handle
noncontinuous surface, which is outside the scope of photo-
metric stereo. The embedded shells with continuous surface

Fig. 12 Comparison of different methods on samples (1), (2), and (5). The color of the reconstruction
mesh codes the height.

Fig. 13 The corrected normal maps and rendered images of the reconstruction results from our OGSC
method.
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were reconstructed well, but the steel sheets with noncon-
tinuous surface performed poorly and produced larger errors.

The OGSC method initialized from the object itself pro-
vides better performance on globally flat objects, whereas
the OGC method using the calibrated initialization can han-
dle more situations.

In close-range photometric stereo, the attenuation of light-
ing becomes worse when moving from the imaging center to
the surround. We, therefore, tested the performance decay

of our proposed method with increasing imaging field. As
shown in Fig. 15, the original images of two samples were
cropped to three different subimages. If the size of the origi-
nal image is R, the size of cropped images is R∕16, R∕4, and
9R∕16. The cropped images are located in the central regions
of the original image. From the results shown in Fig. 16,
we can see that the performance of classic photometric
stereo drops dramatically when including larger imaging
areas of the objects, whereas our approach exhibits steady

Fig. 14 Reconstruction results for sample objects by our methods.
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reconstruction errors. This means that our approach
improves photometric stereo in working on a larger
imaging area and is therefore more useful for practical
applications.

Table 5 Error analysis of tilted objects.

Error (mm) A tilted paperboard A tilted flagstone

Classic PS1 8.1613 8.1958

GSC 4.4365 6.2643

OGC 2.2091 2.7310

OGSC 4.335 6.1249

Note: Bold values represent that the results are best and the related
methods are better than others.

Table 6 Error analysis of convex objects.

Error (mm) Shells Steel sheets

Classic PS 6.9351 13.2174

GSC 0.9327 8.9068

OGC 2.6935 7.4100

OGSC 0.9269 8.6280

Note: Bold value represents that the results are best and the related
methods are better than others.

Fig. 15 Results of flat samples in different imaging range, which are central regions of the original image.
R means the size of the original image: 350 mm × 280 mm. (1) A flat paperboard and (2) a flat flagstone.

Table 4 Error analysis of flat objects.

Error (mm) A flat paperboard A flat flagstone

Classic PS1 7.7610 5.6282

GSC 1.0466 0.8529

OGC 0.3958 0.8200

OGSC 0.3958 0.4308

Note: Bold values represent that the results are best and the related
methods are better than others.

Fig. 16 Average error analysis about the imaging range: (1) a flat
paperboard and (2) a flat flagstone.

Table 7 The restriction of different light distribution.

Error (mm) 3 lights 4 lights 6 lights 12 lights

1 Classic PS1 7.7419 8.0078 7.7610 7.7582

OGSC 2.1671 2.5273 0.3958 0.4234

2 Classic PS1 5.8758 6.3836 5.6282 —

OGSC 1.7761 2.1991 0.4308 —

Note: Bold values represent that the results are best and the related
methods are better than others.

Note: 1: a flat paperboard and 2: a flat flagstone.
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We also tested our methods under a different combination
of lighting directions, including symmetric and asymmetric
lighting distribution. Twelve lighting directions with differ-
ent tilt angles were used. The light sources used in each test
are coded in the bottom right corner of Fig. 17. We tested a
flat paperboard and a flat flagstone. The results in Table 7
and Fig. 17 show that the symmetric lighting distribution

provides better performance in terms of details. This indi-
cates that our method can better deal with images captured
under symmetric lighting.

Finally, we tested the proposed method using the PhoTex
database. Since the database does not provide ground truth or
any points with known 3-D information, we used the pro-
posed GSC method. We chose three samples, and for each

Fig. 17 Results under different light distributions, including asymmetric light distribution and symmetric
light distribution. The light distribution is shown at the bottom right corner: (1) a flat paperboard and
(2) a flat flagstone.

Fig. 18 Experiments of real objects from PhoTex database: (a) “ade” (stones), (b) “afa” (a piece of fabric),
and (c) “adj” (noodles).
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sample, we chose 12 images with the same slant angle
(45 deg). The results are shown in Fig. 18. The samples
“ade” (stones) and “adj” (noodles) exhibit heavy shadows,
but our method can still reduce the low-frequency noise and
reserve surface details.

7 Conclusion

In this paper, we proposed methods to correct the deviation
produced by classic photometric stereo under point light
sources. Based on the observation that the deviation in gra-
dients shows a linear trend, a GSC method is proposed for
deviation correction. Optimization methods are further
developed by combining some surface points with known
3-D information. Our method improves the photometric
stereo in dealing with nonuniform illuminations, which will
be useful for situations that the light sources cannot be placed
far away from the camera and for large reconstruction
scenes. Future work will include improving the accuracy of
the approach and handling globally curved surfaces and
moving objects.
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