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Abst rac t 

This paper describes a diagnosis a lgor i thm 
called structure-based abduction (SAB) which 
was developed in the framework of constraint 
networks [12]. The algor i thm exploits the 
structure of the constraint network and is most 
efficient for near-tree problem domains. By 
analyzing the structure of the problem do
ma in , the performance of such algor i thms can 
be bounded in advance. We present empir
ical results comparing SAB w i th two model-
based algor i thms, M B D l and M B D 2 , for the 
task of f inding one or all min imal-card inal i ty 
diagnoses. M B D l uses the same comput ing 
strategy as a lgor i thm G D E [9]. M B D 2 adopts 
a breadth-f irst search strategy simi lar to the 
a lgor i thm D IAGNOSE [24]. The ma in conclu
sion is that for nearly acyclic circuits, such as 
the N-bit adder, the performance of SAB being 
linear provides definite advantages as the size 
of the circuit increases. 

1 I n t r o d u c t i o n 
Generally speaking, diagnosis is a form of abduct ion or 
inference to the best explanation. Explanations are those 
min ima l sets of value instantiat ions that are consistent, 
w i th the model and the observations, and best explana
tions are those that opt imize some desirabil i ty measure. 
Some common measures are minimal cardinality [19], 
parsimonious covering theory [23], most probable expla
nat ion [22], and minimal cost proofs [2], A well-defined 
relat ion between cost-based abduct ion and belief revi
sion in probabil ist ic networks has been shown [2], and 
also algor i thms based on systems of l inear constraints 
have been proposed [26]. 

Diagnosis, when viewed as cost-based abduct ion, can 
be formulated as an opt imizat ion task in the framework 
of constraint networks [12; 11; 18]. The advantage of 
such formulat ion is that all a lgor i thms and heuristics 
developed w i th in that framework can be exploi ted. In 
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part icular, it was shown that when a constraint network 
is acyclic, an op t ima l solution can be found in linear 
t ime [13]. Tai lor ing this a lgor i thm to diagnosis results in 
an a lgor i thm called structure-based abduction (SAB) [12], 
which wi l l be empir ical ly investigated here. The perfor
mance of SAB is compared wi th two model-based diag
nosis algori thms called here M B D l and M B D 2 . M B D l 
uses the same strategy for f inding predictions and con
flicts as G D E [9]. M B D 2 is a focused version of M B D l 
geared toward comput ing min imal-card inal i ty diagnoses. 
M B D 2 adopts a breadth-first search strategy for search
ing the hypotheses space and then computes conflicts 
sequentially, as in D IAGNOSE by Reiter [24]. 

The main contr ibut ion of this work is in i l lustrat
ing how the task of diagnosis can be performed effi-
ciently for circuits whose structure corresponds to nearly 
acyclic networks. Note that model-based diagnosis algo
r i thms like G D E [9] can take an exponential t ime even 
on acyclic, circuits (see Resnick [25]). We present results 
of experiments on a parameterized circui t that general
izes Resnick's circuit showing instances where the G D E -
like algor i thm ( M B D l ) explodes in t ime and space while 
SAB is able to compute diagnoses efficiently for al l in
stances. We then show how SAB can be applied to 
circuits whose structure is cyclic by using tree cluster
ing [14] as a preprocessing phase. App ly ing tree clus
tering to cyclic circuits is known to be exponential in 
the cluster's sizes. We give empir ical results on a pa
rameterized cyclic circuit showing that even if relatively 
expensive, it, is worthwhi le doing tree clustering once so 
that all future diagnosis tasks are performed efficiently. 

The structure of the paper is as fol lows. Section 2 
reviews basic definitions and presents two model-based 
diagnosis algori thms: M B D l , M B D 2 . Section 3 formu
lates diagnosis as opt imizat ion in constraint networks 
and describes a lgor i thm SAB, and section 4 describes 
the tree clustering task. Section 5 presents empir ical re
sults, section 6 provides discussion and related work, and 
section 7 concludes. 

2 Model -Based Diagnosis 
Following [7] we define model-based diagnosis in terms 
of a tr iple (SD, COM PS, DBS) where SD, the system 
description, is a set of first-order sentences; COM PS, 
the system components, is a set of constants; OBS, the 
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observations, is a set of first-order sentences. Intu i t ive ly , 
a diagnosis is a subset of components A C COM PS 
such that assuming that each component in A is faul ty 
while the components in COM PS — A are not faulty, 
is consistent w i th the model and the observations. A 
diagnosis A for (SO, COM PS, OBS) is m in ima l if it 
does not contain a proper subset diagnosis. 

Two diagnosis algori thms, M B D 1 and M B D 2 , are ex
amined, and w i l l be described informal ly due to space 
restrictions. A lgor i thm M B D 1 is a variant of O D E [9]. 
It works as a three-step process. In step 1, predic
tions are computed by a form of constraint propagation, 
which al though generally incomplete, is complete for re
stricted languages such as trees and Horn theories. In 
step 2, all m in ima l conflict sets (nogoods) are enumer
ated by ident i fy ing those "environments" leading to con
flicts between predictions and observations. In step 3, 
all min imal-card inal i ty diagnoses are computed as the 
min imal-card inal i ty covers of all the conflict sets. 

The worst-case t ime and space complexity for f ind
ing all m in ima l conflict sets is clearly exponential in 
COM PSI. Since the task of f inding a min imal cover 
to a set of subsets is known to be N P-complete (even 
when each subset, has at most two elements}, the result
ing worst-case complexity of the algor i thm is likely to bo 
( i f P ≠ NP) exponential. 

The second diagnosis a lgor i thm M B D 2 reverses the 
steps of M B D 1 . It first generates a hypothet ical diag
nosis and then determines whether any conflicts remain 
unexplained by that hypothetical diagnosis. If such a 
conflict is found then the hypothesis is extended to cover 
each component in the new conflict. If such a conflict 
does not exist, the hypothesis is a min ima l diagnosis. A l l 
other min imal-card inal i ty diagnoses are found by check
ing each of the remaining hypotheses as to whether it 
can explain al l the conflicts. M B D 2 is a version of the 
a lgor i thm D IAGNOSE by Reiter [24] modif ied for com
put ing the min ima l cardinal i ty diagnoses. 

3 Diagnosis as Optimization 
Given a set of variables A ' j , ..., A*n each having a finite 
set of domain values dom{X1),..., dom(Xn), a consiraint 
network CN is a set of relations {r\, ..., r m ] , called con
straints, each defined on a subset of variables S\, ..., Sm. 
A relation over a subset of variables A ' , , , . . . , X", is a sub
set of the cartesian products of their domains. A solution 
to CN is an assignment of a value to each variable sat
isfying al l the constraints. A constraint network can be 
associated w i t h the set of all its solutions. Formal ly, 

when ts stands for the projection of a tuple t on a subset 
of variables S. For certain applications, it is useful to 
define a cost funct ion over all solutions. A simple cost 
funct ion associates a cost c(X = x) w i th each value of 
a variable, and the cost of a solution is the sum cost 
over al l (variable, value) pairs. The opt imizat ion task 
is to find a solut ion having an op t ima l cost (largest or 
smallest). 

To capture the diagnosis task, we map the t r ip le (SD, 
COMPS, OBS) into the relational framework as fol
lows. The system description SD w i l l be described in 

terms of two sets of variables: the system variables, 
X1, ..., Xn, which are the inputs and outputs of al l 
components w i th their associated f inite domain values, 
dom(X 1 ) , . . ., d o m ( X n ) , and the assumption variables, 
A = {A1,.. ., Am], each associated w i th a component 
cJ G COMPS and describing its funct ioning status. 
In the simplest case, these are bi-valued variables in
dicating whether the component is normal (value 0) or 
abnormal (value ] ) . In the more involved case, they 
can index different fault models. Each component (cj) 
input -output behavior under normal and abnormal con
dit ions are described by a constraint r}. Thus, the con
straint v3 is defined over the set R3 — {A3} U Sj, where 
Sj is the set of input and output variables for compo
nent Cj. The observations OBS is described by forc
ing value assignments for the corresponding variables. 
Non-zero costs are associated w i th assumption variables 
only. An abnormal component is assigned a cost of 1 
[i.e., c(Aj — 1) = 1], while a normal component has a 
zero cost, [i.e., c(Aj = ()) = 0] 

Given a model description and a set of observations, 
the diagnosis task is to construct an explanation, namely, 
an assumption tuple (A1 = a i , . . . , Am = am) that can 
be extended to a consistent solution (X1 = x1, . . ., Xn = 
xn,A\ = a1 . . ., Am = am). The cost of an explanat ion 
is the sum of the costs associated w i th the assumption 
variables. T h a t is, 

The task of finding a minimal-cardinal i ty diagnosis cor
responds to a minimum-cost solution since only faulty 
components are assigned a positive cost in the constraint 
network formulat ion. 

The topology of a constraint network can be depicted 
by its dual graph. A dual graph represents each con
straint by a node and associates a labeled arc w i th any 
two nodes that share variables. If the dual constraint 
graph is a tree (called a jo in tree) or can be transformed 
into a tree by removing redundant arcs ( in linear t ime) , 
then the constraint network is said to be acyclic [20]. In 
that case, a consistent solution or an op t ima l solut ion 
can be assembled in linear t ime. 

E x a m p l e 3 .1 Consider the circuit in F ig . l a , which has 
two AND-gates AND-1, AND-2 connected to an OR-gate 
OR- i . We model this circuit using three bi-valued as
sumption variables, A1,A'2, A3, whose values, zero or 
one, indicate whether the respective gate AND-1, AND-2, 
and OR- i , is normal or abnormal. Fig. lb shows the dual 
graph for the circuit , where a node corresponds to the 
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set of input -ou tput variables including its associated as
sumpt ion variable. The expl ici t constraint for each node 
is given as a table of allowed tuples. 

Constraint AND-1 is given in Table 1, where the values 
marked w i th an X correspond to "don ' t care" condit ions 
(either 0 or 1). Given the set of observations {V1 = 
0 ,V2 = 1,V4 = 1,V5 = 1,V7 = 0 } , there are two 
best explanations, both having cost 1. {Al = 0,A2 = 
1,A3 = 0} corresponding to a single-fault of AND-2, and 
{A1 = 0,-A2 = 0, A3 = 1} corresponding to a single-
faul t of OR-1. Notice that mul t ip le- faul t explanations 
also exist, but they have higher costs. 

Table 2 presents a lgor i thm SAB for a jo in- t ree net
work. In the bo t tom-up step, pointers are created f rom 
each tuple t of a parent node to each of a set of m in i 
miz ing tuples for each child node. The complexi ty of the 
bo t tom-up phase of the a lgor i thm is 0(n-t log t ) , where 
n is the number of components (nodes of the j o i n tree) 
and t is the number of tuples. Details about the algo
r i t hm and arguments for correctness are given in [12; 13; 
10]. 

4 Tree Clustering 
For completeness we present in Table 3 the main steps 
in the tree-clustering a lgor i thm [14]. Tree clustering is 
based on a t r iangulat ion algor i thm which transforms any 
graph into a chordal graph by adding edges. The max i 
m u m cliques of the resulting chordal graph are the clus
ters necessary for forming an acyclic C N . The relat ion 

Table 3 : T r e e C l u s t e r i n g 
I n p u t : A cyclic constraint network T. 
O u t p u t : A j o i n tree representation of T. 
1. Order the nodes ( in a max imum cardinal i ty order
ing (mco) and use a triangulation algorithm to gener
ate a chordal graph for T. 
2. Ident i fy the max imum cliques C1,... , C t and in
dex them by the order of their earliest variable in the 
ordering. 
3. Return the j o in tree result ing f rom connecting each 
Ct to a Cj whose index j > i and w i th whom it shares 
the largest set of variables. 
4. Compute for each node in the tree the set of t u 
ples satisfying all constraints on the clique and arc-
consistency w i th the chi ldren. 

Figure 2: Tree-clustering for the three-bit adder. 

for each cluster (step 3) is computed by assigning the 
input constraints to the various clusters of the j o i n tree 
and finding for each clique al l tuples satisfying those con
straints. The complexi ty of this step dominates the al
gor i thm's performance and is exponential in the clique's 
size. 

E x a m p l e 4 . 1 Figure 2 shows the j o in tree for the three-
b i t adder. We note the recursive nature of the tree, and 
the fact tha t the m a x i m u m clique size is independent of 
the number of bits of the adder. 

5 Empir ical Evaluation 
5.1 Acyclic Circuits1 

The first set of experiments is restricted to a fami ly of 
circuits whose CN is acyclic. We compare the perfor
mance of SAB to M B D 1 on the task of comput ing al l 

1 Preliminary experimental results appear in [15] 



minimal-card inal i ty diagnoses on the parameterized cir
cuit b(p, k), shown in Figure 3. The circuit has n = 2k-1 

components and k layers numbered 1,2,.., k f rom the 
leaves to the root. The component types are indepen
dent random variables and are either A N D or OR gates. 
A component in an odd (even) layer is an A N D (OR) 
w i th probabi l i ty p, OR ( A N D ) w i th probabi l i ty 1 — p. 
The circuit b{p,k) is acyclic and can have a worst-case 
exponential number of m in ima l conflicts.3 

M e t h o d 

For every circuit , we generate the inputs as independent 
random variables each having the value 1 w i th proba
b i l i t y q and 0 w i t h probabi l i ty 1 — q. Then the correct 
ou tpu t is determined and reversed. The observation con
sists of the inputs and the fau l ty ou tput . We feed the 
same set of problems to both SAB and M B D 1 and record 
their respective performances. We l i m i t the space and 
t ime that can be used by M B O 1 to make the experi
ments feasible. When the l im i ts are reached, M B D 1 is 
terminated w i th no solut ion. Each experiment consists 
of M(= 2) circuits each w i t h N(= 5) input -output sce
narios. The performance is averaged over the N M 
problem instances. The circuits considered have com
ponents ranging f rom 3 to 511. Our experiments were 
conducted using Quintus Prolog on Sun 670MP. 

2A special case of the circuit, b(1,,h), was developed 
by [25]. 

3 Although the number of conflicts can be exponential for 
certain inputs, this does not imply that it is the case for most 
inputs. 

R e s u l t s 
The results of the experiments, given in Figures 4 and 5, 
display the average C P U times used by SAB and M B D 1 
for comput ing al l min imal-cardinal i ty diagnoses. In Fig
ure 4, the input probabi l i ty is varied while the type prob
abi l i ty (the type of the component being an A N D or an 
OR, gate) is fixed at 0.2. In Figure 5 the type probabi l 
i ty is varied while the input probabi l i ty is fixed at 0.5. 
Those figures show that M B D 1 becomes inefficient for 
comput ing the diagnoses for moderately sized circuits. 
Points that are not shown for M B D 1 correspond to cir
cuit sizes for which M B D 1 failed on all problem instances 
because its space (or t ime) requirement exceeded avail
able resources. For such problems, the space required 
by M B D l ' s caching dur ing the predict ion phase had ex
hausted the available resource l im i t , set at 10,000 pre
dictions. The points shown for M B D 1 give the average 
C P U seconds over the solved-problem instances. 

As observed f rom Figures 4 and 5, M B D 1 is sensi
t ive to the type of the randomly generated circuits and 
to the probabi l i ty of the inputs. For circuits having 63 
components and type probabi l i ty 0.2, changing the in
put probabi l i ty f rom 0 to 0.8 resulted in a change in the 
average CPU seconds from 71.5 to 19.5 for M B D 1 and 
6.95 to 8.04 for SAB. The coefficient of var iat ion (the 
rat io of the standard deviation to the mean) of the C P U 
seconds is also an order of magnitude higher for M B D 1 
than for SAB (around 50% for M B D 1 and 5% for SAB.) 
It is also observed that for smal l sized circuits, M B D l ' s 
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performance is comparable to SAB's. Figure 4 shows 
that for input probabi l i ty close to 0 or 1, M B D 1 is gen
erally slower than SAB. On the other hand, for input 
probabi l i ty 0.5, M B D 1 is very close to SAB for some 
circuits (Figure 5). As suggested by theoretical analy
sis, it appears that M B D l ' s performance is correlated 
w i th the number of conflicts, while SAB's performance 
is affected by the number of diagnoses. On average, the 
performance of M B D 1 relative to SAB degrades as the 
number of conflicts relative to the number of diagnoses 
increases. Fig. 6 shows the average number of conflicts 
and diagnoses for two cases: one where SAB is consis
tent ly faster (type probabi l i ty 0.2 and input probabi l 
i ty 0), and the other where M B D 1 is sometimes faster 
( type probabi l i ty 0 and input probabi l i ty 0.5). The fig
ure clearly shows that M B D 1 is at a disadvantage w i th 
respect to SAB when there is a large number of conflict 
sets but a small number of minimal-cardinal i ty covers. 
On the other hand, M B D 1 is at some advantage w i th 
respect to SAB when the number of conflicts is smal l 
while the number of diagnoses is relatively large. 

5 .2 C y c l i c C i r c u i t s 
To overcome the space problem of the A T M S caching 
used in M B D 1 in the rest of our experiments we used 
a lgor i thm M B D 2 since i t avoids M B D l ' s memory prob
lem. The a lgor i thm is s t i l l t ime exponential. 

In this section we demonstrate that even if the struc-
ture of the problem is not acyclic, diagnosis and abduc
t ion may st i l l be accomplished efficiently by t ransforming 
the problem into a tree using tree clustering and subse
quently solving by SAB. In this set of experiments the 
N-bit adder circui t , whose structure is cyclic, is consid
ered. An N-bit adder has 5 N components and can be 
modeled by a network having 12 N + 1 variables. 

T r e e C l u s t e r i n g 
Tree clustering is performed on the circuit prior to diag
nosis. Figure 7a gives the t ime of tree clustering which 
increases polynomial ly w i th N. We also see that the to
ta l number of tuples increases linearly w i th N (Figure 
7b), and the number of nodes of the j o i n tree (number 
of cliques) grows l inearly w i t h N (Figure 7c). 

M e t h o d 
As in the acyclic case, we generate the inputs as inde
pendent random variables each having the value 1 w i th 

probabi l i ty q and 0 wi th probabi l i ty 1 — q. The outputs 
are computed by propagating the inputs through the 
component's constraints. Two types of experiments are 
conducted. In one, a single output is randomly selected 
and inverted. In the second set of experiments, mu l t i 
ple outputs are randomly selected (half of the outputs, 
on average) and inverted. In all experiments, the ob
servation consists of al l input , all the correct and faul ty 
outputs. The observation consists of al l input , al l cor
rect outputs and the single faul ty output . We record the 
performance of both SAB and MRD2 on each problem 
instance generated that way. An experiment consists of 
a set of 20 problem instances for each circuit and their 
performances is averaged over the problem set. A t ime 
l i m i t of 1000 seconds per problem is set for M B D 2 . 

R e s u l t s 
Figure 8 shows the performance of SAB and M B D 2 
for single faul ty output when varying the input proba
bi l i t ies. A single faulty ou tpu t corresponds to the case 
where components fai l w i th a very small probabi l i ty . The 
min imal-card inal i ty diagnoses consist of only single faul t 
diagnoses. Figure 8a shows the average number of m in 
imal cardinal i ty diagnoses versus the circuit size N for 
three input probabil i t ies. The average number of diag
noses is small (< 5) and decreases towards equal proba-
bi l i tys for ' 0 ' and T' (0.5). Figure 8b shows the average 
t ime for comput ing al l min imal-card inal i ty diagnoses by 
SAB and M B D 2 . The figure shows that SAB is highly ef
fective result ing in a large speed-up as N increases. The 
speed-up is part icular ly significant for the case where al l 
inputs are zero. For input probabi l i ty 0.5, the average 
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Figure 10: T ime by SAB and MBD2 on the four-bi t 
adder w i th inputs all zeros and mult ip le faulty outputs. 

t ime is nearly identical for both SAB and M B D 2 . For 
a 16-bit adder (80 components) and inputs zeros, SAB's 
performance t ime ranges between 0.72 and 0.80 seconds, 
while on the same set of problems algor i thm M B D 2 takes 
between 2.3 and 11.7 seconds. For a 32-bit adder (160 
components) and when all inputs are zeros, the t ime by 
SAB ranges between 1.02 and 3 sec.., while by M B D 2 
between 30.4 and 155 sec. 

For mul t ip le faulty ou tput , the number of m in ima l 
diagnoses increases exponential ly w i th N and their car
d inal i ty is greater than 1. Problem instances on an 8-
bi t adder had 3750 min imal-card inal i ty diagnoses for in
put probabi l i ty 0 and 18750 for input probabi l i ty 0 .1 . 
Th is corresponds to the case where components fail w i th 
non-small probabi l i ty. M B D 2 was able to compute di
agnosis up to a four-bi t adder but exceeded the l im i t 
on the eight-bi t adder, even when comput ing one diag
nosis. SAB, on the other hand, computed all diagnoses 
for the eight-bi t adder, and it took only 59.82 seconds 
to compute all 18750 diagnoses in one part icular prob
lem instance. Kor the four-bi t adder, where comparison 
can be made between SAB and M B D 2 , we plotted the 
histogram of the d is t r ibut ion of 20 problem instances as 
a funct ion of the number of diagnoses and their cardi
nal i ty (Figure 9). We also give a scatter diagram for 
the t ime to compute all diagnoses by SAB and M B D 2 
on each problem instance (Figure 10). Figure 9 shows 
that the cardinal i ty of the diagnoses ranged between two 
and five and that number of minimal-cardinal i ty diag-
noses ranged between 10 and 750. Figure 10 shows that 
SAB was an order of magni tude more t ime efficient than 
M B D 2 . MBD2 , s t ime ranged between 0.23 seconds and 
325.85 seconds while S A B s t ime ranged between 0.2 sec
onds and 1.27 seconds. M B D 2 required 325.85 seconds 
to solve a hard problem having 750 diagnoses of cardi
nal i ty 5 (Figure 9) and took only 0.23 seconds to solve an 
easy problem having 10 diagnoses of cardinal i ty 2 (Fig
ure 9). SAB required 1.27 seconds for the hard problem 
instance, while 0.22 seconds for the easy one. 

6 Discussion and related work 
The common approach to model-based diagnosis has 
widely been based on the language of proposit ional 
logic [7] and the reasoning machinery of the A T M S [5]. 
The main advantage of using constraint network tech
niques for diagnosis is that it allows the structure of the 
system to be effectively exploited and the complexity of 

computat ion to be bounded in advance. For example, 
the circuit in Figure 3 may have an exponential num
ber of min ima l conflict sets (exponential in the square 
root of the number of circuit components [25]), yielding 
an exponential t ime for comput ing diagnoses by M B D 1 . 
Our a lgor i thm, on the other hand, is linear t ime for that 
circuit and its efficiency can be determined by a sim
ple analysis of the circuit structure, prior to execution. 
M B D 2 wi l l st i l l perform poorly on this problem instance 
due to the t ime needed for checking that a current hy
pothetical diagnosis covers al l conflicts. For near-tree 
networks, the computat ion done vy tree-clustering can 
be viewed as replacing the computat ion of all conflict 
sets in M B D 1 and MBD2. However, while the number 
of conflicts, on which M B D 1 and MBD2\s performance 
depend, is hard to predict in advance, the cost of tree-
clustering can be predicted by analyzing the structure of 
the circuit . 

Several methods have been proposed [8; l] to avoid the 
combinator ial explosion of the early GDE-style compu
ta t ion [9]. In those works, various heuristics are adopted 
that trade off completeness w i th efficiency. Algor i thms 
have been proposed to compute the first k m in ima l (not 
necessarily minimal-cardinal i ty) diagnoses (for fixed k) 
in polynomial t ime [17; 21; 3]. In [16] an approach called 
"structural focusing" is presented based on ident i fy ing 
those parts of the system whose diagnoses are indepen
dent of the remaining parts of the system. An "inde
pendent diagnosis problem" in [16] depends not only on 
the structure of the circuit but also on the observation 
instance of the diagnosis problem. A typical example is 
an N-bit adder problem where all inputs and outputs are 
set to 0 except for the output carry of the last, one-bit 
adder. Tha t circuit w i th that observation instance has 
first been suggested in [6] to motivate work on focusing 
on probable diagnosis. Unlike those focusing approaches, 
our approach only depends on the structure of the cir
cuit . A structural notion of independence similar to ours 
has also been advocated recently and several versions of 
a diagnosis a lgor i thm are given in [4], 

7 Summary and conclusions 
SAB is a diagnosis a lgor i thm that exploits the structure 
of the problem when comput ing minimal-cardinal i ty di
agnoses. For problems containing no cycles, SAB is t ime 
and space linear. M B D 1 (similar to G D E [9]) can find 
all min ima] diagnoses and is not restricted by the struc
ture of the problem. M B D 2 is an incremental version 
of M B D 1 that focuses on min ima l cardinal i ty diagnoses. 
Since SAB's complexity is t ime and space linear while 
M B D 1 s (MBD2's) is exponential, we expected a signif
icant performance gain by SAB over M B D 1 ( M B D 2 ) . 
Two sets of experiments are conducted. The first set 
compares the diagnostic performance of SAB and M B D 1 
on a class of randomly generated acyclic circuits. The 
second set compares SAB and M B D 2 for diagnosing cir
cuits containing cycles (N-b i t adder) w i th randomly gen
erated inputs and mul t ip le faults. The f irst experiments 
show that a lgor i thm SAB is superior to M B D 1 for most 
problem instances. Depending on the circuit type and 
the input probabil i t ies, there exists a cr i t ical circuit size 
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( in the order of 100 components) beyond which M B D l 
becomes inefficient in space and t ime and thus diagnoses 
cannot be computed (for at least one generated prob
lem). Unl ike M B D l , SAB was able to compute the d i 
agnoses for al l circuit sizes studied (3 to 511 components) 
and al l problem instances. In comparison to SAB, M B D l 
was markedly sensitive to variat ions in the probabi l i t ies 
of the inputs and the types of circuits studied. In gen
eral, M B D l seems to be at a disadvantage w i th respect 
to SAB when the number of conflict sets is large and the 
number of min imal-card inal i ty covers is smal l . On the 
other hand, M B D l is at some advantage when the num
ber of conflicts is smal l whi le the number of diagnoses 
is relatively large. The second set of experiments show 
that even when relatively expensive, it is worthwhi le do
ing tree clustering once so that all future diagnosis tasks 
are performed efficiently. The main conclusion is that 
for nearly acyclic circuits, such as the N-bit adder, the 
performance of SAB, being linear, provides a definite ad-
vantage as the size of a circui t increases and the number 
of m in ima l conflicts or diagnoses becomes too large. 
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