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Diagnosis of Resistive-Open and Stuck-Open
Defects in Digital CMOS ICs

James Chien-Mo Li, Member, IEEE, and Edward J. McCluskey, Life Fellow, IEEE

Abstract—A resistive-open defect is an imperfect circuit connec-
tion that can be modeled as a defect resistor between two circuit
nodes that should be connected. A stuck-open (SOP) defect is a
complete break (no current flow) between two circuit nodes that
should be connected. Conventional single stuck-at fault diagnosis
cannot precisely diagnose these two defects because the test re-
sults of defective chips depend on the sequence of test patterns.
This paper presents precise diagnosis techniques for these two
defects. The diagnosis techniques take the test-pattern sequence
into account, and therefore, produce precise diagnosis results.
Also, our diagnosis technique handles multiple faults of different
fault models. The diagnosis techniques are validated by exper-
imental results. Twelve SOP and one resistive-open chips are
diagnosed out of a total of 459 defective chips.

Index Terms—Automatic test pattern generation (ATPG), fault
diagnosis, testing, very large scale integration (VLSI).

I. INTRODUCTION

INTEGRATED CIRCUITs (ICs) require thorough produc-
tion tests to detect production defects before they are sold to

the customers. Production defects are defects that are induced
accidentally during the manufacturing process. One of the im-
portant categories of production defects is open defects. Open
defects are breaks or imperfections in circuit interconnections
such as wires, contacts, vias, silicides, and so forth. In modern
manufacturing technologies, open defects are becoming more
frequent [1], [2]. This is partly because the number of vias
and contacts increases significantly [1], and partly because
of the presence of new process techniques, such as the duo-
damascen copper process [2]. However, open defects are hard
to detect, and hence, often cause test escapes [3]. Test escapes
are defective chips that pass production tests. IC test escapes
not only dissatisfy the customer, but also cost huge amounts
of money and effort to replace them in the system. Effective
testing for open defects has been presented in [4].

Once the defective chips are identified, it is important to
diagnose the open defects. Diagnosis locates the failure site
on the chip, so that a failure analysis can be performed to
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Fig. 1. (a) Resistive open defect. (b) Stuck-open defect.

physically examine the defect. Precise diagnosis of open defects
not only saves time and labor spent on failure analysis, but
also helps the IC manufacturers fix the process problems and
improve the yield. In this paper, we present precise diagnosis
techniques for two major types of open defects: resistive-
open and stuck-open (SOP) defects.

A resistive-open defect is defined as an imperfect circuit
connection that can be modeled as a defective resistor be-
tween the circuit nodes that should be connected. Fig. 1(a)
shows a defective wire that can be modeled by a resistive-
open defect (Rdef). Examples of resistive-open defects are thin
wires [5], ill-formed contacts (vias) [6], or cracks in silicides
[3], [7]. It is difficult to detect resistive-open defects, because
they have timing-dependent test results, which means the test
results change with the test speed.

So far, there are few publications about the diagnosis of
resistive-open defects. Needham et al. demonstrate a diagnosis
case of resistive-open defects [3]. They use e-beam probing
to locate the failure site without special diagnosis software.
Other related publications, like transition fault simulation and
diagnosis are presented in [8]–[11]. However, no real experi-
mental data are shown.

An SOP defect is a complete break between circuit nodes
that should be connected. Fig. 1(b) shows an example of an
SOP defect. SOP defects have been presented since 1978 [12]
and are still reported in modern technologies [3]. Examples
of SOP defects can be missing metal wires [13], missing con-
tacts or vias [3], contact misalignment [14], and bad transistors.
A circuit with an SOP defect can have sequence-dependent test
results, which means the test result depends on the ordering
of the test patterns, even though the circuit is fully combina-
tional [12], [15].

Stuck-open fault-simulation techniques have been pre-
sented in [16]–[18]. Their research focuses on fault simula-
tions, which are only parts of diagnosis. Also, there are no
experimental results shown. Diagnosis of open defects in circuit
interconnections has been presented in [19] and [20]. Their
techniques focus on intergate open defects only and ignore
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Fig. 2. Four stuck-open faults in NAND gate (with truth table).

intragate open defects. Techniques used in [19] and [20] are
based on single stuck-at fault (SSF) simulations, and do not
consider sequence dependence.

We have shown some diagnosis results for SOP defects and
resistive-open defects, but the technical details are skipped due
to space limitations [4], [15]. In this paper, we will describe
the diagnosis techniques in full detail. Our diagnosis is precise,
because it takes the sequence-dependent behavior of open
defects into consideration. Our technique is also capable of
using more than one fault model at the same time. Traditionally,
it is assumed that only a single fault is present when generating
test sets. Our experimental results show that there are defective
chips diagnosed as having multiple faults at the same time.
This indicates that we need to be more careful about making
the single-fault assumption.

As a byproduct of the diagnosis for SOP defects, we demon-
strate that timing skew affects the detection of SOP defects
[15]. Timing skew is the uncertainty in the relative timing of
two changing signals [21]. Literature [22] discusses how timing
skew invalidates the test effectiveness for SOP faults, but no
real data are shown.

The research presented in this paper is validated by our ex-
periments on Murphy chips (0.7 µm technology) [23], [24] and
ELF35 chips (0.35 µm technology) [25]. Twelve SOP sus-
pect chips and one resistive-open chip are diagnosed (out of
116 defective Murphy chips and 343 defective ELF35 chips).

This paper is organized as follows. Section II describes
the diagnosis technique for SOP defects. Diagnosis proce-
dures followed by experimental data are presented. Section III
presents the diagnosis methods and results of resistive-open
defects. Section IV discusses some important issues, and
finally, Section V concludes this paper.

II. DIAGNOSIS OF STUCK-OPEN DEFECTS

A. Background

For testing and diagnostic purposes, people use fault mo-
dels to model failures on logic signals. The SSF, for example,
is the most commonly used fault model. In this section, we use
the SOP fault model [12] as our diagnosis fault model. An SOP
fault in transistor T1 means that transistor T1 fails to conduct.
Fig. 2 shows a NAND gate and its four SOP fault sites.

The truth table of a good NAND gate and a faulty NAND gate
is also shown in Fig. 2. An “H” entry in the table means that
the output is in a high-impedance state and can hold the
previous output value. To detect the SOP fault T1, we need to
apply two patterns: the first pattern (AB = 11) pulls down the

Fig. 3. Fourteen open-defect locations (d1–d14) of NAND.

TABLE I
MODELING 11 INTRAGATE STUCK-OPEN DEFECTS

BY FOUR STUCK-OPEN FAULTS

output Z to logic zero and then the second pattern (AB = 01)
turns on only the transistor T1 to pull up the output Z. The
expected output of a good circuit is Z = 01, but the output of a
faulty circuit is Z = 00. The fault T1 is therefore detected.

Fig. 3 shows the 14 possible locations of open defects of
a NAND gate. The intragate open defects (d1 to d11) can be
modeled by SOP faults [26]. Since our diagnosis technique
uses the SOP fault model, our diagnosis scheme is capable of
diagnosing the intragate SOP defects. Intergate open defects
(d12 to d14), which are not modeled by SOP faults, can be
diagnosed by an interconnect diagnosis technique like that in
[19] and [20].

Table I shows how we model the 11 intragate open defects by
four SOP faults. Pattern pair 1 has a falling transition in input
A and input B stays static 1. This pattern detects SOP fault T1.
This pattern also detects the defects d3, d7, and d10. The test
pattern pairs required to detect defects d3, d7, and d10 are the
same as the pattern pairs required to detect SOP fault T1. So we
model defects d3, d7, and d10 by SOP fault T1. The other faults
and defects can be examined in the same way. The patterns
that are not listed in the table detect no fault and have no defect.

Note that in this table we assume that a PMOS transistor
with its gate open (like d10 and d11) is not conducting, i.e.,
the floating-gate voltage is positive. Our assumption is validated
by Johnson’s experiment (3 µm technology) [27]. Unfortu-
nately, there are no experimental data available for 0.7 µm
technology (for Murphy) or 0.35 µm technology (for ELF35).

Note that the trapped charge polarity could be dependent on
many factors. Negative floating-gate voltage has been shown
in [28] (0.8 µm technology). The negative charge trapped is
not an anomaly; it is due to the nature of the manufacturing
process used. If this contamination happens, the PMOS with
the floating gate can be partially on. The defective chips may or
may not pass Boolean testing. If they fail Boolean testing, our
diagnosis technique can still be applied; otherwise, an quiescent
power supply current (IDDQ) diagnosis technique, such as [29],



1750 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 24, NO. 11, NOVEMBER 2005

Fig. 4. Example of sequence dependence.

Fig. 5. Diagnosis flow.

can be applied to precisely locate the defect. In this paper, the
defective chips under diagnosis fail at least one Boolean testing,
so our diagnosis technique is applicable.

Our diagnosis technique is based on the SOP fault model
and takes sequence dependence into account. Sequence depen-
dence means the test results of defective chips depend on the
ordering of the test patterns. Wadsack shows that circuits with
SOP faults have sequence-dependent test results [12]. Fig. 4
shows an example of a defective NAND gate with SOP fault
in T1. This fault makes one pull-up branch fail, but the other
pull-up branch can still work. The first test-pattern sequence can
detect this fault because the good output and the faulty output
are different in the second pattern. However, if we reverse the
test-pattern sequence, as in the second sequence, we cannot
detect this fault. The faulty outputs are identical with the good
outputs. This is because the charge stored in the output node Z
invalidates the test.

Note that the charges stored in floating node Z can change
very slowly with time. In our diagnosis experiment, we run
the tests at a speed of 1 MHz (cycle time = 1 µs), so that
we assume the charges stored at node Z will not change within
such a short time.

Our diagnosis technique is a logic-level diagnosis scheme.
We simulate the behavior of SOP faults based on the schematic
information provided by the manufacturer’s data book [30]. As
long as the Murphy and ELF chips are actually implemented
as is specified in the book, our logic-level modeling of the
SOP fault is correct and the diagnosis results are valid. Also,
note that SOP faults can be caused by various physical defects
such as missing contacts or bad transistors. Our diagnosis
technique reports faults based on their faulty behavior. Whether

Fig. 6. Example circuit.

TABLE II
FAILURE TRACES FROM TESTER

the actual defects are missing contacts or bad transistors cannot
be known, unless a physical failure analysis is performed.

B. Diagnosis Flow

Fig. 5 shows the overall diagnosis flow. Every step in this
figure will be described in detail in the following sections.
Our major contribution is Step 4, signature conversion. To
facilitate our discussion, we use a combinational circuit (Fig. 6)
that has an SOP fault T1 in a NAND gate as an example. In this
figure, PI stands for primary inputs and PO stands for primary
outputs. CL stands for combinational logic.
1) Step 1. Test: Defective chips are tested on the tester

and their failure traces (FTs) are recorded. The FTs from the
tester contain two pieces of information: failing patterns and
failing pins. The failing patterns are the patterns at which
the chip failed. The failing pins of a failing pattern are the
primary output pins that give erroneous logic values. For the
example circuit, suppose the tester observes erroneous output
values twice: one failure occurs when the test pattern L is
applied and the other failure occurs when the test pattern N
is applied. The failures occur at primary output pins PO1 and
PO2, respectively. The FTs from the tester would look like
Table II.
2) Step 2. SSF Diagnosis: After testing the chip on the

tester, the FTs are given to a commercial SSF diagnosis tool
and a list of diagnosed SSF faults are produced. The faulty gates
are defined as the gates that contain diagnosed faults at their
input or output pins. For the same NAND gate example, if the
SSF diagnosis tool reports A stuck-at-1 as the diagnosed fault,
then the NAND gate is the faulty gate. The reason for doing this
SSF diagnosis is to reduce the number of candidate faults, so
that we can save computation time and storage space for the
next step, SSF fault simulation. Please see the discussions in
Section IV for more details about this step.
3) Step 3. SSF Fault Simulation: All the SSF of the inputs

of faulty gates obtained from STEP 2 are fault simulated (with
the test patterns applied on the tester) and their fault signatures
(FSs) are produced. FSs of a fault are the failing patterns
and the failing pins obtained from fault simulation with the
fault injected. Continuing with the same NAND gate example,
Table III shows the FSs of the A stuck-at-1 fault. Three fai-
lures are predicted to occur when test patterns L, M, and N are
applied, if A stuck-at fault is present.
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TABLE III
FAULT SIGNATURES FOR A STUCK-AT 1 FAULT

TABLE IV
EXCITATION CONDITION FOR SOP FAULT T1

TABLE V
EC TABLE FOR NAND (STUCK-OPEN FAULT)

4) Step 4. Signature Conversion: In this step, we want to
convert the FSs for stuck-at faults into the SOPs for SOP
faults. Before that, we need two tables: the excitation condi-
tion (EC) table and gate-input sequence (GIS) table. They are
described in detail below.

Table IV shows the ECs for a T1 SOP fault. The first input
is an initialization pattern that sets up the NAND gate for exci-
ting the fault. The second input is a strobe pattern, after which
the output is observed. The second pattern also detects A stuck-
at-1 fault. The necessary condition for detecting the SOP fault
T1 is that the second pattern detects A stuck-at-1 fault.

For every type of gate, we have an EC table. The EC table
for a certain gate contains the gate input pair to excite the SOP
faults in the gate. Table V shows an EC table for NAND gates.
Every row shows a gate-input pair and the excited SOP fault.
For example, the first row of this table means that the gate
input pair “A falls and B remains static 1” excites SOP fault
T1. The EC table is made based on the schematic information
provided by the manufacturer [30].

A fault-free logic simulation is performed on a good circuit
to obtain a GIS table, which lists the gate-input values for
every test pattern that is applied on the tester. For the same
NAND gate example, Table VI shows the GIS table for the faulty
NAND gate (diagnosed from Step 2). Every row represents a test
pattern applied. The gate output Z is also shown for reference.
The whole table starts from the first pattern and ends at the last
pattern. Only the test patterns L, M, and N are shown here for
illustration purpose.

Now that we have the EC and GIS tables, we can convert
the SSF-FS to SOP-FS. For every failing pattern in SSF-FS, we
check its previous pattern and see if any SOP fault is excited.
If so, the failing pattern and failing pin are copied into the
corresponding SOP-FS. If not, the failing pattern and failing
pin are discarded. The key idea of this signature-conversion step
is that, by using the passing-pattern information, the number
of candidate faults is reduced, so the diagnosis resolution
is improved.

TABLE VI
GIS TABLE FOR NAND

TABLE VII
FAULT SIGNATURES FOR STUCK-OPEN FAULT T1

For example, pattern L is the first failing pattern of SSF-
FS in Table III. The GIS table (Table VI) shows that input A
has a falling transition and input B keeps static 1. According to
the first row of the EC table (Table V), SOP fault T1 is excited
by pattern pair {L-1, L}. The propagation of the faulty effect
is guaranteed by the SSF fault simulation (Step 3). The T1
SOP fault is therefore detected by pattern pair {L-1, L} and the
SSF-FS of failing pattern L (first row of Table III) is copied
to the SOP-FS for T1 (first row of Table VII). For the second
row in Table III, the EC table (Table V) shows that pattern
pair {M-1, M} does not excite any SOP fault. The SSF-FS of
failing pattern M (second row of Table III), is therefore not
copied to any SOP-FS.

For the third row in Table III, the GIS table (Table VI)
shows that, for pattern N-1 and N, the gate inputs to NAND are
identical. In this case, we go back one more pattern and check
gate inputs of pattern pair {N-1, N-2}. For pattern pair {N-2,
N-1}, the gate inputs excite fault T1, so the third row of
Table III is copied to the SOP-FS for T1. This is because we
assume the charge stored at NAND gate output Z holds for two
continuous cycles. This assumption is valid as long as we do not
test the chip in an extremely slow speed. (In this experiment, the
test pattern is applied at a speed of 1 MHz.) Finally, we obtain
SOP for SOP fault T1 as shown in Table VII.

In our implementation, the GIS table is stored statically in
memory. There is no insufficient-memory problem for our cir-
cuits in the Murphy and ELF experiments. For bigger circuits,
this implementation could cause memory problems. We might
need to generate the GIS table dynamically to save memory.
5) Step 5. Match: In this step, we compare the FTs with

the SOPs of SOP faults. Fig. 7 shows the relation between the
FS of a certain fault and the FTs from the tester. A failing
element has a failing pattern and a failing pin. Those failing
elements that are in the FSs and in the FTs from the tester
belong to the category of intersection (I). The number of failing
elements in I is denoted as |I|. Those failing elements that are
found only in FSs but not in the FTs, belong to the category
of Simulation Only. Those failing elements that are found only
in the FTs but not in the FSs belong to the category of Tester
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Fig. 7. Relationship between FS and FT.

Fig. 8. Four possible matching outcomes: (a) P = 100, M = 100; (b) P =
100, M < 100; (c) M = 100, P < 100; (d) P < 100, M < 100.

Only. Note that every failing pin is counted as an individual
failing element, so that every failing pin is matched. The reason
for doing so is that we want to have a strong match (like [19]
and [29]) such that the diagnosis resolutions can be improved.

For a given fault, we use two scores to represent how well
the FSs match the FTs: the prediction score and the matching
score [20]. The prediction score (P ) is defined as the number
of failing elements in the intersection (|I|) over the number of
failing elements in the FSs (|FS|).

Prediction Score (P ) =
|I|
|FS| × 100. (5-1)

The matching score (M) is defined as the number of failures
in the intersection (|I|) over the number of failing elements in
the failing traces (|FT|).

Matching Score (M) =
|I|
|FT| × 100. (5-2)

Fig. 8 shows the four possible matching outcomes. A perfect
match, like Fig. 8(a), happens if the FSs of a particular fault
and the FTs are identical. The matching score is 100 and the
prediction score is also 100.

Fig. 8(b) shows a case in which the P score is 100, but the
M score is less than 100. All the FSs are observed on the tester,
but there remain some FTs that are not predicted. This means
that there exist some tester-only failures. One possible expla-
nation is that the fault under diagnosis is one of the multiple
faults. Multiple faults mean the presence of more than one fault
at the same time in a defective chip. For example, suppose
the chip under diagnosis carries two faults. The FSs of fault
1 match some of the FTs, and the FSs of fault 2 match the other
FTs. Both fault 1 and fault 2 will have P scores equal to 100,
but their individual M scores are less than 100.

To account for the multiple-faults problem, a greedy algo-
rithm can be used for matching. Fig. 9 shows the matching
algorithm. The candidate fault list (F) contains all the faults
from Step 4. The result fault list (Fresults) is the group of
diagnosed multiple faults. The result FS (FSresults) contains
the FSs of all the faults in Fresults. The Fresults and FSresults

are initially empty. An M score and a P score are calculated for
every fault in F. We first pick a fault ( fx) with P = 100 and

Fig. 9. Matching algorithm.

the highest M score in F. We save the FSs of fx in FSresults.
If the current Fresults has both P and M scores equal to 100,
then the matching process is finished. This is a perfect match.

If there is no perfect match, we delete fx from the fault list
F. We calculate the incremental Mscore for every fault in F.
The incremental Mscore of fault f is the Mscore of fault f ,
together with all the faults in Fresults. We then pick the fault
fx with P score = 100 and the highest incremental M score
in F. Insert fx into Fresults and add the FSs of fx into FSresults.
(The adding of FSs removes the overlapped failing pin and
failing patterns, in case two faults have the same failing pins
in the same failing patterns.) This process is repeated until we
have a perfect match or there is no more fx.

Besides multiple faults, another possible explanation for
case (b) is timing skew. Our diagnosis technique can deal with
this timing skew problem by modifying the EC table. Please see
Section II for a more detailed discussions.

Fig. 8(c) shows a case in which the M score is 100 but
the P score is less than 100. All the FTs are contained in the
FSs, but there exist some FSs that are not observed on the tester.
This means that there exist some simulation-only failures. A
possible explanation is that the faulty net under matching is
involved in a bridging fault. For example, suppose the chip
under diagnosis has a bridging fault (wire-AND) between net
X and net Y. The bridging fault is excited only when net X
and net Y have different values. When net X is logic 1, failure
occurs only when net Y is 0. The FTs are hence a subset of the
FSs of the X stuck-at-0 fault. Since we are targeting SOP faults,
our diagnosis technique does not have to deal with this case.

Another possible explanation for case 8(c) is the fault
masking of multiple faults. If fault masking happens, the pins
and patterns that are expected to fail for one fault can pass, due
to fault masking by another fault. The matching algorithm in
Fig. 9 can be modified to account for the fault masking. The
major change is that when we calculate the incremental M
score, instead of simply adding the FSs together, we have to
run fault simulation with multiple faults present at the same
time. In our Murphy experiment, we see no evidence of fault
masking, so the matching algorithm for fault masking is not
implemented.
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Fig. 8(d) shows the last case in which M and P are less
than 100. If there is no intersection, both P and M are zero.
We do find this case in our experiment. Our diagnosis so far
cannot successfully handle this case. There are several possible
explanations for this unsuccessful diagnosis. Please see 3) of
Section II-C for more explanations.

C. Diagnosis Results of Murphy Chips

In the Murphy experiment, some test patterns have been
applied in the following five different orders [32]:

1) insert an all-zero pattern between every pair of original
patterns;

2) insert an all-one pattern between every pair of original
patterns;

3) reverse the original test pattern sequence (i.e., last pattern
applied first);

4) insert a bitwise complement pattern before every original
pattern;

5) insert a one-bit shifted pattern before every original
pattern.

The outputs are only observed for the original patterns so that
the SSF coverages of the original and the modified versions
of the test patterns are the same.

Eleven out of 116 defective Murphy chips are found to be
sequence dependent but not timing dependent. It means that
their test results depend on the order of the patterns, but not
on the application speed (as long as the speed does not exceed
the specified speed). These chips are possible candidates for
carrying SOP defects.

In this diagnosis experiment, 15-detect SSF test sets, which
detect every SSF at least 15 times are applied. The 15-detect
SSF test sets are among the most effective test sets in the
Murphy experiment [24]. All the test sets are applied at nom-
inal voltage. Seven out of the 11 sequence-dependent chips are
diagnosed as having single SOP faults. Table VIII summarizes
the diagnosis results. These seven chips are numbered as SD.1
to SD.7. The first column shows the number of faults diagnosed
by a commercial SSF diagnosis tool. The SSF diagnosis re-
sults are not perfect for these chips because their test results
are sequence dependent and cannot be modeled well by the
SSF model. The second column shows the number of faults
diagnosed by our SOP fault diagnosis. Their FTs perfectly
match their FSs. They are all diagnosed to a single fault, so
our diagnosis gives very precise results. The faulty gate types
that contain the SOP faults are also listed. These seven chips
are called SOP-suspect chips in the following text.

Note that SD.6 and SD.7 have a large number of diagnosed
SSFs. There are mainly two reasons for that. First, the design
of this particular circuits under test (CUT) has many equivalent
faults. SD.6 and SD.7 are of the same design, referred to as
ROB in [23]. There are 23 and 5 equivalent faults out of the
diagnosed 32 and 9 faults, respectively. That is, there are 9
and 4 nonequivalent faults (fault class) for SD.6 and SD.7.
Second, the commercial diagnosis tool tries to explain all the
failing patterns. Because of the timing skew problems of these
two chips (more details later), many unexpected failing patterns

TABLE VIII
DIAGNOSIS RESULTS OF STUCK-OPEN SUSPECT CHIPS (SD.1 TO SD.7)

Fig. 10. Two cases of timing skew.

occur in the FTs. As a result, the tool reports many innocent
faults to explain these unexpected failing patterns.
1) Timing Skew: For chips SD.6 and SD.7, their matching

results were originally not perfect. Their P scores were 100
but the M scores were less than 100. This is the case (b) of
the four match outcomes in Fig. 8. Upon further investigation,
it is found that chip SD.6 is likely to have an SOP fault T1
in a NAND gate. It has FSs when the gate-input pair is {AB =
11,AB = 01}. In addition, it has tester-only FTs when the gate-
input pair is {AB = 10,AB = 01}. This could be explained by
the static hazard caused by timing skew of gate inputs A and
B. A static hazard is present if it is possible for a momentary
change of output to occur in response to an input change that
does not cause the steady-state output to change [33].

Fig. 10 shows how timing skew affects the excitation of
SOP faults. Assume that we have a T1 SOP fault in the NAND

gate in Fig. 2 and we have a gate input pair {AB = 10,AB =
01}. In case (i), the A input falls first and then B input rises. The
output Z can be kept at logic 1 due to the parasitic capacitor
holding the charges at the faulty-gate output. In this case, the
SOP fault cannot be detected. In case (ii), input B rises first and
output A falls later. For a good NAND gate, the output Z is pulled
down momentarily and then pulled back up again (i.e., static-1
hazard). For a defective NAND gate, the output Z is pulled down,
but cannot be pulled back to 1, due to SOP fault T1. In this
case, the SOP fault can be detected (as long as the fault effect
is propagated to the primary output). This can explain why
chip SD.6 failed the gate-input pair {AB = 10,AB = 01}.

To verify our assumption, we apply a test set in which
only the single input of the faulty NAND gate changes at a
time, i.e., the GIS is {AB = 10,AB = 11,AB = 01}. The
chip SD.6 fails this test. This shows that the case (ii) in
Fig. 10 does detect the SOP fault. Another GIS applied is
{AB = 10,AB = 00,AB = 01}. SD.6 passed this test because
AB = 00 eliminates the static-hazard condition. This shows
that case (i) cannot detect the SOP fault.
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Another experiment is performed to verify our timing-
skew assumption. The same 15-detect SSF test sets are applied
at a faster speed (5% faster than nominal speed). The purpose
of this experiment is to see if the timing skew problem goes
away when the test speed is fast. Experimental results show
that the chip, SD.6, has the same failures in the fast speed test
as the nominal speed test. We try some even faster speed (like
10% faster than nominal speed), but cannot succeed, because
even the good circuits fail at 10% faster than nominal speed.
We cannot experimentally show that the timing-skew problem
goes away with faster tests.

It is shown by our experiment that timing skew causes
the unexpected detection of the SOP fault. Note that timing
skew can also invalidate the test for SOP faults [16]–[22].
For example, test sequence {AB = 11,AB = 01} is supposed
to detect the T1 SOP fault, but this can be invalidated by a
static-1 hazard on B. The static-1 hazard makes B drop to
logic 0 temporarily and the output of NAND will be charged to
logic 1. The defective chip therefore passes this test. Although
this case is not observed in our experiment, our experimental
data provide evidence that timing skew does affect the test
effectiveness for SOP faults.

To take this timing skew problem into account, we add one
entry {AB = 10,AB = 01} to the EC table for NAND gate
as an additional gate input pair for exciting SOP fault T1.
After making this modification, the FSs of the SOP fault in the
NAND gate perfectly match the FTs of SD.6. For chip SD.7,
we find similar timing-skew problems. After making similar
modifications to the EC table, the SOP fault diagnosis gives
perfect match results.
2) Multiple Faults: For chip SD.8, the diagnosis was not

successful at first. We only found an SOP fault in an OR gate
with a prediction score of 100 and matching score of 9. This
is case (b) in Fig. 8. After further investigation, we find an
SSF in a NAND gate that has a prediction score of 100 and
matching score of 91. The combination of these two faults
gives a perfect match (P = 100, M = 100). We therefore
improve our diagnosis technique to handle more than one fault
model. We feed the SSF-FS to Step 5 (see Fig. 5) so our
diagnosis is now capable of handling both stuck-at and SOP
fault models.

Table IX shows the diagnosis results for chips SD.8 and
SD.9. Chip SD.8 has two faults diagnosed and the match is
perfect. By contrast, the SSF diagnosis gives 34 faults (24 of
them are equivalent, 10 of them are nonequivalent faults). For
SD.9, one single SOP fault is diagnosed. The faulty gate is
an OAI gate and the matching score is 53. Besides this SOP
fault, there are two SSFs identified. Each one of them had a
matching score of 5. The union of these three faults gave a
matching score of 63, and prediction score of 100. Although the
match is not perfect, this is the highest score we have got so far.
Compared with SSF diagnosis that gave 20 faults (14 equivalent
faults, 6 nonequivalent faults), our diagnosis results are much
easier for failure analysis. SD.9 has failing patterns that cannot
be explained by existing candidate faults. This means that we
may need to include more faults to make the M score higher.
Using the passing-pattern information does not include more
faults, so it does not help in the case of SD.9.

TABLE IX
DIAGNOSIS RESULTS OF CHIPS SD.8 AND SD.9

Fig. 11. Feedback-bridging fault (AZ) in an AND gate.

Multiple faults might sound very unlikely at first. But it is
shown that defects tend to cluster together rather than distrib-
ute evenly on the wafers [34]. Multiple faults could be caused
by clustered defects in the same die. We try to trace the loca-
tions of the diagnosed faults in SD.8 and SD.9. The faults are
located in different logic cones, according to the commercial
SSF diagnosis tool. We do not know, however, their physical
locations because the layout information is unavailable.
3) Failed Diagnosis: Our diagnosis fails to find any single

stuck-at or SOP faults for two other sequence-dependent chips,
SD.10 and SD.11. Neither their P score nor M score is 100.
This is case (d) in Fig. 8. There are three possible reasons for
this. One possible reason is that the defects are not well mod-
eled by stuck-at or SOP fault models. This could be because
the defects are large in area or the defects are clustered. The
second possibility could be that some of the library cells are
not implemented exactly as shown in the data book. In this case,
our simulated FSs can be invalid, and therefore fail to find a
good match with the real data.

The third possible explanation can be noninverting feedback
bridging faults (NFBF) [35]. Fig. 11 shows an AND gate with
a feedback-bridging fault between its input A and output Z.
This feedback-bridging fault can be modeled as a wire AND,
as shown in Fig. 11(a). From the truth table of Fig. 11(a), it is
seen that the faulty gate holds the previous output value when
the inputs are AB = 11. There is no input that can produce an
output 1. Once the output Z is pulled down to 0 by any of the
inputs (AB = 00, AB = 01, AB = 10), this faulty AND gate
always produces the output 0. The faulty AND gate behaves as
having a Z stuck-at-0 fault. The wire AND model cannot explain
the sequence-dependent behavior of our defective chips.

The feedback-bridging fault can also be modeled as a wired
OR as shown in Fig. 11(b). The truth table in Fig. 11(b) shows
that the fault is detected when the input is AB = 10, because
the faulty output is different from the fault-free output (we
mark this entry in bold). The faulty output holds the previous
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Fig. 12. Six stuck-open faults in an AND gate.

state when input is AB = 01. For input sequence {AB = 00,
AB = 01,AB = 11}, the output sequence is Z = {001}. The
fault cannot be detected because the faulty outputs are the
same as the good outputs. For input sequence {AB = 11,
AB = 01,AB = 00}, we will get output Z = {110}. The fault
is detected and the faulty AND gate has sequence-dependent
test results.

We carefully examined the test results of chips SD.10 and
SD.11, but could not find an NFBF across one single gate
that explains the FTs of these two chips. It is possible that
there exists an NFBF that is across multiple gates, rather than
only one gate. It is also possible that the real feedback-bridging
defects have more complex behaviors than the AND/OR

models shown above. Whichever reason it may be, we have to
stop the discussion here because the diagnosis of NFBF with-
out layout information is challenging and out of the scope of
this paper.

Since feedback-bridging fault and SOP fault both cause
sequence-dependent behavior, how do we know that the nine
SOP-suspect chips (SD.1 to SD.9) are truly SOP defects? To
answer this question, we consider all the six SOP faults in
an AND gate, as shown in Fig. 12. As explained earlier in
Section II, SOP fault T1 can cause sequence-dependent test
results. Comparing the truth table of SOP fault T1 in Fig. 12
to the truth table of the feedback-bridging fault AZ (wire or
model) in Fig. 11(b), we can see that the faulty outputs are
different when input AB = 10. This means that the FS of an
SOP fault is different from that of a feedback-bridging fault.
Since the FTs of the chips SD.1 to SD.8 match perfectly
the FSs of SOP faults, they are not feedback-bridging faults.
The same arguments can be applied to SOP fault T2 and the
feedback-bridging fault between input B and output Z. For
SOP faults T3, T4, and T5, the faulty AND gate behaves as
having a Z stuck-at-0 fault. For SOP fault T6, the faulty circuit
behaves as having a Z stuck-at-1 fault. Stuck-open faults T3
to T6 cannot explain the sequence-dependence behavior of
our defective chips.
4) Diagnosis Results of ELF35 Chips: To demonstrate that

our technique is also applicable to other technologies, we repeat
our diagnosis experiment in our next test chips, ELF35. The
ELF35 is fabricated in 0.35 µm standard-cell technology [36].
It has three layers of metal. It has six CUT; four of them are
combinational circuits (datapath and random logic) and two
of them are sequential circuits (2901 microprocessor slices).
The total gate count is 265 000 gates. The ELF35 chip is de-
signed to evaluate the effectiveness of different test techniques.
Please see [25] for more details about the chip design. We
have applied very thorough tests on the ELF35 chips, including

SSF tests, multiple-detect SSF tests, transition fault test, path
delay fault tests, IDDQ testing, VLV testing, and so on. We
even apply exhaustive and superexhaustive tests to some
CUTs with a small numbers of inputs. Out of the 9600 packaged
chips, we have identified 343 of them as defective.

We repeat our SOP diagnosis experiment on the ELF35
chips. The diagnosis flow is the same as that of Murphy.
The only difference is that we need to build new EC tables
because the library cell names change. In this experiment, we
apply 15-detect SSF test sets as well as 3-detect SSF test sets.
The reason for choosing the multiple-detect SSF test sets is
because they are shown to be very effective test sets. The 15-
detect SSF test sets are very long, so in some cases the number
of failing patterns exceeds 255 (the maximum allowed on the
tester). For this reason, we also applied the 3-detect test sets,
which are shorter, so that no chip produced more than 255 fail-
ing patterns. We have successfully diagnosed three sequence-
dependent chips that are suspected to have SOP defects. They
are numbered as ELF.1 to ELF.3. For ELF.1, the defective
CUT is a squarer. The faulty gate is diagnosed to be a two-
input NOR gate. A similar timing-skew problem is observed.
When we apply input sequence {AB = 10,AB = 01}, the
good output sequence is {Z = 0,Z = 0} but the defective
output sequence is {Z = 0,Z = 1}. We fix this timing-skew
problem in the same way as Section II-C1. We add one entry
{AB = 10,AB = 01} to the EC table, and we get a perfect
match. For ELF.2, the defective CUT is a multiplier. There
are two faults diagnosed, one is a stuck-at fault in an inverter,
the other one is an SOP fault in a NOR gate. These two faults
are present at the same time. ELF.3 is similar to ELF.2. The
defective CUT is again a multiplier. There are two faults and
the faulty gates are an inverter and a NAND.

III. DIAGNOSIS OF RESISTIVE-OPEN DEFECTS

A. Background

For diagnosing resistive-open defects, we use the transition-
fault model as our diagnosis fault model. Transition faults
[37] are defined as a localized timing failure that is large
enough such that the delay of paths through some gate to
observable outputs exceeds the clock interval. Fig. 13 shows
the 14 possible resistive-open defect locations in a NAND

gate. The 11 intragate resistive-open defects (d1 to d11) can
be modeled as single-transition faults. The intergate resistive-
open defects (d12, d13, and d14) cannot be modeled as any
single-transition fault. They have to be modeled as combina-
tions of two transition faults [38].

Table X shows how we model the resistive-open defects by
transition faults. For intragate defects, we can find a single-
transition fault for each defect. For example, test patterns 1 and
7 detect intragate defects d3, d7, and d10. They also detect the
A slow-to-fall (Af) fault. So we model d3, d7, and d10 by the
Af fault. For intergate-open defects, they are not modeled by
any single-transition fault. They are modeled by a combination
of two transition faults. For example, test patterns 1, 2, 5,
and 7 detect d12. They also detect Af or Ar faults. So d12 is
modeled by the combination of the Af and the A slow-to-rise
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Fig. 13. Fourteen possible defect locations and their transition-fault models.

TABLE X
MODELING RESISTIVE OPEN DEFECTS BY TRANSITION FAULTS

TABLE XI
EC TABLE FOR NAND (TRANSITION FAULT)

faults. The other patterns that are not listed in the table detect
no defect and no fault.

B. Diagnosis Flow

We follow the diagnosis flow shown in Section II. There
are two changes in Step 4, the signature conversion. The first
difference is that we need an EC table for the transition faults.
Table XI shows the transition fault EC table for the NAND gate.

The other difference in signature conversion is that we do
not go back more than one cycle if the preceding pattern
(N-1) is the same as pattern N. This is because we assume
that circuits with resistive-open defects can pass the test pattern
if we wait for more than one cycle. The same assumption is
made in [38]. This assumption will be verified by experimental
data in the next section. To illustrate this difference in signature
conversion, the same NAND gate example as the one used in
Section II-B is considered. Assume that we have a resistive-
open defect located in d3 that can be modeled as an Af fault.
For the GIS in Table VI, failing patterns L and M are treated in
the same way as before. The pattern pair {L-1, L} excites the

Af fault and pattern pair {M-1,M} does not excite the Af fault.
Failing pattern N is treated differently from before. The failing
pattern {N-1, N} cannot excite the Af fault because we do not
trace back to pattern N-2 this time.

C. Diagnosis Results of Murphy Chips

The Murphy experimental results show that 39 out of 116
defective chips are timing dependent. These chips are potential
candidates to have resistive-open defects. In our diagnosis
experiment, all the timing-dependent chips are tested at nom-
inal VDD, room temperature, and characterized speed.

Out of the 39 defective chips, we successfully diagnose
one chip to have a resistive-open defect. The diagnosed faulty
gate is an inverter. The FTs match the combination of two
transition faults (slow-to-rise and slow-to-fall) at the output of
the inverter. The defect could be an intergate resistive open.
This chip is called the resistive-open suspect chip. It has to
be mentioned that the matching is not perfect. There are a few
failing patterns (and failing pins) in the FSs that are not in the
FTs. This could be because the difference of delay between
the faulty circuit and the good circuit is so small that the
fault can only be detected through long paths, but not through
short paths [39].

A shmoo experiment is performed on this resistive-open
suspect chip [4]. The results of the shmoo experiment confirm
our previous assumption that circuits with resistive-open de-
fects can pass the test, if we wait for more than one cycle. The
delay of a good circuit is 14 ns at nominal VDD (5 V) and the
delay of a defective circuit is 23 ns. If the resistive-open suspect
chip is tested at a clock period of 14 ns, it fails the test (14 ns <
23 ns). If we double the test clock-cycle time from 14 to 28 ns
(i.e., 50% slower test speed), the resistive-open suspect chip can
pass the test (28 ns > 22 ns).

IV. DISCUSSIONS

A. SSF Diagnosis

One of the questions regarding our diagnosis flow is this:
Why do we need SSF diagnosis in Step 2? The reason for
doing this SSF diagnosis is to reduce the number of candi-
date faults so that we can save computation time and storage
space in the following steps, Step 3 (SSF fault simulation) and
Step 4 (signature conversion). Another question asked is: Can
we miss any SOP fault by doing an SSF diagnosis? To answer
this question, we need to understand the matching algorithm of
the commercial SSF diagnosis tool [31]. This tool first searches
for SSF that the FSs match perfectly with the FTs. They call
these faults “class I,” which corresponds to case (a) in Fig. 8. If
there are no class I faults diagnosed, then the tool searches for
the SSF, the FSs of which contain the FTs. They call these faults
“class II,” which corresponds to our case (c) in Fig. 8. The tool
reports class-II faults if there are no class-I faults diagnosed.

Suppose we have an SOP fault T1 in our example circuit in
Fig. 6, and we feed the FTs to the SSF diagnosis tool. The faulty
circuit has sequence-dependent test results, so there exists no
SSF that perfectly matches the FTs. If the SSF tool fails to
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report any class-I fault, then it goes on to search for the class-II
faults. The SOP fault will fall into this class-II category. This
is because the necessary condition to detect SOP fault T1 is
that the second pattern detects the input A stuck-at-1 fault
(see Table IV). The input A stuck-at-1 fault will be reported
by the tool as a class-II fault because the input A stuck-at-1
FSs contain the T1 SOP FSs. Unless there is an SSF that
perfectly matches the FTs, which is unlikely for the sequence-
dependent chips, the A stuck-at-1 fault will not be missed by
the commercial SSF diagnosis tool. This is why we can use the
commercial SSF diagnosis tool in Step 2 without missing the
SOP faults.

If we are still worried about missing any candidate faults
by doing the SSF diagnosis, we can skip the SSF diagnosis.
If we do skip it, we could get more candidates by increasing the
run time of the fault-simulation step. Based on our experience,
the SSF diagnosis tool sometimes gives us too many faults (e.g.,
SD.6 and SD.7 in Table VIII), rather than too few faults. For
the failed diagnosis (SD.10 and SD.11), since there is no SSF
of P score = 100 or M score = 100, we cannot diagnose them
by SOP fault anyway. So skipping the SSF diagnosis does not
improve the diagnosis precision for our experiments.

B. Diagnosis of Sequential CUT

The circuits under diagnosis in this paper are all combina-
tional CUTs. In the case of scan-based sequential circuits, the
two-pattern test can still be applied. One of the two-pattern
test techniques is the launch-on-shift (LoS), or the skew load.
In this technique, the first pattern (P1) is applied in the second-
to-the-last scan cycle and the second pattern (P2) is applied
in the last scan cycle. The response is then captured by a
system clock followed by a scan out. Another two-pattern test
technique is the launch-on-capturer (LoC), or broadside load.
In this technique, the first pattern is applied by the last scan and
the second pattern is applied by a system clock. The response
of the CUT is then captured by another system clock followed
by a scan out. For either LoS or LoC, our diagnosis technique
can still be applied with modifications. The first modification
is that the GIS table now contains pattern pairs (P1,P2). The
cycle to record the P1 and P2 patterns depends on the technique
used. P1 is recorded in the second-to-the-last scan cycle and
the last scan cycle for the LoS and LoC, respectively. P2 is
recorded in the next cycle of P1. The second modification is in
the signature conversion. We only compare GIS entries within
the test pattern pairs, not across different test pattern pairs. This
is because the contents of the scan chain are reloaded between
scan patterns. The other steps of our diagnosis remain mostly
unchanged. Note that the tests do not have to be applied at
speed to detect the SOP defects. In fact, the diagnosed SOP
Murphy chips are timing independent, which means the test
results do not change with different test timing.

C. Sequence Dependence of Sequential CUT

In our experiment, the circuits are combinational, so test
patterns can be arbitrarily reordered. In the case of scan-based
sequential circuits, sequence dependence cannot be determined

by arbitrarily reordering the scan patterns. However, there are
some special cases in which test pattern pairs (P1,P2) can
be reordered to (P2,P1). For example, P1 = (101010) and
P2 = (010101) is a pair of scan patterns that can be swapped
when applying the LoS test technique. This is because P1 is a
shifted version of P2, and vice versa. The other possible way to
reorder the pattern pair is to use the double-latch level sensitive
scan design, in which P1 and P2 are stored in the L1 and
L2 latches, respectively [40]. The reordering of P1 and P2 is
possible by swapping the contents of the L1 and L2 latches.

D. Choosing Diagnosis Algorithm

The diagnosis results can be poor if a wrong fault model or
a wrong diagnosis algorithm is assumed. Unfortunately, given
a defective chip, there is usually no simple way to determine in
advance which diagnosis algorithm to choose. In our Murphy
and ELF experiments, defective chips are thoroughly tested
so their behaviors are well understood [24]. The diagnosis
algorithm can therefore be chosen according to their behav-
ior. We use the SOP diagnosis on those timing-independent
and sequence-dependent CUT because the sequence-dependent
behavior is observed by previous research in intragate open
defects [12], not observed by any research in intergate open
defects. We use the resistive-open diagnosis on those timing-
dependent CUTs because resistive-open defects are known to
cause timing problems [3]. For choosing a right diagnosis
technique, it is therefore very important to classify the CUTs
according to their behaviors.

E. Interaction of Multiple Faults

In the presence of multiple faults, the fault effects can interact
with one another. For example, a failing pin of a fault can be
masked in the presence of multiple faults. In our experiment,
we trace the logic cones of the diagnosed faults of chips SD.8
and SD.9. No overlapping between the logic cones of diagnosed
faults is found. So far, there is no evidence of multiple faults
interaction in our experiment.

The proposed technique, nevertheless, can be modified in
two ways to handle the interaction of multiple faults. The first
solution is to do the match (Step 5) on the failing-pattern
basis. That is, the failing elements, which used to contain
both the failing patterns and failing pins, now contain only
the failing patterns. In this way, the individual failing pins
are ignored so that the masked failing pins do not affect the
match results. The disadvantage of this solution is the loss of
diagnosis resolution. Because the modified-match condition is
weaker than the original one, the matched faults of the former
can be more than those of the latter. More matched faults mean
poorer diagnosis resolution. In addition, there is a small chance
that multiple faults happen to totally cancel each other out
in some failing patterns. If that happens, the modified-match
method cannot diagnose these faults successfully.

The second solution is to insert a multiple stuck-at fault
simulation between the original Step 4 (SSF fault simulation)
and Step 5 (signature conversion). The multiple stuck-at fault
simulator is different from the traditional SSF simulator in that
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the former assumes the presence of multiple stuck-at faults at
the same time. All possible groups of stuck-at faults are fault
simulated and the produced FSs are then converted into the
SOP FSs. This solution is more accurate than the previous one
because the masked failing pins are removed from the stuck-
at FSs by the multiple stuck-at fault simulation. This solution,
however, can be very time consuming if the number of possible
groups of stuck-at faults is large. In addition, the multiple
stuck-at fault simulator is not widely available nowadays and
the implementation of the simulator is out of the scope of
this paper.

V. SUMMARY

Diagnosis schemes for resistive-open and SOP defects are
presented in this paper. The diagnosis made uses the SOP,
stuck-at, and transition-fault models. The diagnosis takes the
sequence dependence of open defects into account. It is capable
of diagnosing multiple faults of more than one fault model. The
diagnosis techniques have been demonstrated on the Murphy
and ELF35 chips. Nine Murphy chips and three ELF35 chips
to have SOPs (out of a total of 116 defective Murphy chips
and 343 defective ELF35 chips, respectively) have been iden-
tified. One resistive-open defect on Murphy chips was also
diagnosed. The experimental results show that there are defec-
tive chips that have multiple faults at the same time. Besides
diagnosis, it was also experimentally demonstrated that timing
skew affects the detection of SOP defects.
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