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Abstract. Accessibility in sports media broadcast (SMB) remains a
problem for blind spectators who wish to socialize and watch sports with
friends and family. Although popular, radio’s reliance on low bandwidth
speech results in an overwhelming experience for blind spectators. In this
paper we focused on two core issues: (i) how SMB can be augmented to
convey diegetic information more effectively, and (ii) the social context
in which SMB are consumed. We chose tennis broadcasts for our inves-
tigations. Addressing issue (i), we developed a system design and proto-
type to enhance the experience of watching tennis matches, focusing on
blind spectators using audio descriptions and 3D audio, and evaluated
our system with (n=12) in a controlled user evaluation. Our results in-
dicate how audio descriptions gave clear information for the tennis ball
placements, 3D audio provided subtle cues for the ball direction, and
radio provided desired human commentary. For issue (ii), we conducted
an online questionnaire (n=15) investigating the social context in which
blind spectators consume SMB. Participant feedback indicated there is a
demand for more accessible SMB content such that people can consume
SMB by themselves and with their friends. Participants were enthusi-
astic for a revised system design mixing elements from 3D audio and
audio description. We discuss our results in the context of social SMB
spectatorship, concluding with insights into accessible SMB technologies.

Keywords: accessibility · blind and low vision people · sports broad-
casting · tennis · spectatorship

1 Introduction

Sports Media Broadcast is a hugely popular pastime enjoyed by millions of peo-
ple, and for many is a viable alternative to attending events in person. SMB
lets viewers experience what attending the event is like by simulating the ex-
perience of co-presence: microphones and cameras capture events happening on
and around the sports pitch, delivering content regarding actions in the sport
event and the reactions of fans in the arena. The most dominant form of SMB
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is on-demand televised (TV) experience, where events are broadcast with au-
dio narration and commentary from professional commentators, celebrities, and
journalists who dictate all the action as it happens in the arena. While providing
a state of the art experience for sighted spectators, blind spectators must tune
in to radio broadcasts to receive information which is normally captured in the
video stream, for example team formation provided via info graphics.

Both radio and TV SMB suffer from problems with respect to accessibility:
for example blind people may miss out on essential action happening within the
SMB if the actions are not described. Broadcast media for blind people typically
requires extra information in the audio channel: for example, audio descriptions
which provide context and detail around what is happening in the TV broad-
cast. Television shows typically insert brief snippets of spoken audio in between
dialogue to convey information that is captured in the video, for example the
emotions of the characters like disgust and fear on their faces [36]. However, this
is not systematically described in a fast paced environment like SMB: instead,
blind spectators are encouraged to consume a separate channel such as radio,
removing them from the shared social experience. In a social setting, blind peo-
ple may therefore depend on social interventions: friends dictating parts of the
action or describing the meta data around a game event, for example, who scored
the recent goal which won the soccer game. Interestingly, in the early 1920s, the
genesis of sports broadcasting, the British Broadcasting Commision (BBC) radio
commentators used an experimental structured commentary technique for soc-
cer4. Sports commentators using this system coined the phrase ‘back to square
one’ as the soccer field was divided into 8 cells, and commentators used each
cell’s associated number to relay the position of the ball and the players. For
example, during a match the commentator would provide real time audio com-
mentary while their colleague would declare ‘Square 2’ . . . ‘Square 6’ as the ball
moved around the pitch5. Though innovative at the time and providing essential
information for spectators, this technique of structured commentary providing
clear descriptions of where the football is has been forgotten in time and is no
longer used in main stream sports broadcast commentary [18].

Our goal is to innovate and provide a better blind spectatorship experience
than de facto radio broadcasting. Potential avenues lie in creating augmented
broadcasts which add extra information such as audio descriptions and sonifi-
cations to the original SMB: here we focus on augmentations conveyed using
3D audio as it provides spatial information without the need of description or
commentary. These augmentations could provide blind spectators with a better
experience, with information regarding events and actions that go unreported
in the SMB commentary. This will provide a complete picture of what is hap-
pening, without impacting the experience of sighted users in social consumption
environments, and help the blind spectators form a mental image as similar to
graphical information [20].

4 An image of the football pitch showing the demarcation of zones can be found at
http://news.bbc.co.uk/sport2/hi/football/1760579.stm

5 https://www.theguardian.com/notesandqueries/query/0,5753,-1811,00.html
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Therefore, we seek to address the following research questions:

RQ 1: How do blind spectators consume SMB and what, if any, preferences do they
have regarding radio or TV?

RQ 2: Is augmented SMB more effective in conveying SMB information compared
to radio?

To facilitate social SMB consumption, we present an iteratively designed
prototype system for spatializing tennis SMB events using an augmented audio
channel to aid blind spectators interpret the event. The system captures key
information during the SMB event and renders it in real time so that blind
people can consume broadcasts with their sighted friends and family without
negatively affecting one another’s overall experience. We also present the results
of a questionnaire which investigates the current methods of consuming SMB by
blind spectators and their overall experience.

We chose tennis because: (i) it is a very structured game, (ii) during game
play it has long quiet time slots which creates opportunities for SMB augmen-
tation, and (iii) we can access detailed match data from Tennis Australia. Our
system incorporates elements from different modern day SMB–commentary from
radio, multi channel information from TV–, to enhance the experience for blind
spectators. Our main contribution is an analysis of the shortcomings in SMB:
particularly how it falls short of presenting the full content of a sport event
to blind spectators, and a potential prototype system that can remove some
of these shortcomings. We conclude that SMB for blind spectators may, and
arguably should, raise a new design challenge for the HCI community.

2 Background

The dominant forms of technology mediated broadcast for sports spectatorship
are radio and television, with both providing real time commentary describing
what is happening throughout the broadcast. For blind spectators, radio re-
mains the most effective mode of consumption as greater emphasis is placed on
describing what is happening via commentary due to the lack of a visual broad-
cast channel. Technology has been applied over the past few decades to enhance
the experience of sports spectatorship [37]. Most work around augmenting media
broadcast revolves around enhancing the experience through the use of predom-
inantly visual displays [34, 12], via augmented reality [48], automated processing
of statistical data [2, 35], and enabling consumption of ever growing repositories
of visual information. Existing methods for making pre-recorded videos acces-
sible to the visually impaired community use audio descriptions (AD)–spoken
dialogue detailing what is displayed on the screen. However, ADs may not be
suitable for live broadcast: they require identifying appropriate gaps in the video,
so that descriptions do not overlap with other spoken dialogue content. In a live
broadcast, one does not know when appropriate gaps for inserting ADs may
appear. Recent work has investigated automatic generation of ADs applied to
live sports, showing subjective improvement in understanding by blind SMB
consumers [19, 24, 43]. However, these systems focus on very simple event based
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commentary, for example a point was scored, and are limited in their ability to
capture more nuanced play which spectators may wish to follow, for example,
the trajectory of the ball. Recent work concerning a system designed for gen-
eral audience to sonify soccer games used computer vision techniques to capture
movement of the ball and the players, generating sonifications for key features
such as possession, passes, steals, and goals [39]. In this study pitch mapping was
used to map the ball’s distance to goal to the pitch of the sound, and this was
found more enjoyable. It was also reported that key moments sonification which
provided events that focused on passes, steals, and goals were found more useful.
The study also reported the need for a more deeper investigation in improved
spectator experience.

Why focus on the spectator experience? SMB is a popular pastime for
blind people [32] with many people spending a significant amount of time spec-
tating sports events on television. Sports are seen as extremely difficult to follow
when watching television [32]: factors contributing to this difficulty involved the
clarity of dictation, long scenes of quiet exposition where much attention is fo-
cused on visual camera panning with little to no audio description, and poor
sound quality. While work from the HCI community has sought to develop sys-
tems to aid blind participation in sport [22, 10, 17], it has curiously neglected
sports spectatorship and the problem of creating accessible environments for
spectating live sports events. We are interested in the role of HCI in sports
spectatorship for blind people due to several benefits it may bring, for example,
to health and wellbeing [21] and social opportunities [9]. For example, the feel-
ing of catharsis that can come from “vicarious participation in sports” achieved
through spectatorship [47], and the sense of recreation accompanying SMB con-
sumption. Other work has developed systems to enable blind participation in
sport for exercise and recreation, for example using sonification techniques to
render player and ball movement [38], and using spatial audio for locating the
ball positions in virtual reality games [46, 42].

We begin by observing the motivations: what drives sport spectatorship? Sev-
eral studies refer to the appeal of vicarious achievement or achievement gained
through observing others [33], but also the social factors surrounding sports
spectatorship [44, 27]. One may infer the motivations driving sports spectator-
ship for blind people are the same, however research is scarce in this regard.
Classic work in HCI has created taxonomies of interaction and how to provide
meaningful engagement for the spectator [37], however these taxonomies are not
discussed in the context of accessible design, for example being able to observe
one perform gestures in public without necessary audio description or tactile in-
formation pertaining to the gesture or other event. Designing for and facilitating
the spectator experience for blind people is what we focus our attention on in
this paper.

Augmenting SMB via Sports Commentary:Modern approaches to aug-
mentation generally operate by broadcasting meta information in another rep-
resentation, for example audio descriptions, to a client’s companion device. One
core issue persists with these approaches: they rely on the meta information that
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is broadcast with the main channel. This meta-information takes the form of a
descriptive narrative over what is happening on the screen. Users are required to
concentrate on this descriptive content while simultaneously paying attention to
the main content of the program e.g. dialogue and action sounds. Thus, content
consumers are subjected to divide their attention between diegetic events–events
happening within the broadcast content that they can perceive, such as crowds
roaring–and non-diegetic descriptive information. In e-sports, researchers have
explored how to enhance the spectator experience of live game streams through
enhanced communication channels [28], focusing not on what to present but how
and when to present it [5]. As e-sports events are inherently digitally mediated,
all the relevant information is immediately available and thus the risk of missing
any information which the commentator fails to report may be mitigated by
displaying the raw information directly to the observer in whatever format they
choose. However these options are still limiting for blind consumers, creating
barriers and compounding the issue with information overload and confusion by
requiring the spectator to attend to even more channels. Attending to multiple
sources of information is a difficult task, causing higher cognitive load and even
stress on the consumer, and attention is known to be poor unless people are
trained in divided attention tasks [41].

Since the early days of radio, sports has been broadcast with a commentator
whose role is to provide a real time account of what is happening in the game.
Sports commentary itself is typically provided in two concurrent flavors: the
first providing descriptive content regarding the event while the other provides
more dramatic commentary, known as ‘color commentary’. One aspect of SMB
color commentary is the added value brought by the commentator who creates
a narrative discourse [26]. Their role focuses on conveying the emotional aspect
of sports, and their commentary is thus fuelled with passion and exuberance.
As they seek to augment the broadcast experience for listeners by storytelling
based on similar events in previous games, this value proposition hinges on the
listener’s capability to map current events in the game to the story being told.

Finally, color commentators provide contextualized information for listeners:
for example, if a player wins a point by hitting a between-the-legs shot, the color
commentator may explain this as extraordinary as the player is normally right
footed. If listeners can’t fully comprehend the current game events then this
will negatively impact their ability to enjoy the story. Furthermore, they may
begin to confound the story with current events and misinterpret historical from
current events in the broadcast. With respect to tennis, commentary typically
comes between points where color commentators discuss the players themselves
and their historical games. Consequences for blind spectators can be severe and
can lead to further barriers: for example, missing commentary impacts a blind
spectator’s ability to engage with particular events happening in the game. As
social peers may begin a discussion regarding an event with missing commentary,
blind spectators cannot engage fully with the shared social discourse. Although
follow up discussions (i.e. post broadcast analyses) provide opportunities for in-
depth and discussion which blind spectators may engage in, this would fall short
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of the same problems in programming/broadcasting where programme directors
and media personalities may not share the same events and/or prioritize some
events over others.

3 Pilot Studies and Initial Prototype Design

Thus, there are opportunities for the role of technology to enhance SMB and
provide a better blind spectatorship experience than de facto radio broadcasting.
Before embarking on our system design, we conducted pilot studies with two
blind spectators to identify the level of access to tennis SMB. In the pilot studies,
we did unstructured interviews with one male and one female participant both
of whom follow sports, in particular tennis matches, on both radio and TV. We
conducted these interviews iteratively while we were doing improvements in the
prototype system. In each iteration (in total 3) we asked the questions to both
pilots participants.

The first study involved informal discussions around the context in which
they consume SMB. They reported that they use radio to follow tennis matches,
while using their mobile phone to browse various applications and web sites.
They also commented how they use radio receivers with headphones in public
spaces so not to ruin the experience for others. From their comments, it was
clear that they could get a general description of the game, but they could not
get a lot of information about how the game is actually played, for example
where the ball bounced and/or other game specific actions such as whether the
players hit the ball hard or with a heavy top spin. For instance, if a player hits
a down-the-line forehand after having a long sprint and wins the point, radio
commentators have just enough time to describe this action: in this case there is
no time to describe the ball’s movement and/or the player locations. Our pilots
also reported watching the matches on TV is not a good option either, as the
commentary does not describe much about the game play.

Based on the first pilot study, we considered augmenting tennis SMB in
a way that blind spectators can access game play information. Our system is
designed for blind spectators to consume SMB using an augmented broadcast
channel delivering audio description and 3D audio content which a) does not
overwhelm the spectator and b) does not occlude other elements of the original
broadcast. This facilitated the investigation of our RQ 1. Our system is designed
to be used in a setting similar to watching a live-TV broadcast at home or in a
public space, instead of going to a match in a stadium. As the radio broadcasts
are already fully occupied, we decided to augment the TV broadcasts. In tennis,
crowd noise is kept to a minimum during game play and broadcast commentators
also keep quiet during this period. This gives us commentator free time slots
that can be used to add additional information about the game play including
audio descriptions and 3D audio content covering events and actions that go
unreported in the SMB commentary. This facilitated the investigation of our
RQ 2.

A screenshot of our system prototype’s user interface is shown in Figure 1a.
The prototype uses pre-recorded video footage and 3D positional data to create
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(a) System prototype user interface

(b) Tennis court
grid system used
for audio descrip-
tions.

(c) Sample 3D audio
placements used for
3D audio

Fig. 1: System components

augmented SMB content consumable using off the shelf headphones. The 3D
positional data are provided from the ball tracking system, an industry stan-
dard system for tracking ball movements in major sporting games. The ball
tracking data (JSON files containing timestamped Cartesian coordinate system
positional information about the ball) are used to select synthesized audio de-
scriptions, and as input to a 3D audio rendering subsystem. Our prototype takes
video recordings of tennis matches and the ball tracking data as its inputs and
generates the augmented videos with audio description and 3D audio as its out-
put. Pre-recorded video are used for conducting the user evaluation in an easier
fashion, however the prototype is suitable for live consumption as it uses the ball
tracking data format that is identical to the real time tracking data which can
be received within 100ms. Our prototype also features simple slider bar elements
for adjusting the volume of the original broadcast and audio description / 3D
sounds separately.

In the prototype, left and right of the tennis court are defined from the
spectator’s perspective sat behind the nearest tennis player as in Figure 1a. The
server is not fixed to a particular side of the screen, so the server can be either
the bottom player or the top one. Each side of the court is divided into a 3
by 3 grid providing finer detail as shown in Figure 1b. The audio descriptions
provide information about the bounce location of each ball during the play. These
are vocalized using synthesized speech from descriptions provided by an expert
tactile graphics transcriber.

We use binaural audio to implement our 3D audio augmentation. Binaural is
a form of 3D audio based on how we hear sounds naturally. It requires only stereo
channels which are filtered using anthropomorphic models of the human head
and pinnae called head related transfer functions (HRTFs). Though it is possi-
ble to create bespoke HRTF models for individual listeners, this is logistically
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challenging and was not feasible for our prototype. Instead we used a generic
(HRTF) which is good enough for sound localization when users are given the
opportunity to train using them [1, 7]. During piloting, the comments from par-
ticipants regarding their use of headphones to not disturb others in public spaces
was the main factor driving our design decisions for spatialized audio. As our
system leverages headphones for 3D, the participants will use our system as they
do their radios. We decided on using a binaural HRTF design for 3D audio due
to it not requiring specialized equipment, for example multi channel headphones.

3.1 Issues with Pilot System Design

The second pilot study involved gathering feedback on the initial prototype
design. Discussions with our pilot participants focused on issues around audio
descriptions and the augmented SMB channel. For example, we first used ‘short’
and ‘long’ to describe the ball bounce location as an indication of its distance
to the net. Although these labels were accurate, they caused problems for our
pilot participants because of their game specific meanings. In tennis, the term
‘long’ is used to represent an out-of-bounds hit due to the ball landing beyond
the opposing baseline. Similarly the term ‘short’ is used when the ball bounces
near the service line.

For 3D audio, initially we had conceived an egocentric perspective where the
listener is placed in the middle of the court. In this setup, sounds are rendered
in 3D based on the actual ball bounce location obtained from the ball tracking
data. For example, when the ball hits the upper left corner of the tennis court,
our 3D sound augmentation would be heard to the front left of the listener
while a ball hitting the lower right of the court would be heard from behind
and to the right of the listener. This initial design caused two problems: first,
the 3D audio was difficult for users to interpret as they found it disconcerting
to imagine themselves standing in the center of the court during game play.
Secondly, the 3D sounds did not correlate with the typical coordinate system
used in tennis commentary. This caused further confusion for the pilot study
participants who found it cognitively demanding to interpret. To summarize,
the issues identified in our pilot studies are: I1) Terminology used in audio
descriptions regarding the location of the ball must consider game specific factors.
and I2) 3D audio must consider listener perspective and the coordinate system
used in SMB commentary.

4 Final System Design

To solve I1, we changed the terminology for ‘short’ and ‘long’ to ‘near’ and
‘far’ respectively. Thus, the grid squares are labelled left far (cell 7), centre far
(cell 8), right far (cell 9) for the row furthest from the net; left near (cell 1),
centre near (cell 2), right near (cell 3) for the row closest to the net; and left
middle (cell 4), centre middle (cell 5), right middle (cell 6) for the middle of the
court. The labels are converted to synthesised speech recordings by using the
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Speech Synthesis manager6 on macOS. These recordings are then used as audio
descriptions which can be reused in every match without any modification.

As an example, consider the following play: (i) the server starts the point with
a serve to the centre middle service line, (ii) the receiver returns a short ball to
the left side, and (iii) the server hits the ball down-the-line on the right side on
the court, but misses the shot. The system gets the exact ball bounce positions
from the ball tracking data, and matches it to one of the cells in the grid. Using
this match it uses the relevant audio description. Thus, for this particular 3
shot point, the system provides ‘centre middle’, ‘left near’, and ‘right far’ audio
descriptions at the time the ball bounces on the court.

The audio descriptions only describe the locations of ball bounces. They
will not let you know whether the ball is in or out. This is based on the design
consideration for not occluding other elements of the original broadcast. Original
TV broadcast still has the line umpire calls in the video, so the out-calls will
still be audible. Therefore, for this particular example, the final output starts
with the original TV broadcast sounds, i.e. crowd noise, at the beginning. Then,
‘centre middle’, ‘left near’, and ‘right far’ audio descriptions will be heard at the
specific times of the ball bounces. As before, the out-call from the umpire that
comes from the original TV broadcast will be heard.

To solve I2, we placed the viewer behind the court and rendered 3D audio
from the perspective of the video camera capturing the TV footage. This pro-
vided a 1:1 mapping between the visual scene and our 3D audio augmentation.
This was done to mimic the same conditions of a blind spectator watching a
tennis match in front of a TV. Though TV broadcasts use different view angles
during a match, for example focusing on individual players in between serves
for dramatic effects, they use a fixed view angle when the ball is in play as seen
in Figure 1a. This view does not change based on the server position. As the
players change over after every two games, the server will be seen either at the
top or the bottom of the view. We use this view for the audio augmentation to
avoid any disorientation. A short click sound was used for our 3D audio augmen-
tation. Therefore, for the same example described in Section 3, 3D positioned
click sounds are rendered in time when the ball bounces off the tennis court. As
with audio descriptions, out-calls from the original broadcast umpire are heard.

5 Questionnaire and User Evaluation

We conducted a mixed methods approach involving an online questionnaire and
a controlled user evaluation, both with blind participants. The online question-
naire probed participants on their spectating experience. Their comments give
insight into how blind spectators consume SMB, and what their preferences and
experiences are (RQ 1). Their comments give insight into how blind specta-
tors consume SMB. In the controlled user evaluation, we evaluated how our
system may enhance the experience for blind spectators using augmented SMB

6 https://developer.apple.com/documentation/applicationservices/speech_

synthesis_manager
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delivered through audio descriptions and 3D audio. We tasked participants with
answering questions based on what they viewed during the evaluation, and their
preferences in three different forms of SMB. Task performance in the evaluation
determined the effectiveness of SMB augmentations compared to radio (RQ 2).

We recruited 14 blind participants (8 female), all legally blind (i.e., a visual
acuity of 20/200 or less). using opportunity sampling advertised using social
media channels and email lists. We disseminated the online questionnaire to 14
participants, 12 of which were included in the user evaluations: 2 participants
could not do the user evaluations due to poor internet connections. Participants
ranged from 26 to 74 years old (x = 49, sd=17), and granted their consent to
take part. A $30 e-gift card was given to participants for their time.

Online Questionnaire Participants completed the questionnaire before the
user evaluation, so that our system design would not effect their comments.
We used an online system (Google Forms) to disseminate the questionnaire. To
ensure the questionnaire was accessible for our participants, we used simple radio
buttons and text field controls instead of drop down menus and linear scales.
The questionnaire contained open ended questions on sports media broadcast
consumption, asking participants which sports they follow and/or play, how
they follow these sports, what they like/dislike about SMB, what type of SMB
they want to have, and the social environment of consumption. Two questions
specifically focused on tennis were: (i) “If tennis is one of the sports that you
have been following, how do you follow the tournaments and matches?”, and (ii)
“Do you play tennis? Which other sports do you play or would like to play?”.

User Evaluation COVID-19 forced us to conduct evaluations remotely over
video conferencing. Thus we presented our prototype system output as pre-
recorded videos on a single platform (Google Forms) that both serves the stim-
uli and records participants’ responses. Doing so minimizes context switching
between apps, avoiding additional stress on participants. As we aware of disad-
vantages and problems around conducting remote evaluations with participants
with disabilities [31], we gathered feedback on the online form from a member of
the blind community working at Monash University before recruiting our par-
ticipants. Based on their feedback we updated the form to ensure screen readers
can read it without any issues on desktop and mobile platforms, for example
partitioning the form into sections so that participants could navigate it easier.
We disseminated the controlled user evaluation links to them by email at the
beginning of the sessions to mitigate difficulty issues accessing the chat messages
on the video conferencing platforms

Our user evaluation consisted of 3 presentation conditions (audio description,
3D audio, and radio). We did not consider the combination of presentation meth-
ods to keep the study duration under 90 minutes, avoiding participant fatigue.
In creating videos for our user evaluation, we sampled points from three different
tennis matches: Osaka vs. Kvitova, 2019; Cilic vs. Federer, 2018; and Djokovic
vs. Nadal, 2019. We created 4 MP4 videos (1 for training, and 3 for testing) for
each condition, resulting in 12 videos in total for our evaluation. These videos
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were counterbalanced to avoid learning effects. Each video captures a different
point in one of these matches: for example, video 2 in the 3D audio condition
was the 3rd point of the 7th game in the 2nd set of the Osaka vs. Kvitova, 2019
match, and video 1 of the radio condition was the 1st point of the 3rd game in
the 1st set of the Djokovic vs. Nadal, 2019 match. Using video recordings of our
prototype system output enabled us to conduct the user evaluations remotely, as
participants would not need to install our software locally. Each of these videos
represent a point of a tennis match with increasing complexity having 2, 3 and 5
shots each, including the training material. The videos were then uploaded to a
private online repository and embedded into the online form. For each video we
gave participants three tasks, designed by an expert tennis player, to represent
the game and player’s actions: one of the fundamental needs of spectators [14]:

T1: Which player (server or receiver) won the point?
T2: Can you describe the movement of the ball?
T3: How competitive/skilful was the point in a scale of 1 (low skilful) to 5 (high

skilful)?

T1 is simply a binary choice between the server or receiver, T2 is a multiple
choice question (each choice is a textual description of a point play), and T3 is
a numeric value from a 5 point scale, with the correct answer pre-determined by
one of the researchers involved in this study who is also an expert reviewer.

Each participant performs the tasks for each of the 3 presentation conditions
in a repeated measures design: audio description (AD), 3D audio, and radio (R).
The order of the presentation conditions was balanced using a Latin square.
Participants were presented the training video first, followed by 3 test videos.
They answered T1, T2 and T3 for each of these test videos. After completing all
the trials, participants were asked to rank their preferred presentation conditions.
We used preference rankings as they are an important factor in evaluating spatial
audio reproduction systems [11]. They were then invited to provide comments
explaining what they like and dislike for each of the presentation conditions.
Additionally, they were asked about the main considerations that affected their
preferences. We used video conferencing software to monitor participants during
the evaluation. Participants used screen sharing to let us observe their progress.
They also shared their computer sound with us, so that we could hear the screen
reader prompts. Each evaluation took on the order of 90 minutes to complete.

6 Results

Online Questionnaire What blind people like and dislike about SMB content:
Radio was the preferred medium for following sports due to several distractions
from the TV broadcast. Comments from the online questionnaire raised issues
with TV advertisements interrupting the game and causing confusion, and TV
providing a worse ‘picture’ (P4) compared to the one perceived from listening
to radio commentary. However some preferred the color commentary from TV
commentators as they add a ‘sense of humour’ (P6) while others found this to
be ‘excessive’ (P13). Though radio was perceived as providing more detail about
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what is happening compared to TV broadcasting, one participant commented on
the declining quality of radio broadcasting. They described how commentators
spend more time ‘having a chat with one another’ (P12) and growing interest in
‘chemistry between broadcaster and expert summariser [sic] rather than a focus
on the game itself ’ (P12).

“I like that radio is designed to not be able to see the picture so
they often describe visual aspects of the game as well as commenting eg.
weather, crowd numbers and they add a lot more statistics and descrip-
tion to their commentary. It makes it very difficult if radio commentary
or TV commentary gets distracted and they go off track and are dis-
cussing things that are not relevant to the game. . . . the TV tends to do
this more often because the assumption is made that you can keep up
by watching they [sic] vision while they discuss something else. Also TV
commentary often uses less descriptive language, eg. did you see that,
have a look at that kick.” (P3, emphasis ours)

The social context(s) in which blind people consume SMB content: Several
participants noted how they typically watch SMB content with others as a social
activity. The context in which social interaction takes place differed across par-
ticipants: for some, SMB content was enjoyed at home with family and friends
while others would go to pubs and bars. Finally, a select few would attend live
events and bring with personal radios to listen to live commentary while watch-
ing the game. “I tend to listen on my own via radio, or with family/friends.
I sometimes go to the pub to watch football with friends.” (P12). Almost all
participants said they would also watch tennis broadcasts by themselves.

Summary: Results from our online questionnaire reveal the diversity in par-
ticipants’ relationship with modern SMB and the issues they face. Most partic-
ipants declared radio as their first preference, and had strong opinions on the
commentary provided in traditional broadcasting and its impact on their con-
sumption experience and ability to comprehend the action in and around the
game. They were also concerned about others as they mostly consume SMB in
social contexts: key issues revolve around not wanting to negatively impact the
experience of others while at the same time relying on friends and family for
bespoke descriptions about what is happening.

User Evaluation To analyse the results from the user evaluation tasks (T1, T2,
T3), we conducted a Cochran’s Q test, a significance test suitable for repeated
measures block designs where the response variable is binary. For determining
the victor of the match point (T1), a Cochran’s Q test determined that there was
no difference in the proportion of participants who were correct over the different
presentation conditions, χ2 (8) = 10.0, p = .26. There was also no difference in
the proportion of participants who could correctly determine the movement of
the ball (T2) (χ2 (8) = 12.5, p = .13) nor who could determine the skillfulness of
the players (T3) in the broadcast event (χ2 (8) = 7.7, p = .46). Figure 2a shows
the proportion of correct answers for each task in each presentation condition.
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Fig. 2: User evaluation results: Proportions of correct answers for all participants,
and individually.

Figure 2b shows the proportion of correct answers for each participant7. Some
participants (P3, P12) are ‘power users’ and score highly in each presentation.
Most of the participants performed better with audio description than radio.
Half of the participants (P1, P2, P4, P7, P11, P12) did better with 3D audio
than radio. With the exceptions of P6 and P10, all participants performance
with radio is at best on par with audio descriptions and 3D audio.

To test for a difference in preference rankings between all three presentation
conditions, we conducted a Friedman Test on the preference votes. There was
no difference between preferences across all participants for Radio, 3D audio, or
Audio Description, χ2 (2) = 0.5, p = .78. Figure 3, Panel A shows the preference
rankings (1st, 2nd, and 3rd) for each presentation condition, and Panel B shows
the proportion of correct answers across all tasks in each presentation condition.
Audio description has 51%, 3D audio has 44%, and Radio has 43% correct answer
proportion. This is striking: participants can’t correctly interpret more than half
of the game play information for radio–the de facto medium–yet it is the most
preferred presentation condition.

We used thematic coding to analyse participant comments, explaining what
they like or dislike about the presentation conditions, and the main considera-
tions for their comments. We used two independent coders to look through the
comments, and identified keywords and phrases to construct codes. Finally, we
then categorized these codes into the following themes: the context where they
can use each condition, the cognitive load introduced by the augmentations, the
ability of tracking the ball location, the amount of information each condition
provide, the quality of information they get, the distractions they experience,
and the factors effecting their overall experience. For each theme, we report the

7 P3 and P11 indicated that they passionately follow sports.
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Fig. 3: Participant preference towards each SMB medium used in our user study.

Table 1: The mappings between codes and themes used in the thematic analysis,
and the total number of times the codes are mentioned by the participants. The
themes that have more relevance to tennis are marked with a star (*).
Themes Codes No. of Mentions

Tracking the ball (*) position of the ball 10
precision 5
raw play information 10

Pros and Cons of Commentary capturing player emotions 2
natural feeling of radio 9
dislike of synthetic speech 9
randomness of commentary 8

Information Load overwhelming 7
high concentration for AD and 3D audio 9

Spectator Experience radio with headphones 11
social desire to follow the action with others 3
distractions from others 3

Accuracy and Consistency of the Augmentation (*) density of information 6
expanding bandwidth of information 7

Usefulness of the Augmentation (*) 3D audio providing subtle feedback 3
3D audio difficult at first 2

number of participants in parenthesis. See Table 1 for our map between codes
and themes generated.

Tracking the Ball: Participants liked how our system gave consistent and pre-
cise ball locations in contrast to radio that depends on the human commentators
(10). Many participants stated they want to get raw play information about the
status of activity (including ball and player positions) on the field (10): Some
participants liked the clear audio description for the placement of the ball, how-
ever they were not very happy with the way they took away the crowd noise (5).
They found the grid structure helpful for ball placement locations, and the fact
that they could picture this information on the court.

Pros and Cons of Commentary: Emotions were considered as a part of the
experience (2). Radio was considered as the most natural way, and audio de-
scription was considered a mechanical feedback (9). Radio was the most familiar



Did you see that!? 15

presentation condition for the participants. Participants liked the human com-
mentators, however they pointed out that sometimes they missed the play, and
they had to guess the position of the ball and the players (8). They also said that
radio provided the vibe of the game better than the others (5). Another issue
regarded the random information given by commentators about the players and
their shot selections (3). Some participants found this distracting (5), while oth-
ers said that this information helped them understand the player strategies (2).
Some participants complained about radio’s lack of timeliness and consistency,
being prone to human commentator error, bias, and irrelevant chat during points
(8). Some participants said that they had their own favorite commentators who
describe the game better than others (3). So, the style of commentating is a
factor for the overall radio experience, and could sometimes give no clue what
was happening in the game.

Information Load: Participants commented how the SMB augmentation pro-
vided by our prototype did not overwhelm or hinder their enjoyment of the ex-
perience (7). However, some participants mentioned high concentration levels
for 3D and AD, but described how their cognitive load reduced as points were
watched (2). Some also reported that they would use ADs by themselves at
home, and 3D at home (3). ADs are preferred to get detailed information and
keep up with every shot and its location (4). 3D audio is treated as a presenta-
tion condition which can be used when they want to get detailed information as
well as not distracting friends (3).

Spectator Experience: Participants were asked about the context in which
they want to use each of the presentation conditions. They reported that they
would use radio with headphones when at home, at sports venues, outside in
public spaces, or with others (11). Regarding the social context, it was surprising
to see that participants were worried for other people in the same environment if
they use radio and audio descriptions. They commented that these would create
noise for their friends, and would ruin their overall experience (3). However, they
said that this would not be an issue if they could use 3D audio as this would
reduce the need for excessive commentary which participants perceived as the
main factor creating noise and distractions for their friends (3).

Accuracy and Consistency of the Augmentation: Participants also commented
on the amount of information given by each of the presentation conditions. Some
said that radio broadcasts were too busy to include any other information such
as the location of the ball and the player (6). ADs helped with the ball position,
adding similar information about players, umpire, and the crowd would be dis-
tracting (7). 3D audio gave more space for other sounds that can be used for the
players, umpire, and the crowd (6).

Usefulness of the Augmentation: 3D audio was found to be a presentation
condition that participants had the least positive experience with. They liked
the subtle feedback and how it did not remove the experience of the crowd noise
and other broadcasting sounds such as calls for balls going out of bounds (3).
Some participants commented that it would be useful for people who want to
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experience a new way of watching tennis matches, pointing out that adjustment
of 3D audio could improve the experience (2).

7 Discussion

It’s clear there is a need for improving the spectator experience for blind people.
Although radio is the traditional way of consuming SMB, it cannot provide the
information that blind spectators want to know. Our participants could not fully
comprehend what was happening in the games with radio commentary provided.
High speed speech is intelligible by blind people [30], and can be improved further
with training [45], however the information content of fast speech is typically
limited. In SMB the pace is fast and the information is vast, adding an extra
barrier to consumption for blind people. Our presentation conditions provide
these missing information in an accessible way (RQ 2), yet participants still
struggle to fully interpret the shots made.

It is surprising that none of our presentation conditions had a higher prefer-
ence than the others (RQ 1). They were equally as poor in conveying the details
of what was happening in the SMB. Though our audio descriptions were devel-
oped to ensure direct mapping with the tennis court, and were refined through
pilot testing, perhaps they remained unclear. Rapid successive shots from players
may have led to short time intervals between bounces of the ball, which in turn
would reduce the time between descriptions. Another issue may be the synthe-
sized nature of descriptions: although generally considered acceptable, human
speech is both preferred and easier to understand for audio descriptions [23].
We used a generic HRTF for rendering 3D audio because it was unfeasible to
capture individual HRTFs. Although ‘good enough’ [1], this approach has its
disadvantages as some sounds remain difficult to localize. More advanced tech-
niques exist for synthesizing 3D sounds [6] may alleviate some of these problems
and produce better 3D audio SMB augmentation.

Although radio was a popular medium amongst our participants, its informa-
tion bandwidth is already occupied with dense commentary. This is a common
disadvantage for blind people [29]. The commentaries help blind spectators to
understand how the game is played on a higher level while omitting details such
as the ball placements, player locations, and shot types. Our results demonstrate
how radio broadcasting is inadequate in addressing the needs of blind specta-
tors. Although it is very popular and the most relied on medium, it falls short
in delivering game play details. In contrast TV broadcasts have more space to
augment the experience. Tennis is one of the sports where the crowd and the
commentators do not speak during game play, providing opportunities for aug-
menting the broadcast by adding audio description and/or 3D audio. However
limitations for concurrent audio and speech should be considered [15, 16, 4, 8].
Color commentators typically focus on building the buzz and excitement around
the event, emphasizing the reaction of the crowd, and therefore their commen-
tary may only capture what the commentators themselves perceive as significant,
restricting the listener’s experience to only events commentators acknowledge.
Thus there are limitations to consider regarding the type of the commentary
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which can prime listeners, and further inhibits understanding [13]. Also blind
spectators may confuse broadcast effect sounds with game events, having detri-
mental effects on attention and the spectator experience [25].

We note the striking contrast between a qualitative preference towards radio
broadcast with inconclusive quantitative results. Results from our user evalua-
tion show no difference in performance (quantitative) when SMB is augmented
with things participants say they want (qualitative). Though radio was preferred,
it did not improve participants’ accuracy in interpreting what is happening in the
game (RQ 2). Perhaps our participants simply regressed to their comfort zone:
radio is familiar and they understand how it operates, where 3D audio is difficult
to interpret at first and requires some training to acquire competency in using
it (RQ 1). Participants found the augmentations difficult to interpret at first,
though this may have been due to unfamiliarity with 3D audio and the content
of the audio descriptions. Previous work has highlighted how, particularly for
information gathering tasks, efficiency with technological use is key for blind peo-
ple [40]. We can see this insight replicated in our results: participants described
how they could see the benefit of an augmented broadcast channel providing
discrete spatiotemporal information regarding the ball and player movement,
and would likely use an augmented broadcast channel similar to our system if
improvements were made to the design (RQ 2). Given the limitations of the de
facto system (radio), our attempt to improve the quality of life for participants,
however small it may seem, was met with much praise from our participants.

Of upmost importance to our participants was the need to be on a level spec-
tating field as their sighted peers. Although participants enjoyed the benefits of
a social context with respect to bespoke commentary, at the same time there is
a strong desire for independence (RQ 1). They want to be able to enjoy the
SMB with others: this requires a level of independent consumption so they can
feel part of the group and engage in social discussions about the SMB while
simultaneously consuming it. Participants said they would follow up post-match
statistics to ensure they understood the match outcome correctly, enabling them
to engage in social conversation with sighted peers. Delivering real time informa-
tion to blind spectators in a format they can understand will help elevate them
to the same level as their peers, and include them in the discussion so they may
enjoy SMB.

The results of our questionnaire and evaluations support this, indicating how
blind spectators want to experience what sighted people experience. We would
like to finish with the following quote which captures this succintly:

“I would like to hear the details that sighted people can see.” (P1)

8 Limitations

We could only use two blind spectators for the pilot studies. We could not do a
comprehensive pilot study due to logistic reasons. Our initial attempts with pilot
participants to do a remote study overwhelmed them [3]. We acknowledge that
this imposed limitations on the development of the prototype. However, we be-
lieve that our iterative development that includes multiple evaluations provided
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a reasonable final prototype. We also did not investigate sustained consumption
of the SMB. We would like to identify the features of the best possible prototype
system before further investigations. We believe this type of consumption re-
quires more control over the augmentations added to the original broadcasts by
the users. We listed supporting social consumption as one of the main motiva-
tions. Though pursuing this motivation in a formal study was out of scope for our
work here, our prototype system, which fulfills the requirements of effective con-
veyance of information, serves as the prerequisite for future social consumption
studies. SMB consumption is a complex experience, with many factors driving
people towards consuming content. In this early stage we have focused on de-
veloping a system that is up to the challenge of delivering accurate information
to create a good experience for spectators. We acknowledge that more elaborate
studies are needed to investigate factors such as color commentary engagement,
social spectating, and why people prefer one presentation condition over another.

9 Conclusion

Our main contribution is providing insights into how radio broadcasting falls
short of presenting a sport event to blind spectators. We have presented our
work exploring how blind spectators approach sports media broadcast content.
We built a prototype system for augmenting SMB content to enhance the spec-
tator experience of blind and low vision people, and evaluated our prototype
in a controlled user evaluation. We also conducted an online questionnaire to
understand the social and technological context in which blind people consume
SMB. Results showed a contrast between qualitative and quantitative responses
in peoples’ preference regarding augmented broadcast channels and traditional
broadcast commentary. Though participants would repeatedly tout the benefit
of radio over other ways to present information in the sport, they were no better
at answering basic questions regarding the outcome of a game when listening
to radio compared to augmented broadcast channels. Care must be taken when
designing augmentations so as not to interfere with other aspects of the SMB
itself and the external social context in which SMB spectating takes place. We
hope our work raises a new design challenge for HCI, and provides principles
to designers, engineers, researchers, and broadcasters in the HCI community
producing more inclusive broadcast material.
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28. Lessel, P., Vielhauer, A., Krüger, A.: Expanding Video Game Live-Streams with
Enhanced Communication Channels: A Case Study. In: Proceedings of the 2017
CHI Conference on Human Factors in Computing Systems. pp. 1571–1576. CHI
’17, Association for Computing Machinery, New York, NY, USA (May 2017).
https://doi.org/10.1145/3025453.3025708
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