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Abstract

This paper presents a necessary and sufficient condition for a real-
valued function defined on an open and convex subset of a Banach
space to be quasi-concave, and a sufficient condition for such a func-
tion to be strictly quasi-concave. These conditions are applicable to
continuously differentiable functions that satisfy a mild additional as-
sumption, and do not require the functions to be twice differentiable.
Because this additional assumption is trivially satisfied for twice con-
tinuously differentiable functions, our results are pure extensions to
classical results.
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1 Introduction

The notion of quasi-concave functions is frequently used for optimization
problems in economics. However, it is difficult to characterize the quasi-
concavity of a function in terms of conditions for its derivatives. For concav-
ity, in contrast, there is a clear characterization: for example, a continuously
differentiable real-valued function defined on an open and convex subset of
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the real line is concave if and only if its derivative is nonincreasing. However,
for quasi-concavity, such a clear characterization is absent.

Otani (1983) treated this problem and provided a necessary and sufficient
condition for twice continuously differentiable non-degenerate functions de-
fined on an open and convex subset in R

n to be quasi-concave. His condition
is that the Hessian matrix of this function is negative semi-definite on the ker-
nel of the gradient vector. However, there are several optimization problems
in which twice continuous differentiability of the objective function cannot be
assumed. The main purpose of this paper is to extend Otani’s result to func-
tions that are not necessarily twice continuously differentiable but are once
continuously differentiable and satisfy an additional property. Note that, any
twice continuously differentiable function satisfies this additional property,
and so our result is a pure extension to a known result.

Moreover, we extend some classical results for quasi-concave functions on
R

n to any Banach space. Specifically, we treat a continuously differentiable
real-valued function defined on an open and convex subset of a Banach space,
and present three results. First, we provide a necessary and sufficient condi-
tion for a non-degenerate function to be quasi-concave (Theorem 1). Second,
we provide a sufficient condition for a function to be strictly quasi-concave
(Theorem 2). As we noted above, both results are pure extensions to classical
known results.

Note that our “additional property” introduced in this paper is deeply
related to Frobenius’ theorem. Debreu (1972) considered the following total

differential equation:
∇f(x) = λ(x)g(x),

where g(x) is the given function and the pair of f(x) and λ(x) is a solution.
In Debreu’s theory, the vector field g(x) exhibits the price vector under which
consumption plan x is chosen. Thus, the above equation concerns Lagrange’s
multiplier rule, and f(x) can be treated as the objective function for the con-
sumer. Debreu expected that if g(x) is continuously differentiable, then the
solution f(x) must be twice continuously differentiable. However, a coun-
terexample found by two students was later presented by Debreu (1976), in
which the solution f(x) must not be twice continuously differentiable. There-
fore, we cannot assume that the objective function for the consumer is twice
continuously differentiable if g(x) is only continuously differentiable. Our
additional property implies the continuous differentiability for such a g(x),
and so our results are applicable to consumer theory.

In Subsection 2.1, we introduce some knowledge on Banach spaces that
is needed to understand our results. In Subsection 2.2, we present the main
results of this study. Section 3 contains several remarks concerning our re-
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sults.

2 Main Results

2.1 Preliminaries

In this subsection, we introduce some basic knowledge on Banach spaces.
We assume that readers know the definition of a Banach space. All of the
facts introduced in this subsection are explained and proved in standard
textbooks: see, for example, chapters 2-5 of Luenberger (1969) or chapters
5-6 of Aliprantis and Border (2006).

Suppose that X, Y are Banach spaces. Let L(X, Y ) be the set of all linear
and continuous functions from X into Y . Then, L(X, Y ) becomes a Banach
space with respect to the following operator norm

‖A‖ = sup{‖Ax‖|x ∈ X, ‖x‖ ≤ 1}.

In particular, the space X ′ of all linear and continuous functions from X into
R is called the dual space of X . Note that X ′ is the same as L(X,R), and
thus it is also a Banach space with the operator norm. For x′ ∈ X ′, we write
〈x, x′〉 instead of x′(x). It is easy to show that the function f(x, x′) = 〈x, x′〉
is continuous.

If X = R
n, then X ′ = R

n and 〈x, x′〉 is the usual inner product between
two vectors x = (x1, ..., xn) and x′ = (x′

1, ..., x
′
n); that is,

〈x, x′〉 =
n

∑

i=1

xix
′
i.

In this paper, AT denotes the transpose of an n×m matrix A. Note that, if
X = R

n, then 〈x, x′〉 can also be written as xTx′.
Next, suppose that X, Y are Banach spaces. Suppose that U is an open

set in X and f : U → Y . If there exists an element A ∈ L(X, Y ) such that

lim
h→0

‖f(x+ h)− f(x)− Ah‖
‖h‖ = 0,

then f is said to be Fréchet differentiable at x, and A is called the Fréchet
derivative of f at x. It is known that if f is Fréchet differentiable at x, then
it is continuous at x, and its Fréchet derivative at x is unique. In this paper,
Df(x) denotes the Fréchet derivative of f at x. If f is Fréchet differentiable
at any point of U and Df : x 7→ Df(x) is continuous, then we say that f is
C1. We often abbreviate “Fréchet differentiable” to “differentiable” simply.

3



Specifically, suppose that Y = R. Let U be an open subset of the Banach
space X and f : U → R be C1. Then, the mapping Df : x 7→ Df(x) is a
function from U into X ′, and X ′ is a Banach space. Therefore, we can define
the Fréchet derivative of Df at x, which is denoted by D2f(x). If D2f(x) is
defined on U and D2f : x 7→ D2f(x) is continuous, then we say that f is C2.

Suppose that X, Y, Z are Banach spaces, U ⊂ X and V ⊂ Y are open
sets, f : V → Z and g : U → Y are given, g(x) ∈ V , g is differentiable at x,
and f is differentiable at g(x). Then, f ◦ g is differentiable at x, and

D(f ◦ g)(x) = Df(g(x)) ◦Dg(x).

This formula is called the chain rule.
Suppose that X is a linear space and U is a convex subset of X . A

function f : U → R is said to be quasi-concave if and only if for every
x, y ∈ U and t ∈ [0, 1],

f((1− t)x+ ty) ≥ min{f(x), f(y)}.

If, in addition,
f((1− t)x+ ty) > min{f(x), f(y)}

when x 6= y and 0 < t < 1, then we say that f is strictly quasi-concave.

2.2 Results

Suppose that X is a Banach space and U is an open subset of X . For
f : U → R, we say that f is C1

∗ if f is C1 and there exists a pair of a C1

function g : U → X ′ and a positive continuous function λ : U → R such that

Df(x) = λ(x)g(x). (1)

Clearly, if f is C2, then f is C1
∗ : choose λ ≡ 1 and g(x) = Df(x). When

X is a Hilbert space, then the norm of X is differentiable everywhere except
the zero vector. In this case, if f is C1 and Df(x) 6= 0 for all x ∈ U , then f
is C1

∗ if and only if the following function

h(x) =
1

‖Df(x)‖Df(x)

is C1. Indeed, if h is C1, then we can choose λ(x) = ‖Df(x)‖ and g(x) =
h(x). Conversely, if there exists a C1 function g and a continuous function
λ such that (1) holds, then g(x) 6= 0 for all x ∈ U , and

h(x) =
1

‖g(x)‖g(x),
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which is C1. In particular, if X = R
n, then the space of all C1

∗ functions
whose derivatives never vanish coincides with the space of C1 functions f
such that the above h is C1.

Our first main result is as follows.

Theorem 1. Suppose that U is an open and convex subset of a Banach
space X , f : U → R is C1

∗ , and Df(x) 6= 0 for all x ∈ U . Choose a pair of a
C1 function g and a positive continuous function λ that satisfies (1). Then,
the following two claims are equivalent.

1) f is quasi-concave.

2) 〈w,Dg(x)w〉 ≤ 0 for any x ∈ U and w ∈ X such that 〈w, g(x)〉 = 0.

Proof. First, we prove a lemma.

Lemma 1(Lagrange’s multiplier rule). Suppose that U is an open and convex
subset of a Banach space X and f : U → R is continuous and quasi-concave.
Choose any x′ ∈ X ′ \ {0}. If f is differentiable at x∗ and Df(x∗) = λx′ for
some λ > 0, then f(x∗) ≥ f(x) for every x ∈ U such that 〈x, x′〉 = 〈x∗, x′〉.

Proof of Lemma 1. Suppose not. Then, there exists x ∈ U such that
〈x, x′〉 = 〈x∗, x′〉 and f(x) > f(x∗). Because f is continuous and U is open,
there exists y ∈ U such that 〈y, x′〉 < 〈x∗, x′〉 and f(y) > f(x∗). Define
y(t) = (1 − t)x∗ + ty. Then, y(t) ∈ U for all t ∈ [0, 1], and by the quasi-
concavity of f , we have that f(y(t)) ≥ f(x∗) for all t ∈ [0, 1]. Therefore,

0 > 〈y − x∗, Df(x∗)〉 = d

dt
f(y(t))

∣

∣

∣

∣

t=0

= lim
t↓0

f(y(t))− f(x∗)

t
≥ 0,

which is a contradiction. This completes the proof. �

Suppose that 1) holds. Choose any x ∈ U and w ∈ X such that
〈w, g(x)〉 = 0. Define

c(t) = f(x+ tw).

Then, there exists ε > 0 such that c(t) is defined on I = [−ε, ε]. By La-
grange’s multiplier rule, we have that c(t) attains the maximum at t = 0.
Hence, c(t) ≤ c(0) for all t ∈ [0, ε]. By the mean value theorem, we can
obtain a sequence (tk) such that tk ↓ 0 as k → ∞ and c′(tk) ≤ 0 for all k.

5



Therefore,

0 ≥ lim sup
k→∞

c′(tk)

tk
= lim sup

k→∞

〈w,Df(x+ tkw)〉
tk

= lim sup
k→∞

λ(x+ tkw)〈w, g(x+ tkw)〉
tk

≥ M lim sup
k→∞

〈w, g(x+ tkw)〉
tk

= M lim sup
k→∞

〈w, g(x+ tkw)− g(x)〉
tk

= M〈w,Dg(x)w〉,

where M = max{λ(x + tw)|t ∈ I} > 0, which implies that 2) holds. There-
fore, 1) implies 2).

Next, suppose that 2) holds and 1) is violated. Then, there exist x, y ∈ U
and t ∈ [0, 1] such that f((1− t)x+ ty) < min{f(x), f(y)}. Let

T ∗ = argmin{f((1− t)x+ ty)|t ∈ [0, 1]}.

Then, T ∗ is a closed subset of [0, 1] such that 0, 1 /∈ T ∗. Let t∗ = maxT ∗

and z = (1 − t∗)x + t∗y. Moreover, define x(t) = (1 − t)x + ty. Because
Df(z) 6= 0, we have that there exists p ∈ X such that 〈p,Df(z)〉 > 0.
Consider the following function u:

u(a, b) = f(z + a(y − x) + bp) = f(x(t∗ + a) + bp).

Then, u is C1 around (0, 0), u(0, 0) = f(z), and ∂u
∂b
(0, 0) = 〈p,Df(z)〉 > 0.

By the implicit function theorem, there exist ε1, ε2 > 0, and a C1 function
b : [−ε1, ε1] → [−ε2, ε2] such that b(0) = 0 and, for each (a, b) ∈ [−ε1, ε1] ×
[−ε2, ε2], u(a, b) = f(z) if and only if b = b(a). Then,

b′(a) = −
∂u
∂a
(a, b(a))

∂u
∂b
(a, b(a))

= −〈y − x,Df(x(t∗ + a) + b(a)p)〉
〈p,Df(x(t∗ + a) + b(a)p)〉 .

Because of the definition of z and the first-order condition, we have that

〈y − x,Df(z)〉 = 0,

and thus,

b′(0) = −〈y − x,Df(z)〉
〈p,Df(z)〉 = 0.

Define
y(a) = x(t∗ + a) + b(a)p, w(a) = b′(a)p+ (y − x),
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and
d(a) = 〈p,Df(y(a))〉.

Differentiating u(a, b(a)) = f(y(a)) ≡ f(z) with respect to a, we obtain

〈w(a), Df(y(a))〉 = 0,

and thus,
〈w(a), g(y(a))〉 = 0

for any a ∈ [−ε1, ε1]. By our choice of p, y(0) = z and d(0) > 0, and thus,
there exists δ > 0 such that if 0 < a < δ, then d(a) > 0. For such a > 0,

0 = lim inf
a′→a

1

a′ − a
[〈w(a′), Df(y(a))〉 − 〈w(a′), Df(y(a))〉]

= lim inf
a′→a

1

a′ − a
[〈w(a′), Df(y(a))〉 − λ(y(a))〈w(a′), g(y(a))〉]

= lim inf
a′→a

1

a′ − a
[〈w(a′)− w(a), Df(y(a))〉+ λ(y(a))〈w(a′), g(y(a′))− g(y(a))〉]

= d(a)× lim inf
a′→a

b′(a′)− b′(a)

a′ − a
+ λ(y(a))〈w(a), Dg(y(a))w(a)〉

≤ d(a)× lim inf
a′→a

b′(a′)− b′(a)

a′ − a
.

Therefore,

lim inf
a′→a

b′(a′)− b′(a)

a′ − a
≥ 0,

which implies that

lim inf
a′↓a

b′(a′)− b′(a)

a′ − a
≥ 0, lim inf

a′↑a

b′(a′)− b′(a)

a′ − a
≥ 0.

Fix a ∈]0, δ[, and define h(s) = b′(s)a − b′(a)s. Then, h(a) = h(0) = 0,
and thus, there exists s∗ such that 0 < s∗ < a and h(s) attains either the
maximum or minimum on [0, a] at s = s∗. If h(s∗) attains the maximum,
then

0 ≥ lim inf
s↓s∗

h(s)− h(s∗)

s− s∗

= a lim inf
s↓s∗

b′(s)− b′(s∗)

s− s∗
− b′(a) ≥ −b′(a),
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which implies that b′(a) ≥ 0 for any a ∈]0, δ[. If h(s∗) attains the minimum,
then

0 ≥ lim inf
s↑s∗

h(s)− h(s∗)

s− s∗

= a lim inf
s↑s∗

b′(s)− b′(s∗)

s− s∗
− b′(a) ≥ −b′(a),

which again implies that b′(a) ≥ 0 for any a ∈]0, δ[. Because b(0) = 0, we
have that b(a) ≥ 0 for all a ∈ [0, δ].

Because
∂u

∂b
(0, 0) = 〈p,Df(z)〉 > 0,

there exists a neighborhood V of (0, 0) such that ∂u
∂b
(a, b) > 0 for all (a, b) ∈ V .

If a > 0 is sufficiently small, then a < δ and (a, b) ∈ V for all b ∈ [0, b(a)].
Therefore, ∂u

∂b
(a, b) > 0 for such (a, b), and thus,

f(x(t∗ + a)) ≤ f(x(t∗ + a) + b(a)p) = f(z),

which contradicts the definition of t∗. This completes the proof. �

Regarding strict quasi-concavity, we present the following theorem.

Theorem 2. Suppose that U is an open and convex subset of a Banach
space X and f : U → R is C1

∗ . Choose a pair of a C1 function g and a
positive continuous function λ that satisfies (1). If 〈w,Dg(x)w〉 < 0 for all
x ∈ U and w ∈ X such that w 6= 0 and 〈w, g(x)〉 = 0, then f is strictly
quasi-concave.

Proof. Suppose that f(x) is not strictly quasi-concave. Then, there exist
x, y ∈ U and t ∈]0, 1[ such that x 6= y and

f((1− t)x+ ty) ≤ min{f(x), f(y)}.

Define x(t) = (1− t)x+ ty. Then, there exists t∗ ∈ argmin{f(x(t))|t ∈ [0, 1]}
such that 0 < t∗ < 1. Define z = x(t∗), w = y − x, and

c(t) = 〈w,Df(x(t))〉.

By the first-order condition, we have that c(t∗) = 0, and thus 〈w, g(x(t∗))〉 =
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0. Moreover,

0 > 〈w,Dg(z)w〉 = lim
t↓t∗

〈w, g(x(t))− g(x(t∗))〉
t− t∗

= lim
t↓t∗

〈w, g(x(t))〉
t− t∗

= lim
t↓t∗

1

λ(x(t))

〈w,Df(x(t))〉
t− t∗

≥ lim sup
t↓t∗

1

m

〈w,Df(x(t))〉
t− t∗

=
1

m
lim sup

t↓t∗

c(t)

t− t∗
,

where m = min{λ(x(t))|t ∈ [0, 1]} > 0. This implies that c(t) < 0 for all
t > t∗ such that t− t∗ is sufficiently small, and thus,

f(x(t)) < f(z)

for such t, which is a contradiction. This completes the proof. �

3 Remarks

Suppose that X = R
n and U is an open and convex subset of X . Let

f : U → R be C1. Then, Df(x) can be represented by the row vector

(

∂f

∂x1

(x), ...,
∂f

∂xn

(x)

)

.

That is, we can consider that Df(x) = (∇f(x))T . Moreover, suppose that f
is C2. Then, D2f(x) can be represented by the following Hessian matrix:









∂2f

∂x2

1

(x) ... ∂2f

∂xn∂x1

(x)
...

. . .
...

∂2f

∂x1∂xn
(x) ... ∂2f

∂x2
n
(x)









.

In this context, it is known the following facts. Suppose that f : U → R is
C2. Then, the following holds.

1) If Df(x) 6= 0 for all x ∈ U , then f is quasi-concave if and only if
vTD2f(x)v ≤ 0 for every x ∈ U and v ∈ R

n such that Df(x)v = 0.

2) If Df(x) 6= 0 and vTD2f(x)v < 0 for every x ∈ U and v ∈ R
n such that

v 6= 0 and Df(x)v = 0, then f is strictly quasi-concave.
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Fact 1) is proved by Otani (1983). Fact 2) is well known, and have been
introduced in many textbooks. If Df(x) = 0 is admitted, then 1) is violated
by the following function

f(x1, x2) = x4
1.

Indeed, we have that

Df(x) = (4x3
1, 0), D

2f(x) =

(

12x2
1 0

0 0

)

,

and thus Df(x)v = 0 if and only if x1v1 = 0. For such a v, vTD2f(x)v = 0,
although f is not quasi-concave.

Note that the converse of 2) is not true. Let us check this. Suppose that
U = {(x1, x2)|x1 > 0, x2 > 0}. Define f(x1, x2) = x3

1x2 + x1x
3
2. If x2(x1)

represents a function whose graph consists of a level set f(x1, x2) ≡ a, then
we can show that the function x2(x1) is strictly convex, which implies that
f is strictly quasi-concave. We also have

Df(1, 1) = (4, 4), D2f(1, 1) =

(

6 6
6 6

)

,

and thus, if v = (1,−1), then Df(1, 1)v = 0 but vTD2f(1, 1)v = 0. This
example was found by Katzner (1968), and has an important implication in
the consumer’s optimization problem.

Actually, facts 1) and 2) are corollaries of our results. Recall that if f is
C2 and Df(x) 6= 0 for all x ∈ U , then f is C1

∗ , and we can use Df(x) as
g(x). Then, 1) follows from Theorem 1, and 2) follows from Theorem 2. In
this view, our results are extensions of the above facts.

Is there an f that is C1
∗ but is not C2? we can answer this question

affirmatively. Let

f(x) =

{

x2 if x2 ≤ 0,
x2

1−x1x2

if x2 > 0.
(2)

Then, f is C1. Later, we will show that f is not C2. Define

g1(x) =







0 if x2 ≤ 0,
x2

2√
1+x4

2

if x2 > 0,
(3)

g2(x) =

{

1 if x2 ≤ 0,
1√
1+x4

2

if x2 > 0,
(4)

λ(x1, x2) =

{

1 if x2 ≤ 0,√
1+x4

2

(1−x1x2)2
if x2 > 0.

(5)
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Then, we can easily check that g is C1, λ is continuous, and g, λ satisfy
(1).1 Thus, f is C1

∗ . Note that, on some convex neighborhood of 0, f is
quasi-concave; we can use Theorem 2 to check this fact.

It may be worthwhile to mention a fact on the above example. The
function g defined by (3) and (4) was first introduced by Debreu (1976).2

Debreu stated that, for this g, there is no C2 function f that satisfies (1)
with some positive continuous function λ around 0. Actually, this claim is
correct. We now prove this fact rigorously.

First, we show that the function f defined by (2) is not C2 on any open
neighborhood of 0. If f is C2, then

λ(x) =

∂f

∂x2

(x)

g2(x)
,

which is C1. However, if x1 6= 0 and x2 = 0, λ defined by (5) is not differen-
tiable, and thus f is not C2.

Next, suppose that there exists a C2 function h and a positive C1 function
µ defined on some open neighborhood of 0 such that

∇h(x) = µ(x)g(x) (6)

for all x. Without loss of generality, we can assume that the domain of h
includes V = [−ε, ε]2, where 0 < ε < 1. Then, f is also defined on V .
Consider the following differential equation:

ẋ2(x1) = −g1(x1, x2(x1))

g2(x1, x2(x1))
, x2(0) = c,

where −ε < c < ε. By the Picard-Lindelöf theorem, the nonextendable
solution of the above equation is unique. Note that, by construction,

ẋ2(x1) = −
∂f

∂x1

(x1, x2(x1))
∂f

∂x2

(x1, x2(x1))
= −

∂h
∂x1

(x1, x2(x1))
∂h
∂x2

(x1, x2(x1))
,

and thus, the graph of x2(x1) coincides with the level sets f−1(c) and h−1(h(0, c)).3

This implies that, on V , h(x) = ϕ(f(x)), where ϕ(c) = h(0, c). By definition,
we have that ϕ is C2. Moreover, by (6), we have that ϕ′(c) 6= 0, and

∂h

∂x2
(x1, x2) = ϕ′(f(x1, x2))

∂f

∂x2
(x1, x2).

1The notation Df(x) in (1) is changed to ∇f(x) in this context.
2In this paper, Debreu said that this example was first found by Andreu Mas-Colell

and Leonard Shapiro, and Marcel Richter informed him of this example.
3Note that f(0, c) = c for all c.

11



Because h and ϕ are C2, we conclude that ∂f

∂x2

(x1, x2) is differentiable. How-
ever, we have already stated that it is not differentiable if x1 6= 0 and x2 = 0,
which is a contradiction. Hence, such an h does not exist.

There are two open problems related to our theorems. First, consider
X = R

n. Suppose that A = (aij)
n
i,j=1 is an n×n symmetric matrix and b ∈ R

n

such that b1 6= 0. Debreu (1952) showed that wTAw ≤ 0 for all w ∈ R
n such

that wT b = 0 if and only if for any permutation π and j ∈ {2, ..., n},

(−1)j

∣

∣

∣

∣

∣

∣

∣

∣

∣

ai1i1 ... ai1ij bi1
...

. . .
...

...
aij i1 ... aij ij bij
bi1 ... bij 0

∣

∣

∣

∣

∣

∣

∣

∣

∣

≥ 0,

where ik = π(k). If the pair (A, b) has this property, we say that (A, b)
satisfies Property N. Applying this result to fact 1), we obtain the following
result: suppose that U ⊂ R

n is an open and convex set, f ;U → R is C2,
and ∂f

∂x1

(x) 6= 0 for all x ∈ U . Then, f is quasi-concave if and only if,

for each x ∈ U , the pair (D2f(x),∇f(x)) satisfies Property N. We want to
obtain the analogy of this fact. Suppose that U ⊂ R

n is open and convex,
f : U → R is C1

∗ , and g, λ satisfy (1), where g1(x) 6= 0 for all x ∈ U . Then,
we expect that f is quasi-concave if and only if, for each x ∈ U , the pair
(Dg(x), g(x)) satisfies Property N. However, Dg(x) may not be symmetric,
and thus Debreu’s result cannot be applied directly. Hence, whether our
conjecture is true is an open problem.

Second, we would like to link our results to the concavity of functions.
Suppose that U ⊂ X is open and convex, and f : U → R is given. Then, f
is said to be concave if and only if, for every x, y ∈ U and t ∈ [0, 1],

f((1− t)x+ ty) ≥ (1− t)f(x) + tf(y).

If, in addition,

f((1− t)x+ ty) > (1− t)f(x) + tf(y)

when x 6= y and 0 < t < 1, then f is said to be strictly concave. If X = R
n

and f is C2, then it is well known that 1) f is concave if and only if D2f(x) is
negative semi-definite and 2) if D2f(x) is negative definite, then f is strictly
concave. As an analogy of these facts, we expect that for a C1

∗ function f ,
f is concave if and only if Dg(x) is negative semi-definite, and if Dg(x) is
negative definite, then f is strictly concave. However, this conjecture is also
difficult to verify. This is another open problem.
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