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## INTRODUCTION

The matrix Riccati equation has attracted attention recently because of its occurrence in a number of different situations. Its solutions determine solutions of the optimal linear regulator problem (Kalman [1], Athans and Falb [1]); the existence of solutions on an interval is related to disconjugacy of a linear Hamiltonian system on an interval (Reid [14], Coppel [3]) and Schumitzky [1] has demonstrated an equivalence between solutions of matrix Riccati equations and Fredholm resolvents. Most recently, Fair [1] has written about continued fraction solutions of a Riccati equation in a Banach algebra.

In this thesis, only symmetric matrix Riccati equations, of the form

$$
\begin{equation*}
R[W]=W^{\prime}+A(t)+B^{*}(t) W+W B(t)+W C(t) W=0, \tag{1}
\end{equation*}
$$

are considered where $A(t), B(t), C(t)$ are continuous $n \times n$ matrix functions of $t$, and $A(t)$ and $C(t)$ are symmetric. Only symmetric matrix solutions $W(t)$ are considered.

One property of (1), of which full use has not always been made, is that it preserves the ordering of solutions. For symmetric matrices $A$ and $B$, we say $A \geq B$ if. $A-B$ is nonnegative definite. $A$ more general and exact statement about this order-preserving property is that if $W_{1}(t), W_{2}(t)$ are symmetric matrix functions differentiable on an interval $[a, b]$, and $W_{1}(a) \geq W_{2}(a), R\left[W_{1}(t)\right] \geq 0$ and $R\left[W_{2}(t)\right] \leq 0$, then $W_{1}(b) \geq W_{2}(b)$. Or, if $W_{1}(b) \geq W_{2}(b)$, $R\left[W_{1}(t)\right] \leq 0, \quad R\left[W_{2}(t)\right] \geq 0$, then $W_{1}(\alpha) \geq W_{2}(\alpha)$.

These statements are like those proved in the theory of differential inequalities for certain vector systems, with a component-wise vector ordering, and indeed Coppel [3] has shown that similar methods of proof can be used for symmetric matrix Riccati systems as for vector systems (Coppel [2]).

In Chapter l, we generalise the usual arguments so that they apply in a vector space where the ordering is abstractly defined, and the resulting differential inequalities are seen as consequences of
the axioms of this definition. Some examples of the use of different orderings are given; in particular the positive cone can be the set of vectors with positive coefficients (component-wise ordering), or a circular cone (a Lorentz-type ordering), or the cone corresponding to the set of positive-definite matrices. The latter cone is investigated in the second chapter, where a theorem is derived about inequalities, which is extensively applied in the last three chapters.

A consequence of this geometric type of approach is that the Riccati equation has a special status in multi-dimensional systems, being the only type of symmetric matrix equation which preserves the ordering of solutions as $t$ increases or decreases.

If the set of solutions of (1) existing on an interval can be ordered, it makes sense to speak of a maximal and minimal element of such a set. If $C(t) \geq 0$ we show that there are two difficulties in the way of proving the existence of such elements on an interval $I$ :
a) there may be no solutions at all existing on $I$;
b) the maximum, or minimum, solution may be infinite-valued.

Solutions of the Riccati equation (1) correspond to solutions of the Hamiltonian system

$$
\begin{gather*}
Y^{\prime}=B(t) Y+C(t) Z, \\
Z^{\prime}=-A(t) Y-B^{*}(t) Z, Y, Z \quad n \times n \text { matrices, } \tag{2}
\end{gather*}
$$

in the following way: if $Y(t)$ is a solution of

$$
Y^{\prime}=(B(t)+C(t) W(t)) Y
$$

where $W(t)$ is a solution of (l), then $\langle Y(t)$, $W(t) Y(t)\rangle$ is a solution of (2), and if $\langle Y(t), Z(t)\rangle$ is a solution of (2) with $Y(t)$ invertible on some interval, then $Z(t) Y^{-1}(t)$ is a solution of (1).

In this sense, solutions of (2) corresponding to maximal solutions (or minimal solutions) of (l) on an interval are called principal solutions of (2). Reid [14], Hartman [1] and Coppel [3] use a different definition, and in these, and other developments of principal solutions, conditions like controllability are imposed on the coefficients to ensure that b) does not arise. Difficulty a) is circumvented by the assumption of disconjugacy.

In Chapter 3, we approach the Riccati equation directly, using differential inequalities, to show that a maximal element of the set of solutions existing on $I$ can be found, provided the set is nonempty. The maximal element may be infinite-valued, but most of the implications for the structure of the set of solutions remain unchanged. In particular a principal solution for (2) can still be found; and has most of the properties of principal solutions under the more restrictive conditions of previous writers, but may be singular if the maximal solution is infinite valued.

A linear Hamiltonian syṣtem:

$$
\begin{gather*}
y^{\prime}=B(t) y+C(t) z \\
z^{\prime}=-A(t) y-B^{*}(t) z, y, z n \times 1 \text { vectors } \tag{3}
\end{gather*}
$$

with $A, B, C$ coefficients as for (1) and (2), is disconjugate on an interval $I$ if, whenever $[a, b] \subseteq I$, and $\langle y, z\rangle$ is a solution of (3), then $y(a)=y(b)=0$ only if $y(t)=0$ on $[a, b]$.

In Chapter 3 , we extend this definition slightly so that neither of the two principal solutions generate solutions with zeros; then we show that this extended disconjugacy definition is necessary and sufficient for the existence of a solution of (1), and so for the properties that follow.

These are the two main results of Chapter 3. A necessary condition for disconjugacy is also proved which incorporates some previous results and gives an upper limit for the length of interval with a certain point as end-point on which (2) can be disconjugate. Also an example involving Lorentz ordering of a vector space, introduced in Chapter 1 , is pursued to show closely analogous arguments concerning maximal solutions.

In Chapter 4 a continued fraction expansion associated:with solutions of a Riccati equation is given. It is shown that the convergents form good approximations near the point about which the expansion is made, but not that the fraction converges. However it is shown that the sequence of convergents is an improving sequence of bounds to a solution. Based on this, a sequence of increasingly critical necessary conditions for disconjugacy (or oscillation criteria), is given, and also a criterion requiring an assumption of
positivity about the sign of only one coefficient.
Chapter 5 is concerned with asymptotic behaviour of the Riccati equation and the associated linear system. We show that the arguments used to prove exponential stability for certain solutions of the uniformly observable and controllable linear regulator problem can be used to show stability of some specifiable sort in many other cases. Deductions are made about the tendency of solutions of the Riccati equation to aggregate at infinity.

## CHAPTER 1

## GENERAL DIFFERENTIAL INEQUALITIES

## Introduction

The theory of differential inequalities is concerned with the question: if two solutions $y_{1}(t), y_{2}(t)$ of the nonlinear system

$$
\begin{equation*}
y^{\prime}=f(t, y) \tag{1}
\end{equation*}
$$

are in some inequality relationship at a certain point (that is, $y_{1}(b) \geq y_{2}(b)$ or $y_{1}(b)<y_{2}(b)$ etc), is this relationship preserved as $t$ increases or decreases? In the case where $y, f$ are scalars, the answer is generally yes, subject to special definitions where solutions are not uniquely determined by their initial values. Otherwise, $f$ must fulfil a special condition. In this case the theory also allows comparison of the solutions of (1) with solutions of inequalities like $\frac{d y}{d t} \geq f(t, y)$.

Differential inequalities have normally referred only to inequalities defined by the usual partial ordering of a vector space, where one vector exceeds another if all its respective components are greater. This chapter shows that the arguments used in that case apply when the partial ordering is abstractly defined, using any nondegenerate positive cone of vectors.

There is one exception; the proof of a theorem involving assertion of existence of solutions. (Theorems 5 and 6) does not carry over if solutions are not uniquely determined by their initial values.

The exposition below broadly parallels that of Coppel [2, Chapter l]. Our Theorems 1 to 3 correspond to basic theorems in that reference. Other expositions of the usual theory are contained in Szarski [1], Walter [1], Lakshmikantham and Leela [1].

As examples of applications, there is a proof of a uniqueness result, and alist of some cases where inequalities involving nonstandard orderings are useful.

Preliminaries and the type $K$ condition
DEFINITIONS. A cone $K$ in $R^{n}$ is a convex set with the properties that if $a \in K$ then $t a \in K$ iff $t \geq 0$, unless $a=0$. Also $0 \in K$.

Let $C$. be a closed cone in $R^{n}$ with a non-empty interior. The reason for this latter proviso is indicated in the remark following Theorem 1. An ordering in $R^{n}$ is defined thus: $x \geq y$ if: $x-y \in C$, and $x>y$ if $x-y \in C^{i}$, where $C^{i}$ is the interior of $C . C$ is referred to as the positive cone.

A dual cone $C^{*}$ is defined: $x, \epsilon C^{*}$ iff $(x, y) \geq 0$ for all $y$ in $C$, where $(x, y)$ is the scalar product of $x$ and $y$.

LEMMA 1. $C^{* *}=C$.
Proof. If $x \in C$, then $(x, y) \geq 0$ for all $y$ in $C^{*}$. Therefore $x \in C^{* *}$ so $C^{* *} \supseteq C$.

The converse inclusion is a consequence of the duality theorem for convex sets, which says that a closed convex set is equal to the intersection of all half-spaces containing it. For a proof, see Luenberger [1, p. 215, Proposition 1].

The special condition that is needed for all the later results is given by

DEFINITION. A function $f(x)$ with both its domain $S$ and its range in $R^{n}$, is of type $K_{+}\left\{K_{-}\right\}$in $S$ if, whenever for two points $x$ and $y$ in $S, x \geq y$ and $(x, z)=(y, z)$ for some $z$ in $C^{*}$, then $(f(x), z) \geq(f(y), z)\{(f(x), z) \leq(f(y), z)\}$.

For brevity, the function $f(t, x)$ and the equation $x^{\prime}=f(t, x)$ will also be said to be of type $K_{+}$or $K_{-}$on some domain $D$ in $R \times R^{n}$ if $f(t, x)$ is respectively of type $K_{+}$or $K_{\text {_ }}$ for each $t$ in the domain of points $(t, x)$ in, $D$. Also for brevity, if for each $t$ in an interval $J$, there is a non-empty set of. vectors $x:(t, x) \in D$, then we say $D$ contains $J$.

The most general form of the differential inequalities to come
involves the use of one-sided upper and lower derivatives. In the general case these derivatives will not correspond to specific vectors, because pairs or sets of vectors may not have least upper bounds.

However the overall inequalities can be made meaningful, in the following sense: for a function $y(t)$ in $R^{n}, D^{+} y(t) \underset{\{>\}}{\geq} c$, $c \in R^{n}$, means that $D^{+}(y(t), z) \underset{\{>\}}{\geq}(c, z)$ for all vectors $z$ in $C^{*}, z \neq 0$, that is

```
    \mp@subsup{\operatorname{lim}}{u>t}{(y(u)-y(t),z)}\underset{{>}}{\geq}(c,z)\quad\forallz\in\mp@subsup{C}{}{*},zz\not=0.
u>
urt
```

With this usage both $D^{+}$and $\geq$have artificial meanings.
The expressions $D^{-} y \geq c, D_{+} y \geq c, D_{-} y \geq c$ are correspondingly defined in terms of their scalar equivalents.

## Basic theorems about inequalities

THEOREM 1. Let $f(t, x)$ be continuous and of type: $K_{+}$in some domain $D$ containing an interval $[a, b]$. Let $y(t), z(t)$ be continuous functions on $[a, b]$ whose graphs are in $D$ and which satisfy on ( $a, b]$ the inequalities

$$
D^{-} y>f(t, y), \quad D_{-} z \leq f(t, z) \text {, and } y(\alpha)>z(a) \text {. }
$$

Then $y(t)>z(t)$ on $[a, b]$.
The theorem applies particularly when $z(t)$ is a solution of

$$
\begin{equation*}
z^{\prime}=f(t, z) \tag{1}
\end{equation*}
$$

Proof. By continuity $y(t)>z(t)$ on some interval $[\alpha, \alpha+d]$ where $d>0$.

If the inequality $y(t)>z(t)$ does not hold throughout $[a, b]$ there would exist a point $c, a \leq c \leq b$, for which $y(t)>\boldsymbol{z}(t)$ on $[a, c), y(c) \geq z(c)$, and $(y(c)-z(c), x)=0$ for at least one vector $x$ in $C^{*}, x \neq 0$.

Then

$$
\begin{aligned}
D^{-}(y(c), x) & >(f(c, y(c)), x) \\
& \geq(f(c, z(c)), x) \text {. since } f \text { is of type } K_{+} \\
& \geq D_{-}(z(c), x) .
\end{aligned}
$$

Since $(y(c), x)=(z(c), x)$ it follows that for certain values of $t$ less than and arbitrarily close to $c$, we have
$(y(t), x)<(z(t), x)$ contradicting the definition of $c$. So $y(t)>z(t)$ on $[a, b]$.

There are three analogous theorems:
A. If it is the lower function which satisfies a strict inequality, that is $D^{-} y \geq f(t, y), D_{-} z<f(t, z)$ on $(a, b]$, the conclusion that $y(t)>z(t)$ remains true.
B. If $f(t)$ is of type $K_{\text {_ }}$, and $y(t), z(t)$ are continuous funations satisfying $D^{+} y>f(t, y), D_{+} z \leq f(t, z)$ on $[a, b)$, and $y(b)<z(b)$, then $y(t)<z(t)$ on $[a, b]$.
C. Again, in B the striat inequality may apply to $z$ rather than $y$.

Remark. If $C$ has an empty interior, then there are no vectors in a strict inequality relationship to each other, so Theorem $l$ is vacuously true. But then it is useless for the purpose it serves in Theorem 3, where weak inequality relations are derived as the limits of strong inequality relations.

DEFINITION. We define a solution of the differential system

$$
\begin{equation*}
x^{\prime}=f(t, x) \tag{1}
\end{equation*}
$$

on an interval $I$ to be a right maximal solution if for every $t_{0} \in I$ any solution $x(t)$ of (1) such that $x\left(t_{0}\right) \leq \tilde{x}\left(t_{0}\right)$ satisfies the inequality $x(t) \leq \tilde{x}(t)$ for all $t>t_{0}$ in $I$ for which $x(t)$ is defined.

THEOREM 2. Let $f(t, x)$ be continuous and of type $K_{+}$in an open set $D$. Then the differential equation (1) has a unique right maximal solution passing through any point $\left(t_{0}, \xi_{0}\right)$ of $D$, which is defined in an interval $\left[t_{0}, \vec{t}\right]$ and tends to the boundary of $D$ as $t \rightarrow \bar{t}$.

Proof. If a right maximal solution exists, it must clearly be
unique. Choose a vector $\varepsilon$ in $C^{i}$ and let $\varphi_{n}(t)$ be any solution of the initial value problem:

$$
\begin{aligned}
x^{\prime} & =f(t, x)+\varepsilon / n, \\
x\left(t_{0}\right) & =\xi_{0}+\varepsilon / n,
\end{aligned}
$$

$n$ a positive integer.
There is an interval $\left[t_{0}, t_{1}\right]$ of positive length throughout which the functions $\varphi_{n}(t)$ are defined and have their graphs in a prescribed neighbourhood of $\left(t_{0}, \xi_{0}\right)$ for all sufficiently large. $n$. By Theorem $1, \varphi_{n}(t)<\varphi_{m}(t)$ if $n>m$. Since the sequence $\left\{\varphi_{n}\right\}$ is equicontinuous in $t$ and decreasing in $n$ it converges uniformly on the interval $\left[t_{0}, t_{1}\right]$ as $n \rightarrow \infty$, and the limit function $\psi(t)$ is a solution of (1) passing through $\left(t_{0}, \xi_{0}\right)$.

If $x(t)$ is a solution of (1) such that $x\left(t_{2}\right) \leq \psi\left(t_{2}\right)$ where $t_{0} \leq t_{2} \leq t_{1}$ then $x\left(t_{2}\right)<\varphi_{n}\left(t_{2}\right)$ for all large $n$ and hence, by Theorem $1, x(t)<\varphi_{n}(t)$ for $t_{2}<t \leq t_{1}$. Letting $n \rightarrow \infty$, we get $x(t) \leq \psi(t)$ for $t_{2}<t \leq t_{1}$.

By the uniqueness of the right maximal solution there exists a right maximal solution $\tilde{\psi}(t)$ through $\left(t_{0}, \xi\right)$ which is not continuable as a right maximal solution. Let $\bar{t}$ be the right end-point of its interval of definition. If the graph of $\tilde{\psi}(t)$ had a limit point $(\bar{t}, \bar{\xi})$ inside $D$, we would have $\tilde{\psi}(t) \rightarrow \tilde{\xi}$ for $t \rightarrow \bar{t}$ [see for example, Hartman [2], Chapter II, Theorem 3.1]. But then, by what we have proved, $\bar{\psi}(t)$ could be continued past $\bar{t}$ as a right maximal solution.

Analogues of Theorem 2: An equivalent argument establishes the existence of a might minimal solution. If $f$ is of type. $K_{-}$, then there exist left maximal and left minimal solutions.

THEOREM 3. Let $f(t, x)$ be continuous and of type $K_{+}$in an open set. $D$. Let $x(t)$ be a right maximal solution of ( 1 ) on an interval $[a, b]$. If $z(t)$ is continuous on $[a, b]$, satisfies
the differential inequality $D_{-} z \leq f(t, z)$ on $(a, b]$ and $z(a) \leq x(a)$, then $z(t) \leq x(t)$ for $a \leq t \leq b$.

Proof. Let $c$ be the greatest value of $t$ such that $z(s) \leq x(s)$ for $a \leq s \leq t$ and suppose, contrary to the theorem, that $c<b$. Choose a vector $\varepsilon>0$ and let $\varphi_{n}(t)$ be a solution of the initial value problem

$$
\begin{aligned}
x^{\prime} & =f(t, x)+\varepsilon / n \\
x & =x(a)+\varepsilon / n \text { for } t=c
\end{aligned}
$$

in an interval $[c, c+\delta]$. By the proof of Theorem 2, $\varphi_{n}(t)$ converges to $x(t)$ on this interval as $n \rightarrow \infty$. On the other hand, by Theorem 1, $z(t)<\varphi_{n}(t)$ for $c \leq t \leq c+\delta$. Letting $n \rightarrow \infty$ we get $z(t) \leq x(t)$ for $c \leq t \leq c+\delta$. This contradicts the definition of $c$.

Analogous forms: A. If $x(t)$ is a right minimal solution and $y(t)$ satisfies $D^{-} y \geq f(t, y)$ on $(a, b]$ and $y(a) \geq x(a)$, then $y(t) \geq x(t)$ on $[a, b]$.
B. If $f$ is of type $K_{-}, x(t)$ is a left maximal solution, and $z(t)$ satisfies $D_{+} z \geq f(t, z)$ on $[a, b)$ and $z(b) \leq x(b)$, then $z(t) \leq x(t)$ on $[a, b]$.
C. If $f$ is of type $K_{-}, x(t)$ is a left minimal solution and $y(t)$ satisfies $D^{+} y \leq f(t, y)$ on $[a, b)$ and $y(b) \leq x(b)$ then $y(t) \leq x(t)$ on $[a, b]$.

COROLLARY. A continuous vector function $z(t)$ is non-increasing on an interval $[a, b]$ iff it satisfies the differential inequality $D_{-} z \leq 0$ (or $D_{+} z \leq 0$ ) on $(a, b)$.

Proof. The necessity of the condition follows from the definition of $D_{-}$. For if $z\left(t_{2}\right)-z\left(t_{1}\right) \in C$ whenever $b \geq t_{2} \geq t_{1} \geq a$, then for any $x \in C^{*},\left(z\left(t_{2}\right), x\right) \geq\left(z\left(t_{1}\right), x\right)$ so $D_{-}(z(t), x) \leq 0$ and $D_{+}(z(t), x) \leq 0$ and by definition $D_{-} z \leq 0$ on $[a, b]$.

The sufficiency of the condition follows from Theorem 3 with $f \equiv 0$.

Remarks. The introduction of maximal solutions in Theorems 2 and 3 is necessary to make meaningful statements about the relationship of solutions which are not uniquely determined at a given point. If solutions of (1) are uniquely determined by their initial values, then Theorems 1 and 3 assert that if $f$ is of type $K_{+}$, all inequality relations among solutions of (1) are preserved as $t$ increases, whereas if $f$ is of type $K_{\text {_ }}$, all relations are preserved as $t$ decreases. If $f$ is both of type $K_{+}$and $K_{-}$, (again assuming uniqueness) then one can meaningfully talk of solutions being ordered over a whole interval, and this ordering is just the ordering of their values at a single point arbitrarily chosen.

This is quite a strong statement, and the following theorem shows that the respective type $K$ conditions are both necessary and sufficient for some of the results deduced from them.

All scalar functions are of type $K_{+}$and $K_{-}$, but for functions of $n$-vectors, the conditions are quite restrictive. Szarski [1], for example, shows that a system (1) both of type $K_{+}$and $K_{-}$in the usual vector ordering reduces to a degenerate system of $n$ separate equations each in one variable. In Chapter 2, we show that the corresponding restriction to a system with the positive definiteness ordering of symmetric matrices reduces to the much more interesting matrix Riccati equation.

Here is the demonstration of the necessity of type $K$ conditions:
THEOREM 4. Let $f(t, x)$ be defined in an open set. $D$ of $R \times R^{n}$. Suppose that, whenever there are two points $\left(t, x_{0}\right),\left(t, y_{0}\right)$ in $D$ for which $x_{0} \geq y_{0}$, then on some non-empty intervat $[t, u]$ there exist in $D$ solutions of

$$
\begin{aligned}
& D^{+} y \geq f(s, y), y(t)=y_{0} \\
& D_{+} x \leq f(s, x), x(t)=x_{0}
\end{aligned}
$$

for which $x(s) \geq y(s)$ on $[t, u]$. Then $f(t, x)$ is of type $K_{+}$ on $D$.

Proof. Let $x_{0}, y_{0}$ be any two points as above for which there is a vector $z$ in $c^{*}:\left(x_{0}, z\right)=\left(y_{0}, z\right)$. Then for all $s$ in $[t, u],(x(s)-y(s), z) \geq 0$, so $D_{+}(x(t)-y(t), z) \geq 0$. But

$$
\begin{aligned}
& D_{+}(x(t), z) \leq(f(t, x(t)), z) \\
& D^{+}(y(t), z) \geq(f(t, y(t)), z)
\end{aligned}
$$

so

$$
\left(f\left(t, x_{0}\right), z\right) \geq\left(f\left(t, y_{0}\right), z\right)
$$

Since $t, z$ and $x_{0}, y_{0}$ are arbitrary, subject to $x_{0} \geq y_{0}$, then $f$ is of type $K_{+}$in $D$.

COROLLARY 1. If $t$ is replaced by $-t$ in the statement, with consequent modifications of the inequalities, then $f(t, x)$ is of type $K_{-}$in $D$.

COROLLARY 2. With the stronger hypothesis that whenever $\left(t, x_{0}\right)$ and $\left(t, y_{0}\right) \in D$, and $x_{0} \geq y_{0}$ then on some intervat $(a, b)$ containing $t$ there exist solutions $x(u)$ and $y(u)$ of (1) such that $x(t)=x_{0}, y(t)=y_{0}$ and $x(u) \geq y(u)$ in $(\alpha, b)$, the result is that $f(t, x)$ is both of type $K_{+}$and $K_{-}$in $D$.

## Existence of solutions

With the usual vector ordering of $R^{n}$, the existence of two solutions $y(t), z(t)$ of the inequalities $D^{-} y \geq f(t, y)$, $D_{-} z \geq f(t, z)$ on $(a, b]$, with $y(a) \geq z(a)$, ensures that whenever $y(\alpha) \geq x \geq z(\alpha)$, there is a solution of (1) with $x(a)=x$ existing and constrained to lie between $y(t)$ and $z(t)$ on $[a, b]$. [Coppel [1], p. 30.]

In the case where solutions of (1) are uniquely determined, the proof of the corresponding proposition in our situation is a consequence of Theorem 2-a solution is continuable until it approaches the boundary of its domain of definition. This is set out in Theorem 6 below. But if solutions are not unique, then the more subtle proof given by Coppel for the proposition set out above does not carry over
directly. However an analogous approach can be made to work provided the inequalities are strict inequalities, as in Theorem 5 below.

THEOREM 5. Let $f(t, x)$ be a continuous function defined on a domain $D$ in $R \times R^{n}$ which includes an interval $[a, b]$. Let $y(t), z(t)$ be continuous functions for which $D^{-} y>f(t, y)$, $D_{-} z<f(t, z), a<t \leq b, z(a)<y(a)$ and if $K(t)=\{u: y(t) \geq u \geq z(t)\}$, then $(t, K(t)\} \subset D$.

Then for any $x_{0}: y(a)>x_{0}>z(a)$, the initial value problem

$$
\begin{align*}
x^{\prime} & =f(t, x)  \tag{1}\\
x(a) & =x_{0}
\end{align*}
$$

has a solution $x(t)$ whioh is defined and satisfies the inequalities $z(t)<x(t)<y(t)$ on $[a, b]$.

Proof. For each $t, K(t)$, being the intersection of two closed cones, is closed. Let $S=\{(t, u): a \leq t \leq b, u \in K(t)\}$. Then $S$ is closed, since $K(t)$ is continuous.

By Theorem 1, $y(t)>z(t)$ on $[a, b]$, and any solution $x(t)$ of (1) with $x(\alpha)=x_{0}$ lies in the interion of $S$ wherever it exists. By Theorem 2, the right maximal solution $\theta(t)$ passing through $\left(a, x_{0}\right)$ either exists on $[a, b]$ or tends to the boundary of $D$ as $t \rightarrow c$, where $c \in(a, b]$, and then exists on $[a, c)$. But then $s(t) \in S$ on $[a, c)$, so as $t \rightarrow c$, any limit points of $8(t)$ lie in $S$, a compact subset of $D$, and so cannot be on the boundary of $D$.

So $s(t)$ exists and $y(t)>s(t)>z(t)$, on $[a, b]$.
Theorem 5 can be much improved if $f(t, y)$ is sufficiently smooth on $D$ to ensure uniqueness; that is if, for example, the one-sided Lipschitz condition of the following Theorem 7 applies on $D$. In this case the strong inequalities can be replaced by weak inequalities:

THEOREM 6. Suppose the solution of the initial value problem $y^{\prime}=f(t, y), y\left(t_{0}\right)=y_{0},\left(t_{0}, y_{0}\right) \in D$ is unique whenever it exists in $D$ when $t \geq t_{0}$ for all initial values $\left(t_{0}, y_{0}\right)$ in $D$,
and suppose $y(t), z(t)$ are continuous functions, and are solutions of the differential inequalities $D^{-} y \geq f(t, y), D_{-} z \geq f(t, z)$ respectively, where $(t, y(t)),(t, z(t)) \in D$.

Suppose that for some point $a, z(a) \leq y(a)$, and $x_{0}$ is any vector for which $z(a) \leq x_{0} \leq y(a)$. Then the initial value problem

$$
\begin{aligned}
x^{\prime} & =f(t, x), \\
x(\alpha) & =x_{0}
\end{aligned}
$$

has a solution $x(t)$ which is defined and satisfies the inequatities $z(t) \leq x(t) \leq y(t)$ in $D$.

Proof. From Theorem 2, $x(t)$ exists in some interval $[a, c)$ and tends to the boundary of $D$ as $t \rightarrow c$. But if $(y(c), c)$, $(z(c), c)$ are in $D$ then $u: y(c) \geq u \geq z(c)$ is a compact set contained in an open set; it is therefore distant $d$ from the boundary of the open set, for some positive scalar $d$.

But by Theorem 3, $y(t) \geq x(t) \geq z(t)$ in $[a, c)$, that is, $x(t) \in K(t)$ if $K(t)$ is the function defined in Theorem 5. But $K(t)$ is continuous, so

$$
S=\underset{t \in[a, c), x \in K(t)}{U}(x, t)
$$

is a compact set, and so contains $\lim _{t \rightarrow c}(x(t), t)$. Therefore $\lim x(t) \in K(c)$, and is not on the boundary of $D$. So $x(t)$ $t \rightarrow c$ exists everywhere in $D$.

Application to establishing one-sided uniqueness theorem
As an application of Theorem 3, a demonstration is given of the use of a one-sided Lipschitz condition, suggested by W.A. Coppel.

THEOREM 7. Let $f(t, x), g(t, x)$ be continuous functions from $R \times R^{n}$ to $R^{n}$, where the domain of $f$ is an open set $D$ in $R \times R^{n}$, and the domain of $g$ includes all points $(t, x-y)$, where $(t, x),(t, y) \in D$.

Suppose $g$ is of type $K_{+}$on its domain, and

$$
f(t, x)-f(t, y) \leq g(t, x-y) \quad \forall(t, x),(t, y) \in D .
$$

Let $y_{1}(t), y_{2}(t)$ be solutions of

$$
\begin{aligned}
& y_{1}^{\prime} \geq f\left(t, y_{1}\right), \\
& y_{2}^{\prime} \leq f\left(t, y_{2}\right),
\end{aligned}
$$

respectively, with $\left(t_{0}, y_{1}\left(t_{0}\right)\right)$ and $\left(t_{0}, y_{2}\left(t_{0}\right)\right) \in D$. Then $y_{2}(t)-y_{1}(t) \leq w(t)$ if $t \geq t_{0}$, where $w(t)$ is a right maximat solution of $w^{\prime}=g(t, w), w\left(t_{0}\right)=y_{2}\left(t_{0}\right)-y_{1}\left(t_{0}\right)$.

Proof. Let $y(t)=y_{2}(t)-y_{1}(t)$. Then

$$
\begin{aligned}
y^{\prime}(t) & \leq f\left(t, y_{2}\right)-f\left(t, y_{1}\right) \\
& \leq g(t, y) .
\end{aligned}
$$

Therefore $y(t) \leq w(t)$ for $t \geq t_{0}$, by Theorem 3 .
COROLLARY: If $f$ is of type $K_{+}$, and $w \equiv 0$ a solution of $w^{\prime}=g(t, w)$ for $t \geq t_{0}$. there is at most one solution to the right of $t_{0}$ of the initial value problem $y^{\prime}=f(t, y), y\left(t_{0}\right)=y_{0}$. For if there are two, $y_{1}(t)$ and $y_{2}(t)$, then by the theorem just proved $y_{1}(t)-y_{2}(t) \leq 0$ and $y_{1}(t)-y_{2}(t) \geq 0$ if $t \geq t_{0}$.

Suppose $g(t, x)=\alpha x$ for some constant $\alpha>0$. Then $g(t, x)$ is of type $K_{+}$everywhere, and $x \equiv 0$ is a solution of $x^{\prime}=g(t, x)$. This special case corresponds to the Lipschitz condition as normally defined. If $f(t, x)-f(t, y) \leq \alpha(x-y)$ for all $(t, x),(t, y)$ in some domain $D$ then if $\left(t_{0}, x_{0}\right) \in D$ there is at most one solution $y(t)$ of (1) with $y\left(t_{0}\right)=x_{0}$, if $t>t_{0}$.

Examples of various cones and orderings
1). $C=C^{*}=\left\{\left\{x_{i}\right\}: x_{i} \geq 0, i=1, \ldots, n\right\}$ in $R^{n}$.

This generates the usual partial ordering on a vector space, and
specialises to the differential inequalities previously dealt with. (Coppel [2], Szarski [1], Walter [1].)
2) $C=\left\{(x, y, z): x \geq 0, z \geq 0, x z \geq y^{2}\right\}$.

This generates a partial order equivalent to that of the $2 \times 2$ symmetric matrices ordered by the positive definiteness relation. Then $C^{*}=\left\{(x, y, z): x \geq 0, z \geq 0,4 x z \geq y^{2}\right\}$ and $C^{*}$ is generated by the set of vectors $\left(x^{2}, 2 x y, y^{2}\right)$.

EXAMPLE 3. Here the cone $C$ is the circular Lorentz cone: a vector $x \in C$ if $x_{1} \geq 0$ and $x_{1}^{2} \geq x_{2}^{2}+\ldots+x_{n}^{2}$. Put another way, $C$ is the set of all vectors ( $\alpha, \mathrm{a}$ ) where $\alpha \geq 0$, a is a ( $n-1$ )-vector, and $|\mathrm{a}| \leq \alpha$. Then $C$ is self-dual. For if ( $\alpha, \mathrm{a}$ ), ( $\beta, b$ ) are two vectors in $C$, then

$$
(\alpha, a) \cdot(\beta, b)=\alpha \beta+a \cdot b \geq \alpha \beta-|a||b| \geq 0
$$

Conversely, if ( $\beta, \mathrm{b}$ ) is any vector in $C^{*}$, then $\beta=(\beta, b) .(1,0) \geq 0$ since $(1,0) \in C$. And $(|b|,-b) \in C$, so $\beta|b|-b . b \geq 0$; that is, $\beta \geq|b|$ (even if $|b|=0$ ) so $(\beta, b) \in C$. Therefore $C^{*}=C$.

Let $a, b$ be arbitrary $n$-vectors, $\alpha$ any scalar, and $s_{i}$ the column vectors of an anti symmetric $n \times n$ matrix $S$. Let $\{$ \} denote the Lorentz type scalar product, that is,

$$
\{a, b\}=a_{1} b_{1}-a_{2} b_{2}-\ldots-a_{n} b_{n}
$$

and let $f(x)$ be the $n$-vector valued function whose components are

$$
\begin{equation*}
f_{i}(x)=a_{i}\{x, x\}-2 x_{i}\{a, x\}+\left\{s_{i}, x\right\}+\alpha x_{i}+b_{i} \tag{4}
\end{equation*}
$$

If two vectors $x, y$ in $C$ have the property that $x . y=0$, then $x$ must be a multiple of $(1, \ell)$ and $y$ of $(1,-\ell)$ where $\ell$ is a unit ( $n-1$ )-vector.

With this observation it is easy to verify that $f(x)$ is both of type $K_{+}$and $K_{-}$with respect to $C$.

So solutions of the equation

$$
\begin{equation*}
x^{\prime}=f(t, x), \tag{5}
\end{equation*}
$$

where the coefficients $a, b, \alpha, S$ are continuous functions of $t$, have the property that any ordering of solutions at a point with respect to the Lorentz cone is preserved as $t$ changes, while the respective solutions continue to exsit.

In the four-dimensional space-time of relativity theory, if two points, or "events" $x$ and $y$ are ordered ( $x \geq y$ ) with respect to $G$, then $x$ is "attainable" from $y$, or $y$ is "observable" from x . Any useful transformation of space-time will need to preserve these relationships at all points under consideration.

The usual Lorentz transformations can be derived from special cases of (5), with $a(t) \equiv b(t) \equiv \alpha(t)=0$, and using a simpler version of $S(t)$,

Example 3 is of particular interest because it is closely related to the symmetric matrix ordering to be developed in the following chapters. In fact if $n=3$, and the orientation of the co-ordinate axes is changed, the $2 \times 2$ matrix ordering is obtained. More is said about this example in the appendix to Chapter 3.

## Notes

There have been many publications recently dealing with differential inequalities, both in finite-dimensional and more general vector spaces. Szarski [1], Walter [1], Lakshmikantham and Leela [1], Coppel [2] give expositions which, for the componentwise vector ordering, go much further than is necessary for our purposes.

Some authors (Mlak [1], Cohen and Lees [1], Edmunds [1]) have extended some results about differential inequalities to Hilbert or Banach spaces. In Mlak's paper, the ordering used is again componentwise, and in the other papers the results are obtained by comparison with a finite-dimensional system of the usual type.

Our type $K$ condition is more often referred to as monotonicity or quasimonotonicity, the latter name being introduced by Walter. For componentwise ordering, it was mentioned by Müller (1926), and used by Kamke (1932). Geometrically, its significance is that if $u(t), v(t)$ are solutions of $y^{\prime}=f(t, y), x(t)=u(t)-v(t)$, and $x(t)$ comes to the edge of the positive cone, then the derivative
of $x(t)$ is not in a direction leading out of the cone, that is, it is either parallel to the surface or towards the interior. This is true of our definition for more general cones, and the consequence is that $x(t)$ must remain within the cone, if its initial value is in the cone. It is likely that this result could be extended to convex sets generally, not just cones; but then to express the corresponding type $K$ condition analytically is very difficult.

Coppel [3] has obtained results equivalent to our Theorems 1-3 and 6 for symmetric solutions of the matrix Riccati equation. In this more simple case, direct methods are also available, and implicitly or explicitly, the preservation of ordering of solutions of the Riccati equation has been known and used for some time. Indeed, the property is closely related to Stürm-Liouville comparison theory for Hamiltonian systems.

Yorke [1] investigates whether solutions of a differential equation can be constrained to lie within certain sets; our approach deals with differences of solutions, but some of the ideas are similar.

## CHAPTER 2

## MATRIX EQUATIONS AND A PROPERTY UNIQUE TO THE RICCATI EQUATION

## Introduction

This chapter gives details of the application of the general inequalities of Chapter 1 to symmetric matrix systems of differential equations and specifically to the matrix Riccati equation, Writing a system of differential equations in a matrix form, symmetric or otherwise, adds nothing new except convenience and an awareness of the possibilities of various manipulations that may not have been otherwise evident. The real difference is in the choice of ordering system; it is convenient to use the positive definiteness-ordering of symmetric matrices, where $A \geq B$ if $\xi^{*}(A-B) \xi \geq 0$ for all vectors $\xi$.

The first task is to verify that this ordering does fulfil the requirements of Chapter 1 , so the results of that chapter can be applied. It is then shown that the matrix Riccati equation is both of type $K_{+}$and $K_{-}$. In this case any order relation that may exist between two solutions at some point is preserved as this point moves in either direction, so that it is meaningful to speak of one solution being greater than another without specifying a point. Put another way, the solutions existing on an interval are ordered according to their values at any point on the interval. Extensive use of this property is made later.

Finally, it is proved that with respect to this latter property the matrix Riccati equation is unique among matrix systems. This rather surprising result is analogous to the result for vector systems ordered by the usual partial ordering, that a function $f(x)$ both of type $K_{+}$and $K_{-}$must be of the form $\left(f_{1}\left(x_{1}\right), f_{2}\left(x_{2}\right) \ldots f_{n}\left(x_{n}\right)\right)$ which leads to a trivial system (Szarski [1]).

The matrix ordering

$$
\text { The set of } n \times n \text { symmetric matrices form a vector space } M_{n}
$$

of dimension $\frac{1}{2} n(n+1)$. In this space, we define the scalar product of two elements $A=\left\{a_{i j}\right\}, B=\left\{b_{i j}\right\}$ to be

$$
(A, B)=\sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_{i j} b_{i, j}=\operatorname{Tr}(A B)
$$

The set of non-negative definite symmetric matrices forms a closed cone $C$ in $M_{u}$.

LEMMA. $C$ is self-dual, that is, $C=C^{*}$.
Proof. a) If $A \in C, B \in C$ then for some matrix $T=\left\{t_{i j}\right\}$, $B=T^{*} T$. Then

$$
\begin{aligned}
(A, B) & =\operatorname{Tr}(A B) \\
& =\operatorname{Tr}\left(A T^{*} T\right) \\
& =\operatorname{Tr}\left(T A T^{*}\right) \geq 0 .
\end{aligned}
$$

This is true for arbitrary $A$ and $B$ so $B \in C^{*}$ and $C \subset C^{*}$.
b) Let $A$ be any matrix in $C^{*}$. Let $X=\left\{x_{i} x_{j}\right\} \in C$ for any n-tuplet $\left\{x_{i}\right\}$, so

$$
\begin{aligned}
(A, X) & =\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i j} x_{i} x_{j} \\
& =x^{*} A x \geq 0
\end{aligned}
$$

where $x=\left\{x_{i}\right\}$. Therefore, $A \in C$ and $C^{*} \subset C$. Therefore, $C=C^{*}$.

In this section we will exclude the trivial case where $n=1$ and always assume $n \geq 2$.

In the case of the present cone $C$, and also in most other applications of the theory of Chapter $l$, the type $K$ condition can be simplified with the aid of special knowledge about when it is possible to have vectors $x$ in $C$ and $\xi$ in $C^{*}$ for which $(x, \xi)=0$.

The type $K$ condition needed for the theorems of Section $I$ is:
DEFINITION I. A symmetric matrix function $F(X)$ of the symmetric matrix vamiable $X$, defined on a domain $D$ is of type
$K_{+}\left\{K_{-}\right\}$on $D$ if, whenever $W_{1} \in D, W_{2} \in D, W_{1}-W_{2} \geq 0$ and for some matrix $A \in C,\left(W_{1}-W_{2}, A\right)=0$, then $\left(F\left(W_{1}\right)-F\left(W_{2}\right), A\right) \geq 0$ $\{\leq 0\}$.

The simpler version is:
DEFINITION II. If $F(X)$ is the function of Definition $I$, it is of type $K_{+}\left\{K_{-}\right\}$if, whenever $W_{1} \in D, W_{2} \in D, W_{1}-W_{2} \geq 0$ and for some vector $\xi \in R^{n}, W_{1} \xi=W_{2} \xi$, then

$$
\begin{equation*}
\xi^{*}\left(F\left(W_{1}\right)-F\left(W_{2}\right)\right) \xi \geq 0 \quad\{\leq 0\} \tag{1}
\end{equation*}
$$

If $F(X)$ is of type $K_{+}$according to $I$, then it is also according to II, since the matrix $\left\{\xi_{i} \xi_{j}\right\}$ is in $C$.

If $F(X)$ is of type $K_{+}$according to $I I$, and there are matrices $W_{1} \in D, W_{2} \in D, A \in C:\left(W_{1}-W_{2}\right) \in C$ and $\left(W_{1}-W_{2}, A\right)=0$ then there is a matrix $T: A=T * T$, where $T=\left\{t_{i j}\right\}$ and

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n}\left(W_{1}-W_{2}\right)_{i j} t_{k i} t_{k j}=\left(W_{1}-W_{2}, A\right)=0 .
$$

Let $t_{k}=\left\{t_{k i}\right\}$, then $\sum_{k=1}^{n} t_{k}^{*}\left(W_{1}-W_{2}\right) t_{k}=0$.
Since $W_{1} \geq W_{2}$, for each $k$, $t_{k}^{*}\left(W_{1}-W_{2}\right) t_{k}=0$, so $\left(W_{1}-W_{2}\right) \mathrm{t}_{k}=0$. Therefore $\mathrm{t}_{k}^{*}\left(F\left(W_{1}\right)-F\left(W_{2}\right)\right) \mathrm{t}_{k} \geq 0$ and summing over $k, \quad\left(F\left(W_{1}\right)-F\left(W_{2}\right), A\right) \geq 0$.

So both definitions of type $K_{+}$(and $K_{-}$) are equivalent. Therefore the theorems of Section I can be applied using either definition.

The matrix Riccati operator $R[W]$ is defined by

$$
\begin{equation*}
R[W]=W^{\prime}+A(t)+B(t) W+W B^{*}(t)+W C(t) W \tag{2}
\end{equation*}
$$

where $W, A(t), B(t), C(t)$ are $n \times n$ matrices, continuous functions of $t$ in an interval $I$, and $A(t), C(t)$ are symmetric on. I..

Then the Riccati equation is

$$
\begin{equation*}
R[W]=0 . \tag{3}
\end{equation*}
$$

Applying Definition II above, it is clear that (3) is both of type $K_{+}$and $K_{-}$everywhere. For if

$$
F(t, W)=A(t)+B(t) W+W B^{*}(t)+W C(t) W,
$$

and $W_{1} \xi=W_{2} \xi=\eta$, then

$$
\begin{aligned}
\xi^{*} F\left(t, W_{1}\right) \xi & =\xi^{*} A(t) \xi+\xi^{*} B(t) \eta+\eta^{*} B^{*}(t) \xi+\eta^{*} C(t) \eta \\
& =\xi^{*} F\left(t, W_{2}\right) \xi .
\end{aligned}
$$

The following theorem conveniently summarises Theorems 3 and 6 of Chapter 1 in this matrix context:

THEOREM 1. Let $W_{1}, W_{2}$ be any $n \times n$ symmetric matrices for which $W_{1} \geq W_{2}$. Let $W_{1}(t), W_{2}(t)$ be solutions of the inequalities $\operatorname{sgn}\left(t-t_{0}\right) R\left[W_{1}\right] \geq 0, \operatorname{sgn}\left(t-t_{0}\right) R\left[W_{2}\right] \leq 0$ respectively existing on some interval $[a, b]$ containing $t_{0}$, with $W_{1}\left(t_{0}\right)=W_{1}$, $W_{2}\left(t_{0}\right)=W_{2}$. Then $W_{1}(t) \geq W_{2}(t)$ on $[a, b]$. And if $W(t)$ is $a$ solution of (3) with $W_{1} \geq W\left(t_{0}\right) \geq W_{2}$, then $W(t)$ exists on $[a, b]$ and $W_{1}(t) \geq W(t) \geq W_{2}(t)$.

In particular, if $R\left[W_{1}\right]=R\left[W_{2}\right]=0$ on $[a, b]$, and $W_{1}(t) \geq W_{2}(t)$ at some point $t_{0}$, then $W_{1}(t) \geq W_{2}(t)$ on $[a, b]$.

Uniqueness of the Riccati equation
Theorem 1 is a strong result, and applies only to the Riccati equation (if $n \geq 2$ ). The converse result is:

THEOREM 2. If $F(t, Y)$ is an $M_{n}$-valued function defined and continuous in $Y$ for each $t$ on some domain $D$ in $R \times M_{n}$, $n \geq 2$, and if it is tmue that whenever $W_{1}, W_{2}$ are two matmices, $t_{0}$ a point for which $\left(t_{0}, W_{1}\right)$ and $\left(t_{0}, W_{2}\right)$ are in $D$, and $W_{1} \geq W_{2}$, there are two solutions $W_{1}(t), W_{2}(t)$ of $W^{\prime}=F(t, W)$
with $W_{1}\left(t_{0}\right)=W_{1}, W_{2}\left(t_{0}\right)=W_{2}$ for which $W_{1}(t) \geq W_{2}(t)$ in some neighbourhood of $t_{0}$, then it follows that $Y^{\prime}-F(t, Y)$ is of the form $R[Y]$ for some coefficient matrices defined for $t$ in $D$.

The proof of this theorem occupies the rest of the chapter. It will be assumed that $D$ includes all $M_{n}$ for each $t$. This avoids having to make frequent provisos about the domain in an already complicated proof; it is not an important restriction because the proof is local in character.

The hypothesis of the theorem is just what is needed to apply Corollary 2 of Theorem 4, Chapter 1, which ensures that $F(t, Y)$ is both of type $K_{+}$and $K_{-}$for each $t$. This said, no further interaction between $t$ and $Y$ occurs, so mention of $t$ will be suppressed.

So if $W_{1} \geq W_{2}$ and $W_{1} \xi=W_{2} \xi$ then $\xi^{*} F\left(W_{1}\right) \xi=\xi^{*} F\left(W_{2}\right) \xi$. If $W_{1}$ and $W_{2}$ are any two symmetric matrices, with $W_{1} \xi=W_{2} \xi$, there is another symmetric matrix $W_{3}$ for which $W_{3} \xi=W_{1} \xi, W_{3} \geq W_{1}$, $W_{3} \geq W_{2}$. Then

$$
\xi^{*} F\left(W_{1}\right) \xi=\xi^{*} F\left(W_{3}\right) \xi=\xi^{*} F\left(W_{2}\right) \xi
$$

Therefore, $\xi^{\star} F(W) \xi$ is a function of $\xi$ and $W \xi$ only. So for some function $g$ on $R^{2 n}$,

$$
\begin{equation*}
\xi^{*} F(W) \xi=g(\xi, \eta) \text { where } \eta=W \xi \text {. } \tag{4}
\end{equation*}
$$

Then equation (4) is restrictive enough to ensure that, except in the trivial case where $R^{n}=R^{1}, W^{\prime}-F(t, W)$ has the form $R[W]$ of the Riccati equation, for some appropriate set of coefficients, and $g(\xi, \eta)$ is a quadratic form in $\xi$ and $\eta$.

Since this is not readily apparent at first sight, and since the reason for it is not much illuminated by the rather complex proof, the following lemma is given to show a simple proof when $g$ is assumed smooth when its domain has been extended to all of $R^{2 n}$.

LEMMA. If $g(x, y)$ is a function defined and $C^{2}$ in some neighbourhood of $(0,0)$ then $g(x, y)=x^{*} A x+x^{*} B y+y^{*} B^{*} x+y^{*} C y$
for some coefficients $A, B, C$ if (4) holds.
Proof. For any scalar $t$,

$$
\begin{aligned}
g(t x, t y) & =t^{2} x^{*} F^{*}(W) x \\
& =t^{2} g(x, y) .
\end{aligned}
$$

So $g(0,0)=0$, and $g(-x,-y)=g(x, y)$. Then

$$
\begin{aligned}
2 g(x, y) & =\frac{1}{t^{2}}[g(t x, t y)+g(-t x,-t y)-2 g(0,0)] \\
& \rightarrow 2\left[x^{*} A x+x^{*} B y+y^{*} B^{*} x+y^{*} C y\right] \text { as } t \rightarrow 0
\end{aligned}
$$

where
$A_{i j}=\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} g(0,0), \quad B_{i, j}=\frac{\partial^{2}}{\partial x_{i} \partial y_{j}} g(0,0), \quad C=\frac{\partial^{2}}{\partial y_{i} \partial y_{j}} g(0,0)$. Therefore, $g(x, y)=x^{*} A x+x^{*} B y+y^{*} B^{*} x+y^{*} C y$. QED

The next, and longest, step in the proof of Theorem 2, is to show that each coefficient of $F(W)$ is quadratic in some of the coefficients of $W$.

Let $e_{i}$ be the unit vector whose $i$-th component is 1 . Then $F_{i i}(W)=e_{i}^{*} F(W) e_{i}=g\left(e_{i}, W e_{i}\right)$. So $F_{i i}(W)$ is a function only of the coefficients $W_{i j}, j=1, \ldots, n$. And

$$
\begin{aligned}
2 F_{i j}(W) & =\left(e_{i}+e_{j}\right) * F(W)\left(e_{i}+e_{j}\right)-F_{i i}(W)-F_{j j}(W) \\
& =g\left(e_{i}+e_{j}, W e_{i}+W e_{j}\right)-g\left(e_{i}, W e_{i}\right)-g\left(e_{j}, W e_{j}\right) .
\end{aligned}
$$

So $F_{i j}(W)$ is a function of $W_{i k}$ and $W_{j k}$ only, $k=1 \ldots n$.
The problem is now artificially restricted to a $2 \times 2$ problem, as follows. For arbitrary $i, j, i \neq j$, let $W_{1}=W_{i i}$, $W_{2}=W_{i j}, W_{3}=W_{j j}$, and assume during what follows that all other coefficients of $W$ remain fixed. Let

$$
F_{1}(W)=F_{i i}(W), \quad F_{2}(W)=F_{i j}(W), \quad F_{3}(W)=F_{j j}(W) .
$$

Suppressing constant coefficients, and letting $\alpha$ be any constant, (4) implies

$$
\begin{align*}
& \alpha^{2} F_{1}\left(W_{1}, W_{2}\right)+2 \alpha F_{2}\left(W_{1}, W_{2}, W_{3}\right)+F_{3}\left(W_{2}, W_{3}\right)= \\
&=g\left(\alpha, 1, \alpha W_{1}+W_{2}, \alpha W_{2}+W_{3}\right) . \tag{5}
\end{align*}
$$

Neither side of (5) is affected by the change

$$
\begin{aligned}
& W_{1} \rightarrow W_{1}+\varepsilon, \\
& W_{2} \rightarrow W_{2}-\alpha \varepsilon, \\
& W_{3} \rightarrow W_{3}+\alpha^{2} \varepsilon,
\end{aligned}
$$

for any $\varepsilon$. Therefore,

$$
\begin{array}{r}
\alpha^{2} F_{1}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon\right)+2 \alpha F_{2}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)+F_{3}\left(W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right) \\
=\alpha^{2} F_{1}\left(W_{1}, W_{2}\right)+2 \alpha F_{2}\left(W_{1}, W_{2}, W_{3}\right)+F_{3}\left(W_{2}, W_{3}\right) \tag{6}
\end{array}
$$

This is the basic equation to be manipulated; it is rewritten by first replacing $\alpha$ by $-\alpha$ and $\varepsilon$ by $-\varepsilon$, then $\left(W_{1}, W_{2}, W_{3}\right)$ by $\left(\begin{array}{l}\left.W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right), \text { so: } \\ \\ \alpha^{2} F_{1}\left(W_{1}, W_{2}-2 \alpha \varepsilon\right)-2 \alpha F_{2}\left(W_{1}, W_{2}-2 \alpha \varepsilon, W_{3}\right)+F_{3}\left(W_{2}-2 \alpha \varepsilon, W_{3}\right)\end{array}, l\right.$

$$
=\alpha^{2} F_{1}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon\right)-2 \alpha F_{2}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)+
$$

$$
\begin{equation*}
+F_{3}\left(W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right) \tag{7}
\end{equation*}
$$

Adding (6) and (7):
$\alpha^{2}\left[F_{1}\left(W_{1}, W_{2}-2 \alpha \varepsilon\right)-F_{1}\left(W_{1}, W_{2}\right)\right]+F_{3}\left(W_{2}-2 \alpha \varepsilon, W_{3}\right)-F_{3}\left(W_{2}, W_{3}\right)$
$+2 \alpha\left[2 F_{2}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)-F_{2}\left(W_{1}, W_{2}-2 \alpha \varepsilon, W_{3}\right)-F_{2}\left(W_{1}, W_{2}, W_{3}\right)\right]$ $=0$.

Dividing by $\alpha$ and letting $\alpha \rightarrow 0$ :
$\lim _{\alpha \rightarrow 0} \frac{F_{3}\left(W_{2}-2 \alpha \varepsilon, W_{3}\right)-F_{3}\left(W_{2}, W_{3}\right)}{2 \alpha \varepsilon}$

$$
\begin{equation*}
=-\frac{2}{\varepsilon}\left[F_{2}\left(W_{1}+\varepsilon, W_{2}, W_{3}\right)-F_{2}\left(W_{1}, W_{2}, W_{3}\right)\right] . \tag{9}
\end{equation*}
$$

Therefore, $\frac{\partial F_{3}}{\partial W_{2}}(W)$ exists for all $\alpha, \varepsilon$. We abbreviate $\frac{\partial F_{i}}{\partial W_{j}}$ by
$F_{i j}, i, j=1,2,3$. Then

$$
\begin{equation*}
F_{2}\left(W_{1}+\varepsilon, W_{2}, W_{3}\right)=F_{2}\left(W_{1}, W_{2}, W_{3}\right)+\frac{1}{2} \varepsilon F_{32}\left(W_{2}, W_{3}\right) . \tag{10}
\end{equation*}
$$

So $F_{2}$ is a linear function of $W_{1}$ for fixed $W_{2}, W_{3}$.
In (8) let $\alpha \rightarrow \infty$ and $\varepsilon=\frac{t}{\alpha^{2}}$ for some constant $t$. Then dividing by $\alpha$ :

$$
\begin{align*}
\lim _{\alpha \in \rightarrow 0} & {\left[\frac{t}{2 \alpha \varepsilon}\left(F_{1}\left(W_{1}, W_{2}-2 \alpha \varepsilon\right)-F_{1}\left(W_{1}, W_{2}\right)\right)\right] } \\
& +2\left[F_{2}\left(W_{1}, W_{2}, W_{3}+t\right)-F_{2}\left(W_{1}, W_{2}, W_{3}\right)\right]=0 \tag{11}
\end{align*}
$$

Therefore, $\frac{\partial F_{1}}{\partial W_{2}}=F_{12}\left(W_{1}, W_{2}\right)$ exists and

$$
\begin{equation*}
t F_{12}(W)=2\left[F_{2}\left(W_{1}, W_{2}, W_{3}+t\right)-F_{2}\left(W_{1}, W_{2}, W_{3}\right)\right], \tag{12}
\end{equation*}
$$

that is, $F_{2}$ is also a linear function of $W_{3}$ for fixed $W_{1}, W_{2}$. Rewriting (6), replacing $\alpha$ by $-\alpha,\left(W_{1}, W_{2}, W_{3}\right)$ by $\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)$, then

$$
\begin{aligned}
& \alpha^{2} F_{1}\left(W_{1}+2 \varepsilon, W_{2}\right)-2 \alpha F_{2}\left(W_{1}+2 \varepsilon, W_{2}, W_{3}+2 \alpha^{2} \varepsilon\right)+F_{3}\left(W_{2}, W_{3}+2 \alpha^{2} \varepsilon\right) \\
& \quad=\alpha^{2} F_{1}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon\right)-2 \alpha F_{2}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)+F_{3}\left(W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)
\end{aligned}
$$

and adding (6) to this equation,

$$
\begin{aligned}
& \alpha^{2}\left[F_{1}\left(W_{1}+2 \varepsilon, W_{2}\right)-F_{1}\left(W_{1}, W_{2}\right)\right]+F_{3}\left(W_{2}, W_{3}+2 \alpha^{2} \varepsilon\right)-F_{3}\left(W_{2}, W_{3}\right) \\
& +2 \alpha\left[2 F_{2}\left(W_{1}+\varepsilon, W_{2}-\alpha \varepsilon, W_{3}+\alpha^{2} \varepsilon\right)-F_{2}\left(W_{1}+2 \varepsilon, W_{2}, W_{3}+2 \alpha^{2} \varepsilon\right)-F_{2}\left(W_{1}, W_{2}, W_{3}\right)\right] \\
& =0 .
\end{aligned} \begin{array}{r}
\text { (13) } \\
F_{2} \text { is a linear function of } W_{1}, \text { so } F_{1}\left(W_{1}+2 \varepsilon, W_{2}\right)-F_{1}\left(W_{1}, W_{2}\right)
\end{array}
$$ is also linear in $W_{1}$, from (13). Suppressing $W_{2}$ for the time being,

$$
\begin{aligned}
{\left[F_{1}\left(W_{1}+3 \varepsilon\right)-F_{1}\left(W_{1}+2 \varepsilon\right)\right]-} & {\left[F_{1}\left(W_{1}+2 \varepsilon\right)-F_{1}\left(W_{1}+\varepsilon\right)\right] } \\
& =\left[F_{1}\left(W_{1}+2 \varepsilon\right)-F_{1}\left(W_{1}+\varepsilon\right)\right]-\left[F_{1}\left(W_{1}+\varepsilon\right)-F_{1}\left(W_{1}\right)\right],
\end{aligned}
$$

that is,

$$
\begin{equation*}
F_{1}\left(W_{1}+3 \varepsilon\right)-3 F_{1}\left(W_{1}+2 \varepsilon\right)+3 F_{1}\left(W_{1}+\varepsilon\right)-F_{1}\left(W_{1}\right)=0 . \tag{14}
\end{equation*}
$$

Given any three values of $F_{1}$, say $F_{1}(1), F_{1}(0), F_{1}(-1)$, then (14) can be used to determine values at all integer points, and the consequent equation,

$$
8 F_{1}\left(W_{1}+\varepsilon\right)=3 F_{1}\left(W_{1}+2 \varepsilon\right)+6 F_{1}\left(W_{1}\right)-F_{1}\left(W_{1}-2 \varepsilon\right),
$$

all ( $m+\frac{3}{2}$ ) values of $F_{1}$ ( $m$ any integer) and so on, giving values at any argument of the form $\frac{p}{2 q}, p, q$ any integers. The latter points are dense in the continuum, so $F_{1}$ is determined by (14), given any three of its values. But there is exactly one quadratic solution of (14) with those three values. So $F_{1}$ must be quadratic in $W_{1}$.

Similarly $F_{3}$ is a quadratic function of $W_{3}$.
We return now to $n$ dimensions, and the original notation for coefficients of $F$ and $W$. Whenever a vector $\propto$ has no zero components, then for any $y \in R^{n}$,

$$
g(x, y)=x^{* F}(W) x
$$

where $w_{i i}=\frac{y_{i}}{x_{i}}, i=1 \ldots n$, and $w_{i j}=0$ if $i \neq j$. Then

$$
g(x, y)=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} F_{i j}(W) .
$$

In this sum, in the cases when $i=j, F_{i j}$ is a quadratic function of $W_{i i}=\frac{y_{i}}{x_{i}}$ and independent of all other variables, so $x_{i}^{2} F_{i i}(W)$ is a homogeneous quadratic form in $x_{i}, y_{i}$.

And if $i \neq j, F_{i j}$ is a function of $W_{i i}, W_{i j}$ only, and is linear in each taken independently. So again $x_{i} x_{j} F_{i j}\left(\frac{y_{i}}{x_{i}}, \frac{y_{j}}{x_{j}}\right)$ is a
homogeneous quadratic form in $x_{i}, x_{j}, y_{i}, y_{j}$.
So $g(x, y)$ is a homogeneous quadratic function in $x$ and $y$, unless some coefficient of $x$ is zero. But. $g(x, y)$ is also continuous, (except when $x=0$ ) so is a homogeneous quadratic form everywhere. Although it is not defined by (4) when $x=0$, the domain of definition can be extended to include such points. So

$$
g(x, y)=\left(x^{*}, y^{*}\right)\left(\begin{array}{ll}
A & B \\
B^{*} & C
\end{array}\right)\binom{x}{y}
$$

where $A, B, C$ are $n \times n$ matrices, $A=A^{*}, C=C^{*}$. Therefore

$$
\begin{aligned}
g(x, W x) & =x^{*} A x+x^{*} B W x+x^{*} W B^{*} x+x^{*} W C W x \\
& =x^{*} F(W) x .
\end{aligned}
$$

So $F(W)=A+B W+W B^{*}+W C W$.
To get this result, a fixed value of $t$ was used. The coefficients $A, B, C$ will generally be functions of $t$. They need not be continuous, but the order-preserving property, as stated, will impose some limitations on their behaviour. If $F(t, W)$ is assumed continuous in $t$, then $A(t), B(t), C(t)$ are continuous also. This can be shown by considering special $W$ values (for example, $A(t)=F(t, 0))$.

## Notes for Chapter 2

For Theorem 1 , derived by a similar method whose application is there restricted to matrix Riccati equations, see Coppel [3]. Some of the conclusions are used, more or less explicitly, in many other papers; see, for example, Reid [9] and [15].

Reid's paper [15] also contains a general non-linear matrix equation which has order-preserving properties. It involves, however, a monotone function of a matrix variable, which is rather a strong requirement. The order-preserving properties are restricted to nonnegative solutions.

## CHAPTER 3

## MAXIMAL SOLUTIONS OF TEE PAATRIX RICCATI EQUATION AND DISCONJUGACY

## Introduction

In this chapter two basic systems of differential equations are considered. The matrix Riccati equation is defined

$$
\begin{equation*}
R[W] \equiv W^{\prime}+A(t)+W B(t)+B^{*}(t) W+W C(t) W=0 \tag{1}
\end{equation*}
$$

and the corresponding Hamiltonian system is

$$
\begin{align*}
& Y^{\prime}=B(t) Y+C(t) Z, \\
& Z^{\prime}=-A(t) Y-B^{*}(t) Z . \tag{2}
\end{align*}
$$

In each case the coefficient $n \times n$ matrices $A(t), B(t), C(t)$ are defined and continuous in an interval $I, A(t)$ and $C(t)$ are symmetric in $I$, and, unless otherwise indicated $C(t) \geq 0$ is assumed, on $I$.

A matrix function $W(t)$ will be called a solution of (1) only if it is symmetric. A solution $\langle Y(t), Z(t)\rangle$ of (2) will be a pair of $n \times n$ matrices, differentiable on $I$ and satisfying (2), with the following properties:
a) Isotropy: $\quad Y^{*}(t) Z(t)=Z^{*}(t) Y(t)$ on $I$.
b) Non-degeneracy: If $Y(t) \xi=Z(t) \xi=0$, then $\xi=0$, where $t$ is any point on $I$.

There is an associated vector system

$$
\begin{align*}
& y^{\prime}=B(t) y+C(t) z \\
& z^{\prime}=-A(t) y-B^{*}(t) z \tag{2a}
\end{align*}
$$

where $y, \dot{z}$ are $n$-dimensional vectors. A solution $\langle y(t), z(t)\rangle$ of (2a) is always of the form $(Y(t) \xi, Z(t) \xi)$ for some solution $\langle Y, Z\rangle$ of (2), and some constant vector $\xi$.

It is easy to verify that the restriations of symmetry (for (1)) and isotropy and non-degeneracy are met wherever the appropriate solutions exist, provided the restrictions are met at a single point.

Solutions of (1) and (2) are closely related. If $\langle Y(t), Z(t)\rangle$ is a solution of (2) with $Y(t)$ invertible at some point $t_{0}$, then $W(t)=Z(t) Y^{-1}(t)$ exists in some neighbourhood of $t_{0}$ and is a
solution of (1). Conversely if $W(t)$ is a solution of (1) on $I$, and $Y(t)$ is a solution of

$$
\begin{equation*}
Y^{\prime}=[B(t)+C(t) W(t)] Y \tag{3}
\end{equation*}
$$

invertible at some point in $I$ (and so throughout $I$ ), then $\langle Y(t), W(t) Y(t)\rangle$ is a solution of (2) throughout $I$. Invertibility of $Y(t)$ ensures non-degeneracy of $\langle Y(t), W(t) Y(t)\rangle$.

The following basic properties of (2) can be verified by direct differentiation: if $\left\langle Y_{1}(t), Z_{1}(t)\right\rangle,\left\langle Y_{2}(t), Z_{2}(t)\right\rangle$ are solutions of (2) (not necessarily isotropic or non-degenerate) on $I$, then
(i) $Z_{2}^{*}(t) Y_{1}(t)-Y_{2}^{*}(t) Z_{1}(t)=N$, a constant matrix on $I$; (4)

$$
\begin{equation*}
\left(Y_{1}^{*}(t) Z_{1}(t)\right)^{\prime}=Z_{1}^{*}(t) C(t) Z_{1}(t)-Y_{1}^{*}(t) A(t) Y_{1}(t) \cdot \tag{ii}
\end{equation*}
$$

The main results of this chapter fall into two classes. In Theorem l, taking the existence of a solution of (l) on an interval as the basic condition, called [R] , a "principal" solution of (2) is established, corresponding to a "maximal" or "minimal" solution of (1). It does not matter whether the interval in question is compact, half-open or open, nor whether (1) obeys any controllability or normality type conditions.

Later, culminating in Theorem 4, we relate $[R]$ to disconjugacy, giving a necessary and sufficient condition. This approach is interesting because it avoids variational arguments and the necessity of establishing results firstly for compact intervals, and also because controllability conditions appear in a secondary role, merely conferring extra properties on the principal solutions, but not affecting the fundamental behaviour of the systems.

Most of the proofs are given for left-hand or right-hand endpoints only. The symmetry of the results is usually obvious and sometimes assumed for later proofs. By way of summary, dual versions of the main results are given at the end of the chapter.

## Regularity conditions and their interrelations

In connection with (1) and (2), consequences of various of the following conditions will be of interest:
[R]: a solution of (1) exists on $I$, or, equivalently, a solution. $\langle Y(t), Z(=)\rangle$ of (2) exists, ani $Y(t)$ is invertiole, on I.
[WD] (weak) disconjugacy: if $(Y(t), Z(v))$ is a solution of (2) in $I$, ari $[a, j]$ is any comexct interval in $I$, then $Y(a) \xi=Y(j) \xi=0$ only if $Y(t) \xi=0$ in $[a, b]$.
[D] (strong) ìisconjugacy: if $\langle Y(=), z(t))$ is a soiution $0_{j}^{\prime}(2)$ in $I$, and $[a, \dot{b}]$ is any compact interval in $I$, inen $Y(a) \xi=Y(j) \xi=0$ only if $\xi=0$.
$P(J):$ If $\Omega(t)$ is a fiondomental matrix 0 : the equation $Z^{\prime}=-B^{*}(\tau) Z$ on $J$, then for a vector $\xi, C(t) \Omega(t) \xi \equiv 0$ on $J$ iff $\xi=0$.
$M_{+}(0): \quad P((b, c])$ hoids jor all $c$ in some right neighbcurhood of b.
$M_{-}(b): \quad P([c, b))$ holds for all $c$ in some left neignbourhocd $0:$ b.
[C]: $\quad P(J)$ holds for all sub-intervals $J$ of $I$.
The following relations hold between the various conditicns.
a) On any interval $[R] \Rightarrow[W D]$. On compact intervals $[W D] \Rightarrow[R]$. (Theorem 2.) If [WD] holds on a nalf-open subinterval, [ $R$ ] holds on a half-open sub-interval having the same open end-point (Theorem 3). For an extended concept of disconjugacy, and clarification of this position, see Theorem 4.
D) On a half-open interval ( $a, b], M_{+}(a)$ and [R] are equivalent to the existence of a maximal solution of (1) on $(a, b]$. And on $[b, a), M_{-}(a)$ and $[R]$ are equivalent to the existence of a minimal solution of (1) on $[b, a)$.
c) $[C]$ and $[R] \Leftrightarrow[D]$ for open and compact intervals. For any interval, $[C]$ and $[R] \Rightarrow[D],[D] \Rightarrow[C]$ and on any open or compact subinterval $[D] \Rightarrow[R]$.

## Remarks on maximal and principal solutions

The context (and results) of this chapter have been indicated without much explanation or motivation. The three levels of
conditions a), b), and c) just indicated, form a hierarchy, being increasingly restrictive. At level b), a maximal solution is cited for ( 1 ) on ( $a, b]$; if this is denoted $\hat{W}(t)$, then if $W(t)$ is any other solution existing on $(a, b], W(t) \leq \hat{W}(t)$ everywhere. Conversely if $W \leq \hat{W}(b)$, then a solution $W(t)$ of (1) with $W(b)=W$, exists on ( $a, b]$ (from Lemma 2 below).

If $\hat{Y}(t)$ is an invertible solution of $Y^{\prime}=C(t) \hat{W}(t) Y$, then $\langle\hat{Y}(t), \hat{W}(t) \hat{Y}(t)\rangle$ is a solution of (2) on $(a, b]$, and is called the principal solution.

In the literature to date, principal solutions have been introduced only with $[C]$ and $[W D]$, at least, applying [Coppel [3], Hartman [2], Reid [4], [14]]. Reid's paper [10] is an exception, but, as is indicated below, is in a direction different from our development. A condition equivalent to our b) appears in Reid [15].

However we prefer to go further than that, and define a principal solution at level a), that is, given (eventually) only [WD] in a neighbourhood of the point in question.

If one solution of (1) with the initial value $W(b)=W_{1}$, exists on $(a, b]$, so do all solutions with initial values $W(b) \leq W_{1}$. Furthermore if $W_{1}(t), W_{2}(t)$ exist on $(a, b]$, then so does a solution $W_{3}(t)$ where $W_{3}(t) \geq W_{1}(t), W_{3}(t) \geq W_{2}(t)$ (this result is not proved in the text below, since it is not needed for the method of development chosen). So the set of solutions existing on ( $a, b]$ (and, equivalently, their values at $b$ ) form a directed set, and even in the absence of other conditions, it is reasonable to look for a maximal element, since a directed set bounded above will indeed have a maximal element.

Such an element can be characterised in terms of infinite-valued symmetric matrices.

Infinite-valued matrices are best defined by a transformation from symmetric matrices to unitary matrices, used by Lidskii [1] and Atkinson [1], namely $L=(W+i I)(W-i I)^{-1}$ where $W$ is any symmetric matrix. If for some vector $x$, $W x=0$, then $L x=-x$. If $W$ is
replaced by $W^{-1}$ then $L$ is replaced by $-L$. Unitary matrices with unit eigenvalues are not generated by any finite symmetric matrices, but correspond (one-to-one) with the set of infinite-valued matrices which we shall introduce.

The above transformation does not preserve the ordering of matrices in a useful way. For us, infinite-valued, matrices serve the same function as $\pm \infty$ in the extension of the real line, to ensure that all sets (of symmetric matrices) have upper and lower bounds. They are introduced to make the results below more easily understood; none of the proofs rely on their properties.

In fact, the extended set could be defined as the set of symmetric matrices together with the limits of all ascending and descending sequences, and the differences of the limits, or alternatively, as the set of homogeneous quadratic functions from. $R^{n}$ to the extended real line.

In general, the inverse of an infinite valued matrix will be finite and singular; it is this device which allows us to avoid reliance on any formal definition of infinite-valued matrices. For. corresponding to each (possibly infinite-valued) maximal solution is a quite ordinary solution of the linear system (2), once again called the principal solution and denoted $\langle\hat{Y}(t), \hat{Z}(t)\rangle$. In general $\hat{Y}(t)$ is invertible iff the corresponding maximal solution is "finitevalued", that is, exists at $t$.

If $\langle\hat{Y}(t), \hat{Z}(t)\rangle$ is a principal solution at $\alpha$, on the interval ( $a, b]$ then it has the following properties:
a) If $W(t)$ is a solution of (1) existing on ( $a, b]$, then $\hat{Y}^{*}(t) \hat{Z}(t)-\hat{Y}^{*}(t) W(t) \hat{Y}(t) \geq 0$ on $(a, b]$ and $\rightarrow 0$ as $t \rightarrow a$.
b) Let $N=\hat{Z}^{*}(t) Y(t)-\hat{Y}^{*}(t) Z(t)$, where $\langle Y(t), Z(t)\rangle$ is a solution of (2), and $Y(t)$ is invertible on ( $a, b]$. Then $N Y^{-1}(t) \hat{Y}(t) \geq 0$ on $(a, b]$, and $\rightarrow 0$ as $t \rightarrow a$. If $N$ is invertible, $Y^{-1}(t) \hat{Y}(t) \rightarrow 0$ as $t \rightarrow a$.
c) If $W(t)$ is any solution of (1) existing on ( $a, b]$, and $\left\langle Y_{c}(t), Z_{c}(t)\right\rangle$ is the solution of (2) with $Y_{c}(a)=0$,

$$
\begin{aligned}
& Z_{c}(c)=\hat{Z}(c)-W(c) \hat{Y}(c), c \in(a, b] \text { then } Y_{c}(t) \rightarrow \hat{Y}(t), \\
& Z_{c}(t) \rightarrow \hat{Z}(t) \text { as } c \rightarrow a
\end{aligned}
$$

Our first task will be to show that, given $[R]$ on ( $a, b]$, there is indeed a solution $\langle\hat{Y}, \hat{Z}\rangle$ with properties $a), b), c$ ), and that no other solution (except those obtained by post-multiplication with a constant matrix) shares them. Any one of a), b), c) would suffice to define principal solutions; we use c) and note that the property of being a principal solution at $a$ is a local one, and once defined, the solution exists throughout $I$ regardless of whether $[R]$ or any other conditions (even $C(t) \geq 0$ ) hold. When we refer to a principal solution on some interval, we really mean the solution associated with one of the endpoints; since the principal solution associated with a closed endpoint is trivial, to call a solution on a half-open interval principal will mean that it is a principal solution at the open end-point. Of course, this usage is ambiguous for open intervals, and where doubt exists, the end-point is specified.

Remarks on disconjugacy. The nature of the problem faced in this chapter may be seen more clearly by looking at the scalar version of (1) mapped onto the unit circle. Let $u(t)=(w(t)+i)(w(t)-i)^{-1}$, $v(t)=(z(t)+i y(t))(z(t)-i y(t))^{-1}$, where $w(t)$ is a solution of (1) and $\langle y, z\rangle$ a solution of (2). Then $u(t)$ and $v(t)$ are both solutions of

$$
\begin{equation*}
2 u^{\prime}=i a(t)(u-1)^{2}-2 b(t)\left(u^{2}-1\right)-i c(t)(u+1)^{2}, \tag{la}
\end{equation*}
$$

and lie on the unit circle in the complex plane, as do all solutions of (la), with initial values on the circle.

Under this transformation $y(t)=0$ or $w(t)=\infty$ transform to $u(t)=1$. So a solution $w(t)$ of (1) exists on an interval provided a solution $u(t)$ of (la) exists which is not equal to 1 anywhere.

Solutions of (la) distinct for one value of $t$ are distinct everywhere. And $a(t) \geq 0$ ensures (by the inequalities of Chapter 2) that if $u\left(t_{0}\right)=1$, then $u(t)$ proceeds in an anticlockwise direction through 1 .

Suppose a solution $u(t)$ of (la) starts at $l$ when $t=a$,
travels around the circle, and equals 1 again when $t=b$. Then on $[a, b]$ every other solution must pass through 1 , and $[R]$ cannot hold. So a necessary condition for $[R]$ will forbid this behaviour on any compact subinterval, and it will be sufficient to ensure that $u(a)=u(b)=1$ and $u(t) \neq 1$ for some $t$ in $[a, b]$, cannot occur. For if it does then $u(t)$ must leave $I$ and approach 1 in an anticlockwise fashion, and so must go around the circle.

However it is possible that $u(a)=u(b)=1$ and $u(t) \equiv 1$ on $[a, b]$. This is not inconsistent with $[R]$ but in fact ensures that all solutions of (1) exist on $[\alpha, b]$, regardless of initial value.
[WD] is the condition forbidding the first kind of behaviour. Behaviour of the second kind is always forbidden in the literature, either by $[C]$ or a lesser condition like $M_{+}(a)$ (Reid [15]). If this is done, then one shows that $[W D]$ and $[C]$ is sufficient for [R] to hold.

It is a purpose of this chapter to show that behaviour of the second kind need not be excluded in the conditions for $[R]$ to hold (Theorem 4).

Solutions of (la) which tend to 1 at either endpoint of an interval (of any kind) are given special attention, being called principal in the domain of solutions of (2), and maximal or minimal as solutions of (1).

Basic operations on the matrix Riccati equation
Most of the work of this and the remaining chapters makes use of the fact that the Riccati equation (1) transforms into another Riccati equation under the following operations:
a) Translation: If $T(t)$ is a symmetric differentiable $n \times n$ matrix function, and $V(t)=W(t)+T(t)$, then

$$
\begin{aligned}
& R[W(t)]=A(t)+(V(t)-T(t)) B(t)+B^{*}(t)(V(t)-T(t)) \\
&+(V(t)-T(t)) C(t)(V(t)-T(t))+W^{\prime}(t) \\
&=R[-T(t)]+V(t)(B(t)-C(t) T(t))+\left(B^{*}(t)-T(t) C(t)\right) V(t) \\
&+V(t) C(t) V(t)+V^{\prime}(t) .
\end{aligned}
$$

b) Inversion: If $W(t)$ is invertible on an interval $I$, $V(t)=W^{-1}(t)$ then.
$R[W(t)]=V^{-1}(t)\left[-V^{\prime}(t)+V(t) A(t) V(t)+B(t) V(t)+V(t) B^{*}(t)+C(t)\right] V^{-1}(t)$. So $W(t)$ is a solution of (1) iff $V(t)$ is a solution of

$$
V^{\prime}(t)-C(t)-B(t) V(t)-V(t) B^{*}(t)-V(t) A(t) V(t)=0 .
$$

c) Congruence: If $K(t)$ is an invertible solution of $K^{\prime}=M(t) K$ on $I, M(t)$ some continuous matrix function, and $V(t)=K^{*}(t) W(t) K(t)$ then
$V^{\prime}(t)$
$=K^{*}(t) M^{*}(t) W(t) K(t)+K^{*}(t) W(t) M(t) K(t)+K^{*}(t) W^{\prime}(t) K(t)$
$=K^{*}(t)\left[M^{*}(t) W(t)+W(t) M(t)-A(t)-B^{*}(t) W(t)-W(t) B(t)-W(t) C(t) W(t)\right] K(t)$
that is,

$$
\begin{aligned}
V^{\prime}(t)+ & K^{*}(t) A(t) K(t)+K^{*}(t)\left[M^{*}(t)-B^{*}(t)\right] K^{*-1}(t) V(t) \\
& +V(t) K^{-1}(t)[M(t)-B(t)] K(t)+V(t) K^{-1}(t) C(t) K^{*-1}(t) V(t)=0 .
\end{aligned}
$$

The congruence transformation is used to eliminate linear terms, with $M(t)=B(t)$. Inversion is used to deal with solutions which become unbounded near a point, and translation either to eliminate constant terms (if $R[-T(t)]=0$ ) or to ensure that a certain class of solutions is positive (or negative) definite on some interval. In Theorem l, for example, all three transformations are used to reduce the Riccati equation to a very simple form with an explicit solution.

Translation and congruence preserve the ordering of solutions, and inversion inverts it, where the solutions are positive definite (or negative definite) at least.

The transformation from symmetric to unitary matrices
$L=(W+i I)(W-i I)^{-1}$ mentioned earlier, is a combination of translations and an inversion. It leads to a Riccati equation (with complex coefficients) and solutions exist everywhere, since there is no
boundary to the domain of definition. As mentioned earlier, ordering of solutions is not preserved in, a useful form.

Finally, the operations of translation and inversion can be, and often are, carried out on solutions of (2) rather than (1). For example, if $\langle Y, Z\rangle$ is a solution of (2), and $W(t)=Z(t) Y^{-1}(t)$ exists, then

$$
(W(t)+T(t))=(Z(t)+T(t) Y(t)) Y^{-1}(t)
$$

and $(W(t)+T(t))^{-1}$, if it exists, is $Y(t)(Z(t)+T(t) Y(t))^{-1}$. The point here is that $Y(t)$ and $Z(t)$ may both be singular, and yet an expression of the form $Y(t)(Z(t)+T(t) Y(t))^{-1}$ may exist (see Lemma $3)$.

## Miscellaneous lemmas

LEMMA 1. Let $A$ and $B$ be two symmetric matrices with $A \geq B \geq 0$. If $B>0$, then $B^{-1} \geq A^{-1}>0$. Otherwise if $\eta=B \xi$ for any vector $\xi$, there exists a vector $\zeta: \eta=A \zeta$, and then $\eta^{*}(\xi-\zeta) \geq 0$.

Proof. The second statement extends and includes the first. The proofs of both are analogous, but that of the first is easier, so it is given separately. If $A \geq B>0$, then

$$
B^{-1}-A^{-1}=B^{-1}(A-B) A^{-1}=A^{-1}(A-B) B^{-1}
$$

Substituting for $B^{-1}$,

$$
\begin{aligned}
B^{-1}-A^{-1} & =\left(A^{-1}+A^{-1}(A-B) B^{-1}\right)(A-B) A^{-1} \\
& =A^{-1}(A-B) A^{-1}+A^{-1}(A-B) B^{-1}(A-B) A^{-1} \geq 0
\end{aligned}
$$

If $A \geq B \geq 0$, let $N_{1}, N_{2}$ be the respective null-spaces of $A, B$ and $T_{1}, T_{2}$ their orthogonal complements. Then $N_{2} \supseteq N_{1}$ and so $T_{2} \subseteq T_{1}$.

So if $\eta=B \xi$ then $\eta \in T_{2}$ (since if $\varphi \in N_{2}$, $\varphi^{*} B \xi=\varphi^{*} \eta=0$ ). Therefore $\eta \in T_{1}$. But $T_{1}$ is the range of $A$, since the range of $A$ is included in $T_{1}$, and

$$
\operatorname{dim}\left(T_{1}\right)=n-\operatorname{dim}\left(N_{1}\right)=\operatorname{rank} A=\operatorname{dim}(\text { range of } A) .
$$

Therefore $\exists \zeta: \eta=A \zeta$. Now

$$
\begin{aligned}
\eta^{*}(\xi-\zeta) & =\xi^{*} B(\xi-\zeta)=\zeta^{*} B(\xi-\zeta)+(\xi-\zeta) * B(\xi-\zeta) \\
& =\zeta^{*}(A-B) \zeta+(\xi-\zeta) * B(\xi-\zeta) \\
& \geq 0 .
\end{aligned}
$$

A bound to a solution $W(t)$ of (1) is given by

$$
\begin{equation*}
\psi(t)=\left(\Omega^{-1}(t)\right)^{*}\left[W\left(t_{0}\right)-\int_{t_{0}}^{t} \Omega^{*}(u) A(u) \Omega(u) d u\right] \Omega^{-1}(t) \tag{6}
\end{equation*}
$$

where $\Omega(t)$ is the solution of $\Omega^{\prime}=B(t) \Omega$ with $\Omega\left(t_{0}\right)=I$. This is proved, together with a consequence, in the following lemma.

LEMMA 2. $R[\psi(t)] \geq 0$ on $I$, so $\operatorname{sgn}\left(t-t_{0}\right)[W(t)-\psi(t)] \leq 0$ wherever $W(t)$ exists.

If $\varphi(t)$ is a solution of $R[\varphi(t)] \leq 0$ existing in some interval $\left(a, t_{0}\right]$, say, and $U$ is a symetric matmix: $W\left(t_{0}\right) \leq U \leq \varphi\left(t_{0}\right)$ then the solution $U(t)$ of (1) with $U\left(t_{0}\right)=U$ exists in $\left(a, t_{0}\right]$, and $\psi(t) \leq U(t) \leq \varphi(t)$ on $\left(a, t_{0}\right]$.

Proof.

$$
\begin{aligned}
\psi^{\prime}(t) & =-A(t)-\left(\Omega^{-1}(t)\right)^{*} \Omega^{*}(t) \psi(t)-\psi(t) \Omega^{\prime}(t) \Omega^{-1}(t) \\
& =-A(t)-B^{*}(t) \psi(t)-\psi(t) B(t),
\end{aligned}
$$

so $R[\psi(t)]=\psi(t) C(t) \psi(t) \geq 0$ on $I$. And, $\psi(t)$ exists everywhere on $I$. The remaining statements are simple applications of Theorem 1 of Chapter 2.

LEMMA 3. Let $Y, Z$ be two $n \times n$ matrices for which $Z * Y=Y * Z$ and $Y \xi=Z \xi=0$ only if $\xi=0$. Then $Z-\lambda Y$ is invertible for all except at most $n$ values of $\lambda$, and for $\lambda$ large or small enough respectively, $Y * Z-\lambda Y * Y$ and $Y(Z-\lambda Y)^{-1}$ are nonpositive or non-negative definite.

Proof. Either $\operatorname{det}(Z-\lambda Y)$ is an $n$-th order polynomial in $\lambda$, with at most $n$ zeros, or it is zero for all $\lambda$. We show $\operatorname{det}(Z-\lambda Y) \neq 0$ 。

Let $A(\lambda)=Y * Z-\lambda Y * Y$, so $A(\lambda)$ is symmetric. Let $N$ be the mull-space of $Y$, $T$ its orthogonal complement, $S$ the set of unit vectors in $T$ and $Q$ the mapping $Q: \xi \rightarrow \xi^{*} Y * Y \xi$. Then $Q$ is continuous, $S$ is a compact set, so $Q(S)$ is a compact set of real positive numbers and so has a least element $\varepsilon>0$.

And there exists a number $\alpha>0$. for which $\left|\eta^{*} Y^{*} Z \eta\right| \leq \alpha \eta^{*} \eta$ for any vector $\eta$,

Let $\zeta$ be any vector in $R^{n}$, with components $\eta$ and $\xi$ in $N$ and $T$ respectively. Then, since $Y \zeta=Y \xi$, and $Y^{*} Z$ is symmetric,

$$
\zeta^{*} Y * Z \zeta=\xi^{*} Y * Z \zeta=\xi^{*} Z * Y \zeta=\xi^{*} Z * Y \xi .
$$

And $\zeta^{*} Y * Y \zeta=\xi^{*} Y * Y \xi$. Therefore

$$
\begin{aligned}
\zeta^{*} A(\lambda) \zeta & =\xi^{*}\left(Y^{*} Z-\lambda Y^{*} Y\right) \xi \\
& \leq \xi^{*} \xi(\alpha-\lambda \varepsilon) \\
& <0 \text { if } \xi \neq 0 \text { and } \lambda>\frac{\alpha}{\varepsilon} .
\end{aligned}
$$

So $(Z-\lambda Y) \zeta \neq 0$ if $\xi \neq 0$ and $\lambda>\frac{\alpha}{\varepsilon}$.

$$
\text { If } \zeta=0, \zeta \in N \text {, so }(Z-\lambda Y) \zeta=Z \zeta \neq 0 \text { if } Y \zeta=0
$$

Therefore

$$
(Z-\lambda Y) \zeta \neq 0 \text { for any } \zeta \neq 0, \text { if } \lambda>\frac{\alpha}{\varepsilon}
$$

so $\operatorname{det}(Z-\lambda Y)$ cannot be identically zero for all $\lambda$.
And $A(\lambda) \zeta=0$ if $\zeta \in N$, while if $\zeta \perp N, \zeta^{*} A(\lambda) \zeta<0$. Therefore $\zeta^{*} A(\lambda) \zeta \leq 0$ for all $\zeta$. That is, $\left(Y^{*} Z-\lambda Y^{*} Y\right)$ and

$$
Y(Z-\lambda Y)^{-1}=\left(Z^{*}-\lambda Y^{*}\right)^{-1} A(\lambda)(Z-\lambda Y)^{-1}
$$

are non-positive definite if $\lambda>\frac{\alpha}{\varepsilon}$. Similarly both matrices are non-negative definite if $\lambda$ is sufficiently small (that is, large negative).

Existence of principal and maximal solutions
If [ $R$ ] holds in an interval ( $a, b]$ in $I$ (referring to $(1))$, and $\langle Y(t), Z(t)\rangle$ is any solution of (2) with $Y(t)$ invertible in $(a, b]$, and $\left\langle Y_{c}(t), Z_{c}(t)\right\rangle$ is the solution of (2) with
$Y_{c}(c)=0, Z_{c}(c)=Y^{*-1}(c), a<c \leq b$, then
DEFINITION. $\langle\hat{Y}(t), \hat{Z}(t)\rangle=\lim _{c \rightarrow a}^{\lim }\left\langle Y_{c}(t), Z_{c}(t)\right\rangle$ is defined to be the principal solution of (2) at $a$.

A similar definition gives the principal solution at a right endpoint. The fact that $\langle\hat{Y}(t), \hat{Z}(t)\rangle$ does exist in $(a, b]$ and is a solution of (2) is established in the following theorem.

THEOREM 1. Suppose (1) has a solution, $W_{1}(t)$ existing on ( $a, b]$. Then (2) has a principal solution $\langle\hat{Y}(t), \hat{Z}(t)$ ) in $(a, b]$ and for any solution $W(t)$ of ( 1 ) existing in $(a, b]$,

$$
\hat{Y}^{*}(t) \hat{Z}(t) \geq \hat{Y}^{*}(t) W(t) \hat{Y}(t) .
$$

If $\langle Y(t), Z(t)\rangle$ is a solution of (2) for which $Y(t)$ is invertible, and if

$$
N=\hat{Z}^{*}(t) Y(t)-\hat{Y}^{*}(t) Z(t),
$$

then

$$
N Y^{-1}(t) \hat{Y}(t) \rightarrow 0 \text { as } \quad t \rightarrow a \text {, }
$$

If $N$ is invertible, then $Y^{-1}(t) \hat{Y}(t) \rightarrow 0$ as $t \rightarrow a$.
Proof. From Lemma 2, if $W_{2}<W_{1}(b)$, there exists a solution $W_{2}(t)$ of $(1)$ on $(a, b]$, with $W_{2}(b)=W_{2}$.

If $W(t)$ is a solution of (1) for which $W(t)-W_{2}(t)$ exists and is invertible on some interval, then $V(t)=\left(W(t)-W_{2}(t)\right)^{-1}$ is a solution of

$$
\begin{equation*}
V^{\prime}=C(t)+\left(B(t)+C(t) W_{2}(t)\right) V+V\left(W_{2}(t) C(t)+B(t)\right) . \tag{7}
\end{equation*}
$$

Conversely, if $V(t)$ is an invertible solution of (7) on some interval, then $V^{-1}(t)+W_{2}(t)$ is a solution of (l).

Let $y_{2}(t)$ be an invertible solution of

$$
\begin{equation*}
Y_{2}^{\prime}=\left(B(t)+C(t) W_{2}(t)\right) Y_{2} \text { on }(a, b] \tag{8}
\end{equation*}
$$

and if $V(t)$ is a solution of (7), let $U(t)=Y_{2}^{-1}(t) V(t) Y_{2}^{*-1}(t)$. Then

$$
\begin{aligned}
& U^{\prime}(t)=Y_{2}^{-1}(t)\left(C(t)+\left(B(t)+C(t) W_{2}(t)\right) V(t)+V(t)\left(B^{*}(t)+W_{2}(t) C(t)\right)\right) Y_{2}^{*-1}(t) \\
&-Y_{2}^{-1}(t)\left(B(t)+C(t) W_{2}(t)\right) V(t) Y_{2}^{*-1}(t)- \\
&-Y_{2}^{-1}(t) V(t)\left(B^{*}(t)+W_{2}(t) C(t)\right) Y_{2}^{*-1}(t)
\end{aligned}
$$

$$
\begin{equation*}
=\eta_{2}^{-1}(t) C(t) Y_{2}^{*-1}(t) \tag{9}
\end{equation*}
$$

Therefore

$$
U(c)-U(d)=S_{2}(d, c)
$$

where

$$
S_{2}(d, c)=\int_{d}^{c} Y_{2}^{-1}(t) C(t) Y_{2}^{*-1}(t) d t \geq 0
$$

Now $V_{1}(t)=\left(W_{1}(t)-W_{2}(t)\right)^{-1}$ exists and is a solution of (7) on $(a, b]$, and $V_{1}(t)>0$ on $(a, b]$. Therefore

$$
U_{1}(t)=Y_{2}^{-1}(t) V_{1}(t) Y_{2}^{*-1}(t)
$$

is a solution of ( 9 ) on ( $a, b]$; and

$$
\begin{equation*}
S_{2}(d, c)=U_{1}(c)-U_{1}(d) \leq U_{1}(c) \text { if } a<d \leq c \leq b \tag{10}
\end{equation*}
$$

Therefore, as $d \rightarrow a, S_{2}(d, a)$ is non-decreasing and bounded above. So $S_{2}(a, c)$ exists for each $c$ in $(a, b]$.

Let

$$
\begin{equation*}
\hat{V}(t)=Y_{2}(t) S_{2}(a, t) Y_{2}^{*}(t) \tag{11}
\end{equation*}
$$

Then $\hat{V}(t)$ is a solution of (7), with $\hat{V}(t) \geq 0$.
Let $V(t)$ be any other solution of (7) on ( $a, b]$ with
$V(t) \geq 0$. Then $U(t)=Y_{2}^{-1}(t) V(t) Y_{2}^{*}(t)$ is a solution of (9), and $U(c)=S_{2}(d, c)+U(d)$ if $a<c \leq d \leq b$.

So $U(c) \geq S_{2}(d, c)$ for all $d$ in $(\alpha, c]$ and so
$U(c) \geq S_{2}(a, c)$. Therefore $V(c) \geq Y_{2}(c) S_{2}(a, c) Y_{2}^{*}(c)=\hat{V}(c)$.
Now let

$$
\begin{equation*}
\hat{Y}(t)=Y_{2}(t) \hat{U}(t)=\hat{V}(t) Y_{2}^{*-1}(t) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{Z}(t)=Y_{2}^{*-1}(t)+W_{2}(t) \hat{Y}(t) . \tag{13}
\end{equation*}
$$

Then

$$
\begin{aligned}
\hat{Y}^{\prime}(t) & =Y_{2}^{\prime}(t) \hat{U}(t)+Y_{2}(t) \hat{U}^{\prime}(t) \\
& =B(t) \hat{Y}(t)+C(t)\left[Z_{2}(t) \hat{U}(t)+Y_{2}^{*-1}(t)\right] \\
& =B(t) \hat{Y}(t)+C(t) \hat{Z}(t) .
\end{aligned}
$$

And

$$
\begin{aligned}
\hat{Z}^{\prime}(t)= & \left(Y_{2}^{*^{-1}}(t)+Z_{2}(t) \hat{U}(t)\right)^{\prime} \\
= & -\left(W_{2}(t) C(t)+B^{*}(t)\right) Y_{2}^{*-1}(t)+Z_{2}(t) Y_{2}^{-1}(t) C(t)\left[Y_{2}^{-1}(t)\right)^{*} \\
& -\left(B^{*}(t) Z_{2}(t) \hat{U}(t)+A(t) Y_{2}(t) \hat{U}(t)\right) \\
= & -B^{*}(t) \hat{Z}(t)-A(t) \hat{Y}(t) .
\end{aligned}
$$

So $\langle\hat{Y}(t), \hat{Z}(t)\rangle$ is a solution of (2), and if $\hat{Y}(t) \xi=0$ for some $t$, then $\hat{Z}(t) \xi=Y_{2}^{*-1}(t) \xi \neq 0$ unless $\xi=0$. Therefore $\langle\hat{y}, \hat{z}\rangle$ is non-degenerate, and it is clearly isotropic; and

$$
\begin{equation*}
Y_{2}^{-1}(t) \hat{Y}(t)=\hat{U}(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow a \tag{14}
\end{equation*}
$$

Let $W_{3}(t)$ be some other solution of (1) existing on ( $\left.a, b\right]$ with $W_{3}(b)>W_{2}(b)$.

Then $W_{3}(t)>W_{2}(t)$ on $(a, b]$, and $V_{3}(t)=\left(W_{3}(t)-W_{2}(t)\right)^{-1}$ is a solution of (5) with $V_{3}(t)>0$ on ( $\left.a, b\right]$. Therefore $V_{3}(t) \geq \hat{V}(t)$. Let $X(t)=V_{3}(t)-\hat{V}(t) \geq 0$. Omitting arguments for the moment,

$$
\hat{V}-\hat{V} V_{3}^{-1} \hat{V}=X V_{3}^{-1} \hat{V}=\hat{V} V_{3}^{-1} X
$$

by symmetry. Therefore

$$
\begin{aligned}
\hat{V}-\hat{V} V_{3}^{-1} \hat{V} & =\left(\hat{V} V_{3}^{-1} \hat{V}+X V_{3}^{-1} \hat{V}\right) V_{3}^{-1} X \\
& =\hat{V} V_{3}^{-1} X V_{3}^{-1} \hat{V}+X V_{3}^{-1} \hat{V} V_{3}^{-1} X \\
& \geq 0 .
\end{aligned}
$$

Therefore

$$
Y_{2}^{-1}\left(\hat{V}-\hat{V}\left(W_{3}-W_{2}\right) \hat{V}\right) Y_{2}^{*-1} \geq 0,
$$

that is,

$$
Y_{2}^{-1}(t) \hat{Y}(t)-\hat{Y}^{*}(t)\left(W_{3}(t)-W_{2}(t)\right) \hat{Y}(t) \geq 0
$$

But $y_{2}^{-1}(t) \hat{Y}(t) \rightarrow 0$ as $t \rightarrow \alpha$. Therefore

$$
\hat{Y}^{*}(t)\left(W_{3}(t)-W_{2}(t)\right) \hat{Y}(t) \rightarrow 0 \text { as } t \rightarrow a
$$

and

$$
Y_{2}^{-1}(t)+\hat{Y}^{*}(t) W_{2}(t)=\hat{Z}^{*}(t)
$$

so

$$
\begin{equation*}
\hat{Z}^{*}(t) \hat{Y}(t)-\hat{Y}^{*}(t) W_{3}(t) \hat{Y}(t) \geq 0 \text { and } \rightarrow 0 \text { as } t \rightarrow a \text {. } \tag{15}
\end{equation*}
$$

If $\left\langle Y_{3}, Z_{3}\right\rangle$ is a solution of (2) for which $Y_{3}(t)$ is invertible, $Z_{3}(t) Y_{3}^{-1}(t)=W_{3}(t)$, then

$$
\left(\hat{Z}^{*}(t) Y_{3}(t)-\hat{Y}^{*}(t) Z_{3}(t)\right) Y_{3}^{-1}(t) \hat{Y}(t) \geq 0 \quad \text { and } \rightarrow 0 \text { as } t \rightarrow a,
$$

that is,

$$
\begin{equation*}
N Y_{3}^{-1}(t) \hat{Y}(t) \geq 0 \text { and } \rightarrow 0 \text { as } t \rightarrow a \tag{16}
\end{equation*}
$$

It remains to show that the solution $\langle\hat{Y}, \hat{Z}\rangle$ does not depend on the choice of solution $W_{2}(t)$ of (I) used to construct it. Then the requirement that $W_{3}(t)>W_{2}(t)$ in the result just established is
not a restriction, since a solution $W_{2}(t)$ fulfilling this requirement can always be found.

Suppose two different such choices $W_{1}(t), W_{2}(t)$ are made, and the resulting matrices $\hat{V}, \hat{Y}$ are differentiated from each other in our notation by suffices. In particular

$$
\begin{aligned}
& y_{i, d}(t)=y_{i}(t) S_{i}(d, t) \\
& z_{i, d}(t)=Y_{i}^{*-1}(t)+z_{i}(t) S_{i}(d, t), i=1,2, a<d \leq b
\end{aligned}
$$

Then it is simple to verify that $\left\langle y_{i, d}, Z_{i, d}\right\rangle$ is a solution of (2). So if

$$
N(d)=Y_{1, d}^{*}(t) Z_{2, d}(t)-Z_{1, d^{*}}^{(t) Y_{2, d^{\prime}}(t)}
$$

then $N(d)$ is independent of $t$ and $\varepsilon \sigma=0$, since $y_{i, d}(d)=0$. Therefore,

$$
\hat{Y}_{1}^{*}(t) \hat{Z}_{2}(t)-\hat{Z}_{1}^{*}(t) \hat{Y}_{2}(t)=\lim _{d \rightarrow \alpha} N(d)=0 .
$$

Also $Y_{2}^{*}(t) \hat{Z}_{1}(t)-Z_{2}^{*}(t) \hat{Y}_{1}(t)=K$ independent of $t$. Therefore

$$
\begin{aligned}
\hat{Z}_{1}(t) & =Y_{2}^{*-1}(t) Z_{2}^{*}(t) \hat{Y}_{1}(t)+Y_{2}^{*-1}(t) K \\
& =W_{2}(t) \hat{Y}_{1}(t)+Y_{2}^{*-1}(t) K
\end{aligned}
$$

and

$$
\begin{aligned}
N=0 & =\hat{Y}_{1}^{*}(t)\left[Y_{2}^{*}\right. \\
& \left.=\hat{Y}_{1}^{*}(t) Y_{2}^{*}(t)+W_{2}(t) \hat{Y}_{2}(t)\right)-K_{K_{2}^{*}}^{-1}(t) \hat{Y}_{2}^{*}(t) .
\end{aligned}
$$

But $Y_{2}^{-1}(t) \hat{Y}_{2}(t)=S_{2}(a, t)=\hat{Y}_{2}^{*}(t) Y_{2}^{*-I}(t)$ so $\hat{Y}_{1}(t)=\hat{Y}_{2}(t) K$ and

$$
\begin{aligned}
\hat{Z}_{1}(t) & =\hat{W}_{2}(t) \hat{Y}_{1}(t)+Y_{2}^{*-1}(t) K \\
& =\left(\hat{W}_{2}(t) \hat{Y}_{2}(t)+Y_{2}^{*-1}(t)\right) K \\
& =\hat{Z}_{2}(t) K .
\end{aligned}
$$

So except for post-multiplication by an arbitrary constant matrix
$\langle\hat{Y}, \hat{Z}\rangle$ is independent of the solution $W_{2}(t)$ chosen to construct it.

DEFINITION. We say a matrix $Y(t)$ has property $D(a, c]$ on an interval $(a, c]$ of $Y(c) \xi=i$ only when $Y(t) \xi=0$ for all $t$ in ( $a, c]$. In other words, the null space of $Y(t)$ is a non-expanding set.

COROLLARY 1. Suppose $[R]$ holds on $(a, b],\langle\hat{Y}(t), \hat{Z}(t)\rangle$ is the principal solution of (2) at a, and $\langle Y(t), Z(t)\rangle$ is another (non-degenerate) solution of (2). Let $W_{2}(t)$ be a solution of ( 1 ) existing on ( $a, b]$ and $\lambda$ be a scalar large enough that $W_{2}(b) \geq-\lambda I, \quad \hat{Z}(b)+\lambda \hat{Y}(b)$ and $Z(b)+\lambda Y(b)$ are invertible and $\hat{y}(b)(\hat{Z}(b)+\lambda \hat{Y}(b))^{-1} \geq 0, \quad Y(b)(Z(b)+\lambda y(b))^{-1} \geq 0$. Such $\lambda$ exist, by Lerma 3.

Then $Y(t)$ has property $D(a, c]$ for all $c$ in ( $a, b]$ iff

$$
\begin{equation*}
Y(b)(Z(b)+\lambda Y(b))^{-1} \geq \hat{Y}(b)(\hat{Z}(b)+\lambda \hat{Y}(b))^{-1} \geq 0 . \tag{17}
\end{equation*}
$$

In this case, $Y(t) \xi=0$ for $t \in(a, b]$ implies

$$
\hat{Y}(t)\{\hat{Z}(b)+\lambda \hat{Y}(b))^{-1}(Z(b)+\lambda Y(b)) \xi=0
$$

and

$$
\begin{gather*}
Y(b) \xi=\hat{Y}(b)(\hat{Z}(b)+\lambda \hat{Y}(b))^{-1}(Z(b)+\lambda Y(b)) \xi  \tag{18}\\
\text { so }\left(\hat{Z}^{*}(b) \quad Y(b)-\hat{Y}^{*}(b) Z(b)\right) \xi=0 \text {. So } Y(t) \text { is invertible in } \\
\text { (a, b] if } \\
Y(b)(Z(b)+\lambda Y(b))^{-1}>\hat{Y}(b)(\hat{Z}(b)+\lambda \hat{Y}(b))^{-1} \geq 0 \tag{19}
\end{gather*}
$$

or if $Y^{*}(b) \hat{Z}(b)-Z^{*}(b) \hat{Y}(b)$ is invertible, and

$$
\begin{equation*}
\hat{Y}^{*}(b) \hat{Z}(b)-\hat{Y}^{*}(b) Z(b) Y^{-1}(b) \hat{Y}(b) \geq 0 . \tag{20}
\end{equation*}
$$

The point of this last pair of conditions is that no particular $\lambda$ is used.

Proof. Let $W_{3}(t)$ be the solution of (1) with $W_{3}(b)=-\lambda I$, and $Y_{3}(t)$ the solution of $Y^{\prime}=\left(B(t)+C(t) W_{3}(t)\right) Y$ with $Y_{3}(b)=I$, and $Z_{3}(t)=W_{3}(t) Y_{3}(t)$. Then $W_{3}(t)$ exists on $(a, b]$
by Lemma 2 , and $\left\langle Y_{3}(t), Z_{3}(t)\right\rangle$ is a solution of (2).

Let

$$
N=Y_{3}^{*}(t) Z(t)-Z_{3}^{*}(t) Y(t)=Z(b)+\lambda Y(b)
$$

and

$$
\hat{N}=Y_{3}^{*}(t) \hat{Z}(t)-Z_{3}^{*}(t) \hat{Y}(t)=\hat{Z}(b)+\lambda \hat{Y}(b) .
$$

Let

$$
U(t)=Y_{3}^{-1}(t) Y(t) N^{-1}, \quad \hat{U}(t)=Y_{3}^{-1}(t) \hat{Y}(t) \hat{N}^{-1}
$$

Then

$$
\begin{aligned}
U^{\prime}(t) & =-Y_{3}^{-1}(t)\left(B(t)+C(t) W_{3}(t)\right) Y(t) N^{-1}+Y_{3}^{-1}(t)(B(t) Y(t)+C(t) Z(t)) N^{-1} \\
& =Y_{3}^{-1}(t) C(t) Y_{3}^{*}(t) .
\end{aligned}
$$

Similarly $\hat{U}^{\prime}(t)=Y_{3}^{-1}(t) C(t) Y_{3}^{\star}(t) ;$ and

$$
U(b)=Y(b)(Z(b)+\lambda Y(b))^{-1} \geq 0,
$$

and $\hat{U}(b) \geq 0$ also. From Theorem $1, \hat{U}(t) \geq 0$, and $\hat{U}(t) \rightarrow 0$ as $t \rightarrow a$. So if $U(b) \geq \hat{U}(b)$, then $U(t)=U(b)+\hat{U}(t)-\hat{U}(b) \geq 0$ in (a,b]. And if $U(c) \xi=0$ then $U(t) \xi=0$ for all $t \leq c$, since $U(t)$ is a non-decreasing non-negative function.

Conversely, suppose that $U(t)$ is not non-negative in ( $a, b]$. Then there is a maximum compact interval $[c, b]$ on which it is nonnegative. At $c$, there are say, $r$ positive eigenvalues of $U(t)$, and this is true in any small enough neighbourhood of $c$. So if negative eigenvalues of $U(t)$ appear in every left neighbourhood of $c$, the nullspace of $U(t)$, and hence of $Y(t)$, must diminish. So (17) is established, sínce, $Y(t)$ has property $D(a, c]$ iff $U(t)$. has it.

$$
\begin{aligned}
& \text { If } \hat{U}(t) \xi=0, \text { and } U(b) \geq \hat{U}(b) \text {, then } U(t) \xi=0 \text {, so } \\
&(U(b)-\hat{U}(b)) \xi=(U(t)-\hat{U}(t)) \xi=0 ; \text { that is, if } \xi=N n \text {, then } \\
& Y(t) \eta=0 \text { iff }(U(b)-\hat{U}(b)) \xi \\
&=\left(Y(b) N^{-1}-\hat{Y}(b) \hat{N}^{-1}\right) N \eta=0
\end{aligned}
$$

proving (18). So if $Y(b)-\hat{Y}(b) \hat{N}^{-1} N$ is invertible and non-negative $Y(t)$ must be invertible everywhere. And

$$
\begin{aligned}
Y(b)-\hat{Y}(b) \hat{N}^{-1} N & =\hat{N}^{*-1}\left(\hat{N}^{*} Y(b)-\hat{Y}^{*}(b) N\right) \text { since } \hat{Y}(b) \hat{N}^{-1} \text { is symmetric } \\
& =\hat{N}^{*-1}\left(\hat{Z}^{*}(b) Y(b)-\hat{Y}^{*}(b) Z(b)\right) .
\end{aligned}
$$

So $Y(t)$ is invertible if $\hat{Z}^{*}(b) Y(b)-\hat{Y}^{*}(b) Z(b)$ is invertible and $U(b) \geq \hat{U}(b)$ 。

But, using the same kind of procedure as in the proof of Lemmal, $U(b)-\hat{U}(b)=\left(\hat{N}^{*}\right)^{-1}\left(\hat{Y} *(b) N-\hat{N}^{*} Y(b)\right) Y^{-1}(b) \hat{Y}(b) \hat{N}^{-1}$

$$
+\left(N^{*}\right)^{-1}\left(\hat{Y}^{*}(b) N-\hat{N}^{*} Y(b)\right) Y^{-1}(b)\left(\hat{N}^{*}\right)^{-1}\left(N^{*} \hat{Y}(b)-Y^{*}(b) \hat{N}\right) \hat{N}^{-1}
$$

$$
\geq 0
$$

if both $N^{*} Y(b) \geq 0$, which is true if $\lambda$ is large, and if

$$
\left(\hat{Y}^{*}(b) N-\hat{N}^{*} Y(b)\right) Y(b)^{-1} \hat{Y}(b)=\hat{Y}^{*}(b) \hat{Z}(b)-\hat{Y}^{*}(b) Z(b) Y^{-1}(b) \hat{Y}(b) \geq 0
$$

proving (20). (19) is the statement that $U(b)>\hat{U}(b)$.

Digression on extended (infinite-valued) matrices
The result of Corollary $l$ is most naturally expressed in terms of extended (infinite-valued) matrices, with the aid of which the existence of a maximal solution can be re-asserted. If $A$ is a symmetric linear operator mapping its domain $T$ in $R^{n}$ into itself, it is said to represent an extended matrix on $R^{n}$, denoted $\{A\}$. The images under $\{A\}$ of points not in $T$ are not, defined, but could be assumed infinite, hence "infinite-valued".

For two such extended matrices we say $\{A\} \geq\{B\}$ if the domain of $\{B\}$ includes the domain of $\{A\}$ and for all vectors $\xi$ in the domain of $A,(\xi, B \xi) \geq(\xi, A \xi)$, or, alternatively, if the domain of $A$ includes the domain of $B$ and on the domain of $B$ the same inequality holds.

In particular, any symmetric matrix has an extended matrix
inverse. For if $S$ is a symmetric matrix with null-space $N$ and if $T$ is the orthogonal complement of $N$, then $S$ maps $T$ bijectively and linearly onto itself, and $N$ to zero. So $\left\{S^{-1}\right\}$ is the inverse mapping from $T$ to $T$.

Lemma 1 says that if $P$ and $Q$ are symmetric matrices, and $P \geq Q \geq 0$, then $\left\{Q^{-1}\right\} \geq\left\{P^{-1}\right\} \geq 0$.

So in the result of Corollary 1 , let $\hat{V}=\hat{Y}(b)(\hat{Z}(b)+\lambda \hat{Y}(b))^{-1}$, $V=Y(b)(z(b)+\lambda y(b))^{-1}$.

Let $\hat{N}, N$ be the null-spaces of $\hat{V}$ and $V$ respectively, and $\hat{T}$ and $T$ the complements of $\hat{N}$ and $N$.

Then if $\eta \in \hat{T}, \eta \neq 0$, there is a unique vector $\xi$ in $\hat{T}: \eta=\hat{V} \xi$. Then $\left(\hat{Z}^{*}(b)+\lambda \hat{Y} *(b)\right) \eta=\hat{Y}^{*}(b) \xi$ since $\hat{V}$ is symmetric, or $\hat{Z}^{*}(b) \eta=\hat{Y}^{*}(b)(\xi-\lambda \eta)$.

By Lemma 1 , there exists a vector $\zeta \in T: \eta=V \zeta$ and $\zeta$ is unique in $T$. And similarly $Z^{*}(b) \eta=Y^{*}(b)(\zeta-\lambda \eta)$. And again by Lemma $1, \quad \eta^{*}(\xi-\zeta) \geq 0$.

Let $\hat{W}$ be the mapping $\hat{W}: \eta \rightarrow \xi-\lambda \eta$. Then if $\eta \in \hat{T}$, $(\eta, \hat{W} \eta)=(\eta, \xi)-\lambda(\eta, \eta)=(\hat{W}, n)$ so $\hat{W}$ is a symmetric linear mapping of $\hat{T}$ onto itself; its domain is $\hat{T}$.

Let $W$ be the mapping $W: \eta \rightarrow \zeta-\lambda \eta$, mapping $\hat{T}$ onto a subspace of $T$. Then for all $\eta$ in $\hat{T}, \quad \eta *((\xi-\lambda \eta)-(\zeta-\lambda \eta)) \geq 0$ that is, $(n, \hat{W} n)-(n, W) \geq 0$. Therefore $\{\hat{W}\} \geq\{W\}$ and $\{\hat{W}\}$ is maximal.

A real symmetric matrix $B$ is a special case of an extended matrix, and if $\{A\}$ is an extended matrix with domain $T$, and on $T$ $(\xi, A \xi)>\xi^{*} B \xi$, then it can be said that $\{A\}>B$.

If in Corollary 1, we note that $\hat{T}$, the domain of $\{\hat{W}(b)\}$, is the range of $\hat{V}$, which is the range of $\hat{Y}(b)$, then the sufficient condition that a solution $W(t)$ of (1) exists on ( $a, b]$ is that $\{\hat{W}(b)\}>W(b)$. So the set of extended matrices $\{W\}$ for which $\{\hat{W}(b)\} \geq\{W\}$ is in a sense, the closure of the translated cone of initial values of solutions of (l) existing on ( $a, b]$.

Reid [10] has used a different approach to the problem of determining the principal solutions of (2) in the absence of the controllability condition [C] . In effect, in our approach whenever the inverse of a singular matrix is required, we first translate it, and deal with a different but still useful image after inversion.

Lemma 3 ensures that an appropriate translation can always be found.
Reid, in a somewhat similar situation, used Moore generalised inverses. In our extended matrix approach we make no use of the inverse of a singular matrix on its null-space; the Moore inverse, however, maps the null-space onto zero. This procedure clearly introduces a major discontinuity; for example the inverse of the scalar 0 is 0 , and $\left(0^{-1}+1\right)^{-1}=1$. If in our approach we had sought a value for $\left(0^{-1}+1\right)^{-1}$ we would have let $Y=0, Z=I$, so $0=Y Z^{-1}$, and $\left(O^{-1}+1\right)^{-1}=Y(Y+Z)^{-1}=0$.

There is a real difference in the results; for example, suppose in (2), $A(t) \equiv B(t) \equiv C(t) \equiv 0$ on ( 0,1$]$. According to Reid's results, any solution $\langle K, W K$ 〉 where $W$ is symmetric and $K$ invertible, is a principal solution, and no others. In our approach, any solution $\langle 0, K\rangle$, with $K$ invertible, is a principal solution, and no others. In this example the two sets of principal solutions are disjoint, and Reid's set is a much larger one, including almost all solutions. Ours is unique, except for post-multiplication by an invertible $n \times n$ matrix, and has the properties indicated in Theorem 1. It corresponds to the maximal "solution" $W=\infty$, of (1).

COROLLARY 2. If $[R]$ holds in $(a, b]$, and $\left\langle y_{a}, z_{\alpha}\right\rangle$ is the principal solution at $a$, then the null space of $y_{a}(t)$ is nonexpanding; that is, $D(a, c]$ holds if $a<c \leq b$.

Proof. This is a special case of (17) above.
COROLLARY 3. If $[a, b] \subseteq I$, then the principal solution $\langle\hat{Y}(t), \hat{Z}(t)\rangle$ of $(2)$ at $a$ exists, and $\hat{Y}(a)=0, \hat{Z}(a)$ is invertible. So $\hat{U}(a)=\hat{V}(a)=0$.

Proof. [ $R$ ] must hold in some non-empty interval $[a, c]$, so a principal solution does exist.

Let $W(t)$ be any solution of (1) with $W(a)=W$. Then by Theorem l,
$\lim \left\{\hat{Y}^{*}(t) \hat{Z}(t)-\hat{Y}^{*}(t) W(t) \hat{Y}(t)\right\}=\hat{Y}^{*}(\alpha) \hat{Z}(\alpha)-\hat{Y}^{*}(\alpha) W \hat{Y}(\alpha) \geq 0$
$t \rightarrow a$
for all $W$. Therefore $\hat{Y}(a)=0$.

If $\hat{Z}(a)$ is not. invertible, the solution $\langle\hat{Y}, \hat{Z}\rangle$ is degenerate.
COROLLARY 4. $[R] \Rightarrow[W D]$ on any intervat.
Proof. Suppose $[a, b] \subseteq J, J$ any interval on which $[R]$ holds, and $\left\langle Y_{a}, Z_{\alpha}\right\rangle$ is the solution of (2) with $Y_{a}(a)=0$, $Z_{a}(\alpha)=I$. Then $\left\langle Y_{a}, Z_{a}\right\rangle$ is a principal solution at $a$, and by Corollary 2, $D(a, b]$ holds, so $y_{a}(b) \xi=0$ only if $y_{a}(t) \xi=0$ on $(a, b]$. So a solution of (2a) has $y(a)=y(b)=0$ only if $y(t)=0$ on $[a, b]$, so $[W D]$ holds.

COROLLARY 5. If $[R]$ holds on $(a, b]$, then $\hat{Y}(b)$ is invertible iff $P(a, b]$ holds. Consequently $\hat{Y}(t)$ is invertible everywhere on ( $a, b]$ iff $M_{+}(a)$ holds. Then $\hat{W}(t)=\hat{Z}(t) \hat{Y}^{-1}(t)$ is a maximal solution of (1) on ( $a, b]$.

Proof. By Corollary 2, if $\hat{Y}(b) \xi=0$, then $y(t)=\hat{Y}(t) \xi=0$ on $(a, b], z(t)=\hat{z}(t) \xi$ is a solution of

$$
z^{\prime}=-B^{*}(t) z-A(t) y(t)=-B^{*}(t) z,
$$

so $P(a, b]$ fails.
Conversely, if $P(a, b]$ fails to hold, then there is a nontrivial solution $\langle 0 ; z(t)\rangle$ of (2a). Let $\left\langle Y_{1}(t), Z_{1}(t)\right\rangle$ be a solution of (2) with $Y_{1}(t)$ invertible on $(a, b]$ and $N=Y_{1}^{*}(b) \hat{Z}(b)-z_{1}^{*}(b) \hat{Y}(b)$ invertible. Then

$$
Y_{1}^{*}(t) z(t)=Z_{1}^{*}(t) y(t)+\xi_{1}=\xi_{1},
$$

where $\xi_{1}$ is constant. And $\hat{Y}^{*}(t) z(t)=\hat{\xi}$, another constant. So $\hat{\xi}=\hat{Y}^{*}(t)\left(Y_{1}^{*}(t)\right)^{-1} \xi_{1}$ and the right-hand side tends to zero, as $t \rightarrow a$ by Theorem 1. So $\hat{\xi}=0$. Therefore $\hat{Y}^{*}(t) z(t)=0$ and $\hat{Y}(t)$ is singular everywhere.

That $M_{+}(a) \Leftrightarrow \hat{Y}(t)$ invertible on. $(a, b]$ is an obvious consequence. Then if $W(t)$ is any solution existing on ( $a, b]$, by Theorem I,

$$
\hat{Y}^{*}(t) \hat{W}(t) \hat{Y}(t) \geq \hat{Y}^{*}(t) W(t) \hat{Y}(t) \text { on }(a, b]
$$

or $\hat{W}(t) \geq W(t)$.
Remark. The usual definition of a principal solution $\langle\hat{Y}(t), \hat{z}(t)\rangle$ (Hartman [2], Reid [4], Coppel [1]) requires that $\hat{Y}(t)$ be invertible and that

$$
\left\{\int_{c}^{b} \hat{Y}^{-1}(t) O(t) \hat{Y}^{-1}(t) d t\right\}^{-1} \rightarrow 0
$$

as $c \rightarrow a$. We have naturally used another definition because $\hat{Y}(t)$ in our approach need not be invertible. But it is of interest to see what has become of this property.

$$
\text { Let } W_{1}(t) \text { be a solution of ( } 1 \text { ) existing on }(a, b], Y_{1}(t)
$$

an invertible solution of $Y^{\prime}=\left(B(t)+C(t) W_{1}(t)\right) Y$, and $\left\langle Y_{2}(t), Z_{2}(t)\right\rangle$ a solution of (2) for which

$$
N=Z_{2}^{*}(t) Y_{1}(t)-Y_{2}^{*}(t) W_{1}(t) Y_{1}(t)
$$

is invertible. Let

$$
P(t)=\pi Y_{1}^{-1}(t) Y_{2}(t)=Z_{2}^{*}(t) Y_{2}(t)-Y_{2}^{*}(t) W_{1}(t) Y_{2}(t) .
$$

Then

$$
\begin{aligned}
& P^{\prime}(t)=-N Y_{1}^{-1}(t)\left(B(t)+C(t) W_{1}(t)\right) Y_{2}(t)+N Y_{1}^{-1}(t)\left(B(t) Y_{2}(t)+C(t) Z_{2}(t)\right) \\
&= N Y_{1}^{-1}(t) C(t) Y_{1}^{*}-1(t)\left(-Y_{1}^{*}(t) W_{1}(t) Y_{2}(t)+Y_{1}^{*}(t) Z_{2}(t)\right) \\
&= N Y_{1}^{-1}(t) C(t) Y_{1}^{*-1}(t) W^{*} . \\
& \text { If in addition } \quad Y_{2}(t) \text { is invertible } \\
& P^{\prime}(t)=N Y_{1}^{-1}(t) Y_{2}(t) Y_{2}^{-1}(t) C(t) Y_{2}^{*-1}(t) Y_{2}^{*}(t) Y_{1}^{*}(t) N^{*},
\end{aligned}
$$

$P(t)$ is symmetric, so

$$
P^{\prime}(t)=P(t) Y_{2}^{-1}(t) C(t) Y_{2}^{*-1}(t) P(t)
$$

or

$$
\left(P^{-1}(t)\right)^{\prime}=-Y_{2}^{-1}(t) c(t) Y_{2}^{*-1}(t) .
$$

Let

$$
S_{i}(t)=\int_{t}^{b} Y_{i}^{-1}(u) C(u) Y_{i}^{-1 *}(u) d u, \quad i=1,2 .
$$

Then

$$
P(b)-P(t)=N S_{1}(t) N^{*}
$$

and

$$
P^{-1}(t)=P^{-1}(b)+S_{2}(t) .
$$

Now suppose $\left(Y_{2}, Z_{2}\right)$ is a principal solution, with $Y_{2}(b)$ invertible. Then $S_{2}(t)$ exists near $Z$, and so do $P^{-1}(t), P^{-1}(b)$, and $P(b)>0, P(t) \geq 0$.

Then if $Y_{2}(t)$ is invertible for ali $t$ in ( $\left.a, b\right]$, from Theorem 1, $P(t) \rightarrow 0$ as $t \rightarrow a$, so $S_{2}(t) \rightarrow \infty$. If $Y_{2}(t)$ is not always invertible, we can still define $S_{2}(t)$ as an extended matrix, and it is still then true that $\left\{S_{2}(t)\right\} \rightarrow \infty$, that is, for any scalar $\alpha$, there exists $c:\left\{S_{2}(t)\right\} \geq \alpha I$ on $(a, c]$.

Remark. $M_{+}(a)$ is the strongest condition that we need for desirable properties of solutions of (1) on a single interval. If however we want to consider classes of intervals, conditions [C] and [D] can be useful. Also they have been used elsewhere, so we shall digress a little to consider their implications here.
a) $[D] \Rightarrow[C]$.

If $z(t)$ is a function such that $z^{\prime}(t)=B(t) a(t)$, $C(t) z(t) \equiv 0$ on $[a, b]$, then $\langle 0, z(t)\rangle$ is a solution of $y^{\prime}=B(t) y+C(t) z, \quad z^{\prime}=-A(t) y-B^{*}(t) z$,
with $y(a)=y(b)=0$. Consequently if [D] holds, $z(t) \equiv 0$, so [C] holds.
b) $[C]$ and $[W D][D]$.

If $\langle y(t), z(t)\rangle$ is a solution of (20) with $y(a)=y(b)=0$, and $[C]$ and $[W D]$ hold, then $y(t) \equiv 0$ on $[a, b]$. Then

$$
z^{\prime}(t)=-B^{*}(t) z(t), C(t) z(t)=y^{\prime}(t)-B(t) y(t) \cong 0 .
$$

Therefore $z(t) \equiv 0$ on $[a, b]$, so $[D]$ holds.
c) $[D]$ on ( $a, b]$ implies $[R]$ on $(a, b)$.

Proof. Let $\langle Y(t), Z(t)\rangle$ be the solution of (2) with $Y(b)=0$,
$Z(b)=I$. Then $Y(t)$ is invertible in $(a, b)$, otherwise if $Y(t) \xi=0$, then $Y(u) \xi=Z(u) \xi=0$ in $[t, b]$, so $\xi=0$.

So $W(t)=Z(t) Y^{-1}(t)$ exists in $(a, b)$.
Theorem 4 below strengthens this result.
d) On an open interval $[D] \Rightarrow[R]$.

Proof. If $[D]$ holds on an open interval ( $a, b$ ) it holds on all subintervals ( $a, c$ ]. From the previous result $c$ ), $[R]$ holds on ( $a, c$ ), and a principal solution at $a,\langle\hat{Y}(t), \hat{Z}(t)\rangle$ exists on $(a, c)$. And $[D] \Rightarrow[C] \Rightarrow M_{+}(a)$ so $\hat{Y}(t)$ is inventible on ( $\alpha, c$ ) , by Corollary 5.

Suppose $d$ is the least point in $(a, \vec{b})$ for which $\hat{Y}(d)$ is singular.

Then, from Corollary 2, [R] does not hold in ( $a, d]$. But [R] holds in ( $a, c$ ) if $a<a<b$. So there is no such point $d$, and so $\hat{Y}(t)$ is invertible everywhere in $(a, b)$. So $\hat{Z}(t) \hat{Y}^{-1}(t)$ exists and is a solution of (l) everywhere in $(a, b)$, so $[R]$ holds.
e) On a compact interval $[D] \Rightarrow[R]$.

This is the last statement about [ $D$ ] that was foreshadowed earlier. It is a special case of the next theorem, which is important because it relates weak disconjugacy directly with [ $R$ ] , and hence with the existence of a.principal solution. The following lemma is necessary for its proof.

Existence of Invertible Solutions inferred from Disconjugacy
LEMMA 4. Let $J=(a, c]$, or $[a, c]$. If there is a nondegenerate solution $\langle Y, Z\rangle$ of (2), where $Y(t)$ has a non-expanding nullspace on $J$, (so that $Y(t) \xi=0$ only if $Y(u) \xi=0$ for $u \leq t$ ) then $[R]$ holds on $J$.

Proof. Let

$$
\begin{equation*}
\Omega(t) \text { be a fundamental matrix of } y^{\prime}=B(t) y \text {, } \tag{21}
\end{equation*}
$$

and

$$
\begin{align*}
& \varphi(t)=-\int_{t}^{c} \Omega^{*}(u) A(u) \Omega(u) d u  \tag{22}\\
& D(t)=\Omega^{-1}(t) C(t) \Omega^{*-1}(t)  \tag{23}\\
& Y_{1}(t)=\Omega^{-1}(t) Y(t)  \tag{24}\\
& Z_{1}(t)=\Omega^{*}(t) Z(t)+\varphi(t) Y_{1}(t) . \tag{25}
\end{align*}
$$

Then $Z_{1}^{*}(t) Y_{1}(t)$ is symmetric and if $Y_{1}(t) \xi=Z_{1}(t) \xi=0$ then $Y(t) \xi=Z(t) \xi=0$, so $\xi=0$, for any $t$ in $J$, and so for $t=c$. Therefore by Lemma 3, there is a number $\lambda$ for which $Z_{1}(c)+\lambda Y_{1}(c)$ is invertible and $Y_{1}(c)\left(Z_{1}(c)+\lambda Y_{1}(c)\right)^{-1} \geq 0$.

Let

$$
\begin{aligned}
& Y_{c}(t)=Y_{1}(t)=\Omega^{-1}(t) Y(t), \\
& Z_{c}(t)=Z_{I}(t)+\lambda Y_{1}(t)=\Omega^{*}(t) Z(t)+(\varphi(t)+\lambda I) \Omega^{-1}(t) Y(t), \\
& \theta(t)=\varphi(t)+\lambda I .
\end{aligned}
$$

Then $\left\langle Y_{c}(t), Z_{c}(t)\right\rangle$ is a non-degenerate solution of the Hamiltonian system

$$
\begin{align*}
& Y_{c}^{\prime}(t)=-D(t) \theta(t) Y_{c}(t)+D(t) Z_{c}(t)  \tag{26}\\
& Z_{c}^{\prime}(t)=\theta^{*}(t) Y_{c}^{\prime}(t) \tag{27}
\end{align*}
$$

The nullspace of $Y_{c}(t)$ is the same as that of $Y(t)$; we denote it $N(t)$ and its dimension $d(t)$. Then $d(t)$ is a nonincreasing integer-valued function, which can change at no more than $n$ points $a<c_{h}<c_{h-1}<\ldots<c_{1}<c, h \leq n$. Let $T(t)$ be the orthogonal complement of $N(t)$ at each point.

Then $Z_{c}^{*}(c) Y_{c}(c) \geq 0$, and its nullspace is $N(c)$. Let

$$
\lambda(t)=\min _{\substack{ \\\xi \in T(t) \\|\xi|=1}} \xi_{c}^{*} Z_{c}^{*}(t) Y_{c}(t) \xi .
$$

Then $\lambda(c)>0$, and $\lambda(t)$ is continuous on $\left(c_{1}, c\right]$, since $T(t)$ does not change. Let $d$ be the greatest point in $\left(c_{1}, a\right]$ for which $\lambda(d)=0$, so $\lambda(t)>0$ in $(d, c]$. Then there is some $\xi \in T(c),|\xi|=1$, for which, $Z_{c}^{*}(d) Y_{c}(\dot{d}) \xi=0$.

If. $Z_{c}(d)$ is not invertible, there is a point $b$ in $[d, c)$ for which $Z_{c}(b)$ is singular, and $Z_{c}(t)$ is nonsingular in $(b, c]$.

$$
\begin{array}{r}
\text { Then } V(t)=Y_{c}(t) Z_{c}^{-1}(t) \text { is a solution of } \\
V^{\prime}=\left(V \theta^{*}(t)-I\right) D(t)(\theta(t) V-I) \geq 0 \tag{28}
\end{array}
$$

and $0 \leq V(t) \leq V(c)$ on $(b, c]$, since $V(c) \geq 0$ and the nullspace of $V(t)$ does not change on $(b, c]$. So $V(t)$ can be continued to b.

And $Z_{c}(t)$ is a solution of $Z_{c}^{\prime}=-\theta^{*}(t)[D(t)+D(t) \theta(t) V(t)] Z_{c}$ on $[b, c]$, with $Z_{c}(c)$ invertible, so $Z_{c}(b)$ is invertible. So no such $b$ exists, and $Z_{c}(d)$ is invertible. But $Z_{c}^{*}(d) Y_{c}(d) \xi=0$, so $Y_{c}(d) \xi=0$. Therefore, $\xi \in N(d)=N(c)$. But by assumption $\xi \in T(c)$ and $\xi \neq 0$. This is a contradiction, so there cannot be any such point $d$, and so $\lambda(t)>0$ on $\left(c_{1}, c\right]$. Therefore $Y_{c}^{*}(t) Z_{c}(t) \geq 0$ on $\left(c_{1}, c\right]$ so $Y_{c}^{*}\left(c_{1}\right) Z_{c}\left(c_{1}\right) \geq 0$. The above argument can be repeated, at most $n$ times, to show that on $\left(c_{2}, c_{1}\right],\left[c_{3}, c_{2}\right]$ etc, $Z(t)$ is invertible. Therefore, $V_{c}(t)=Y_{c}(t) Z_{c}^{-1}(t) \geq 0$ exists and is a non-negative solution of (28).

Let $V(t)$ be a solution of (28) with $V(c)>V_{c}(c)$. Then $V(t)$ exists on $J$, and $V(c) \geq V(t)>V_{c}(t) \geq 0$ on $J$. So $W(t)=\Omega^{*^{-1}}(t)\left[V^{-1}(t)-\theta(t)\right] \Omega^{-1}(t)$ exists and is differentiable on $J$, and can be verified to be a solution of (I).

THEOREM 2. on a compact interval $[a, b]$, $[W D] \Rightarrow[R]$.
Proof. Let $\left\langle Y_{0}, Z_{0}\right\rangle$ be the solution of (2) with $Y_{0}(a)=0$, $z_{0}(a)=I$. Then $Y_{0}(t)$ has a non-expanding nullspace on $[a, b]$, if [WD] applies. By Lemma 4, $[R]$ holds on $[a, b]$. QED

In Reid [14] an equivalent result is obtained by variational means (for example, Chapter VII, Theorem 5.1).

THEOREM 3. If $[W D]$ holds on ( $a, b]$ then for some $c$ in $(a, b],[R]$ holds in $(a, a]$; and $[W D]$ on $[b, a) \Rightarrow[R]$ on $[c, a)$ for some $c$ in $[b, a)$.

Proof. Let $\left\langle Y_{0}, Z_{0}\right\rangle$ be the solution of (2) with $Y_{0}(b)=0$, $Z_{0}(b)=I$. Then the nullspace of $Y_{0}(t)$ is non-contracting on ( $a, b]$, and so can only change finitely often, not more than $n$ times. Therefore there is an interval ( $a, c$ ] on which it is constant, with its minimum dimension. Being constant, it is nonexpanding also, so Lemma 4 applies, and $[R]$ holds on ( $a, c]$. QED

The second statement in the theorem can be deduced by a symmetry argument.

Theorem 3 indicates that a principal solution $\langle\hat{y}, \hat{z}\rangle$ at $a$ can be defined in an interval ( $a, b$ ] say, provided only that [WD] holds in some right neighbourhood of $a$. This observation allows an extension of Theorem 3 (see Theorem 4).

DEFINITION. A right conjugate point of a point $a$ is defined as the first point $b>a$ at which the nullspace of the principal solution $\left\langle\hat{Y}_{a}, \hat{z}_{a}\right\rangle$ at a expands. A left conjugate point is defined equivalently.

This definition, which differs from the usual one, applies also to end-points of open and half-open intervals, provided [WD] holds in an appropriate neighbourhood of the endpoint in question.

DEFINITION. Extended weak disconjugacy [EWD] holds for (2) on an interval $J$ if there are two (non-degenerate) solutions $\left\langle Y_{1}, Z_{1}\right\rangle$ and $\left\langle Y_{2}, Z_{2}\right\rangle$ of (2) for whioh the nullspaces of $Y_{1}(t)$ and $Y_{2}(t)$ are non-expanding and non-contracting sets respectively as $t$ increases on $J$.

This form of definition is adopted because it makes no use of concepts resulting from earlier theorems. However, the following equivalent version is more informative.

LEMMA 5. [EWD] holds on $J$ iff [WD] holds and any open endpoints of $J$ do not have conjugate points in $J$.

Proof: If the second statement holds, then the principal solutions associated with each endpoint exist by Theorem 3, and satisfy the requirements of the definition of [EWD].

Conversely, if [EWD] holds, then [ $R$ ] holds on any compact or half-open subinterval of $J$. So $[W D]$ holds on any compact subinterval, and therefore, from its definition, throughout $J$.

If $J$ is open at its left endpoint $a$, then for any $c$ in $J,[R]$ holds on $(\alpha, c]$, so the nullspace of $Y_{\alpha}(t)$, where $\left\langle y_{a}, Z_{\alpha}\right\rangle$ is the principal solution of (2) at $a$, is non-expanding. So no point $c$ in $J$ is conjugate to $a$. A similar argument applies at the right end-point, if it is open.

Remark. The definition of conjugate point above, strictly speaking, generalises only the concept of nearest conjugate point. This is enough for our needs. The extension of [WD] to [EWD] makes a real difference even in familiar cases. For example, the system $y^{\prime}=z, z^{\prime}=-y$ obeys. [WD] (that is, is disconjugate) on (0, $\pi$ ) or ( $0, \pi$ ] but not on $[0, \pi]$. It obeys [EWD] (and [R] ) on $(0, \pi)$ but not on $(0, \pi]$ or $[0, \pi]$, since $\pi$ is a conjugate point of 0 .

A conjugate point of an open end-point may not just be the limit of the conjugate points of points in the interval. For example, if the dimension $n=1, B(t)=0$ everywhere, $A(t)=C(t)=0$ if $t \geq 0, A(t)=C(t)=\frac{2}{1+t^{2}}$ if $t<0$ (the discontinuity at 0 does not matter), then no point in ( $-\infty, \infty$ ) has a conjugate point. But 0 is a conjugate point of $-\infty$. [WD] holds on $(-\infty, \infty)$, but [EWD] and [R] fail on ( $-\infty, 0$ ].

THEOREM 4. On any interval $J, \quad[R] \Longleftrightarrow[E W D]$.

Proof. If [ $R$ ] holds on $J$, then by Theorem $l$ and its Corollary 2, the two principal solutions at the left and right end points exist and have, respectively, non-increasing and non-decreasing null-spaces on $J$. So [EWD] holds on $J$.

Conversely, for compact and half-open intervals, $[E W D] \Rightarrow[R]$ from Lemma 4.

The case of an open interval ( $a, b$ ) is more difficult. Let $\left\langle Y_{a}(t), Z_{a}(t)\right\rangle,\left\langle Y_{b}(t), Z_{b}(t)\right\rangle$ be the principal solutions of (2) at $a$ and $b$ respectively. Then if [EWD] holds, the nullspaces of $Y_{a}(t), Y_{b}(t)$ are respectively non-expanding and non-contracting as $t$ increases. Since each nullspace can only change $n$ times, there is a point $c$ for which no changes in either nullspace occur in ( $a, c$ ].

We abbreviate $y_{\alpha}, Z_{a}$, for $Y_{a}(c), Z_{a}(c)$ etc. By Lemmas 2 and 3 , and knowing that $[R]$ holds on ( $a, c]$ and $[c, b$ ), a number $\lambda$ exists large enough so that all the following are true:
$z_{a}+\lambda y_{a}, z_{a}-\lambda y_{a}, z_{b}+\lambda y_{b}, z_{b}-\lambda y_{b}$ are all
invertible;
$Y_{a}\left(z_{a}+\lambda y_{a}\right)^{-1} \geq 0, \quad Y_{a}\left(z_{a}-\lambda Y_{a}\right)^{-1} \leq 0, \quad Y_{b}\left(z_{b}+\lambda Y_{b}\right)^{-1} \geq 0$,
$Y_{b}\left(z_{b}-\lambda y_{b}\right)^{-1} \leq 0$, and the solutions. $W_{1}(t), W_{2}(t)$ of (1) with
$W_{1}(c)=\lambda I, W_{2}(a)=-\lambda I$ exist on $[c, b),(a, a]$
respectively.
Let. $Y_{i}(t), i=1,2$ be the solutions of $Y^{\prime}=C(t) W_{i}(t) Y$
with $y_{i}(c)=I$. Then $Y_{i}(t)$ exists and is invertible on $[c, b)$ for $i=1$ and on $(a, a]$ if $i=2$, and if $Z_{i}(t)=W_{i}(t) Y_{i}(t)$ then $\left(Y_{i}(t), z_{i}(t)\right)$ are solutions of (2) for $i=1,2$.

Let $U_{b}=y_{b}\left(z_{b}+\lambda Y_{b}\right)^{-1} \geq 0, \quad U_{a}=y_{a}\left(z_{a}+\lambda Y_{a}\right)^{-1} \geq 0$. Then from Corollary 1 to Theorem 1 , since $Y_{b}(t)$ obeys $D(a, t]$ for $t$ in $(a, c], U_{b} \geq U_{a} \geq 0$.

Let $x_{i}, i=1 \ldots h$ be an orthonormal basis for the nullspace of $U_{b}$, and let $Q=\sum_{i=1}^{h} x_{i} x_{i}^{*}$. Then $U_{b} Q=U_{a} Q=0$, and $Q^{2}=Q$. If: $U_{b} x=0$, then $Q x=x$.

Let $S=\frac{1}{2}\left(U_{a}+U_{b}\right)$ and $U=S+r Q$ for some positive constant $r$. Let $(Y, Z)$ be the solution of (2) with $Y(c)=U$, $Z(c)=I-\lambda U$. Then $U>0$, so $Y(c)$ is invertible. We shall show that $Y(t)$ is invertible on $(a, b)$, proving $[R]$.

Suppose for $d$ in $[c, b), Y(d) \xi=0$, and $\xi \neq 0$. But

$$
Y_{b}^{*} Z_{b}-Y_{b}^{*} Z(c) Y^{-1}(c) Y_{b}=U_{b}-U_{b} U^{-1} U_{b}
$$

and $0<U \leq U_{b}+Q$, and $\left(U_{b}+Q\right)^{-1} U_{b}=I-Q$. So

$$
\begin{aligned}
U_{b}-U_{b} U^{-1} U_{b} & \leq U_{b}-U_{b}\left(U_{b}+Q\right)^{-1} U_{b} \text { from Lemma } 1 \\
& \leq 0
\end{aligned}
$$

since $U_{b} Q=0$. Therefore,

$$
Y_{b}^{*} Z_{b}-Y_{b}^{*} Z(c) Y^{-1}(c) Y_{b} \leq 0,
$$

so, applying a dual version of (18) in Corollary 1 ,

$$
\left(Y_{b}^{*} Z(c)-Z_{b}^{* Y(c)}\right) \xi=0
$$

that is, $\left(U_{b}-U\right) \xi=0$. Then from the definition of $U$, $U_{b} \xi=U_{a} \xi+2 r Q \xi$. Multiplying by $Q$ shows $Q \xi=0$, so $U_{b} \xi=U_{a} \xi$. Then

$$
\begin{aligned}
& Y_{a}(c) \xi=U_{a} \xi=Y_{b}(c) \xi \\
& Z_{a}(c) \xi=\left(I-\lambda U_{a}\right) \xi=z_{b}(c) \xi
\end{aligned}
$$

So $\left\langle Y_{a}(t) \xi, Z_{a}(t) \xi\right\rangle$ is the same solution of (2a) as
$\left\langle Y_{b}(t) \xi, Z_{b}(t) \xi\right\rangle$ and so $Y_{a}(d) \xi=0$. But $Y_{a}(t)$ has a nonexpanding nullspace, so $Y_{a}(c) \xi=U_{a} \xi=0$. Therefore, $U \xi=0$. But $U$ is invertible. So $Y(t)$ is invertible on $[c, b)$. The
proof for ( $a, c]$ is similar, and a little easier.

Tests for the existence and absence of disconjugacy
Condition [R] for the Riccati equation (l) is a sufficient condition for disconjugacy of (2) on any interval, and by Theorem 4 a necessary condition for [EWD]. So tests for the validity of [ $[R]$ will indicate almost all there is to know about whether (2) is disconjugate on some interval.
$C(t)$ is assumed non-negative. The function $\psi(t)$ of (6) above can be defined with any initial value at any point, and $R[\psi(t)] \geq 0$. So a necessary and sufficient condition for $[R]$ on some interval is the existence of a differentiable function $Q(t)$ with $R[Q(t)] \leq 0$ on the interval, from. Theorem 1 of Chapter 2.

Conversely, suppose on some open interval ( $a, b$ ) there is a differentiable function $P(t)$ with $R[P(t)] \geq 0, P(t) \rightarrow+\infty$ as $t \rightarrow a$, and $P(t)$ is not bounded below in ( $a, b$ ). Then $[R]$ cannot hold in $[a, b]$ obviously, since at some point $t$ near $a$, a solution $W(t)$ of (l) existing on $[a, b)$ has $W(t)<P(t)$, and less obviously, neither can $[R]$ hold in ( $a, b]$ nor $[a, b$ ). So [WD] certainly does not hold in $[a, b]$ either, by Theorem 2. For applications a restriction to compact intervals is unimportant, since if a system is not disconjugate on an interval, then it is not disconjugate on some compact sub-interval.

The main test of the first kind, sufficient for disconjugacy, is the comparison test. If a solution $W_{1}(t)$ of

$$
R_{1}\left[W_{1}\right]=W_{1}^{\prime}+A_{1}(t)+B_{1}^{*}(t) W_{1}+W_{1} B_{1}(t)+W_{1} C_{1}(t) W_{1} \leq 0
$$

exists on an interval $J$, and

$$
R_{2}[W]=W^{\prime}+A_{2}(t)+B_{2}^{*}(t) W+W B_{2}(t)+W C_{2}(t) W
$$

and

$$
\binom{A_{1}(t) B_{1}^{*}(t)}{B_{1}(t) C_{1}(t)} \geq\binom{ A_{2}(t) B_{2}^{*}(t)}{B_{2}(t) C_{2}(t)}
$$

on $J$, then

$$
\begin{aligned}
R_{2}\left[W_{1}(t)\right] & =W_{1}^{\prime}+\left[I W_{1}\right]\left[\begin{array}{l}
A_{2}(t) B_{2}^{*}(t) \\
B_{2}(t) C_{2}(t)
\end{array}\right]\left[\begin{array}{l}
I \\
W_{1}
\end{array}\right] \\
& \leq W_{1}^{\prime}+\left[I W_{1}\right]\left[\begin{array}{c}
A_{1}(t) B_{1}^{*}(t) \\
B_{1}(t) C_{1}(t)
\end{array}\right]\left[\begin{array}{l}
I \\
W_{1}
\end{array}\right] \\
& =R_{1}\left[W_{1}(t)\right] \leq 0
\end{aligned}
$$

on J. So [R] must hold on J.
A specially important case of an everywhere disconjugate system is one where $A(t) \leq 0$. Then $R[0]=A(t) \leq 0$, so [R] holds everywhere.

A number of tests of the second kind are indicated at the end of the next chapter, which considers a series of solutions of Riccatị inequalities. These solutions are bounds to solutions of the Riccati equation, and.although successive bounds are more complicated, they are also better approximations. If the bounds converge to a solution, then the series of tests for non-existence of solutions of $R[W]=0$ based on their behaviour is likely to be exhaustive.

Below, the most elementary of this series of tests is given. Despite its simplicity it seems to include as corollaries most explicit tests for oscillation so far produced.

THEOREM 5. If $a, b, c, d$ are four points for which $a \leq b \leq c \leq d, C(t) \geq 0$ on $[a, d], A(t) \geq 0$ on $[a, b],[c, d]$, then if $R[W]=W^{\prime}+A(t)+W C(t) W=0$ has a solution on $[\alpha, d]$ it is necessary that for some $e>0$, and so for all e sufficiently Zarge,

$$
\begin{equation*}
\left(e^{-1} I+\int_{a}^{b} C(u) d u\right)^{-1}-\int_{b}^{c} A(u) d u+\left(e^{-1} I+\int_{c}^{d} C(u) d u\right)^{-1}>0 \tag{29}
\end{equation*}
$$

Proof. Suppose $W(t)$ is a solution of $R[W]=0$ on $[a, d]$, and $e$ is sufficiently large so that

$$
e I>W(a), \quad-e I<W(d)
$$

Let

$$
U(t)=\left\{e^{-1} I+\int_{a}^{t} C(u) d u\right)^{-1}
$$

on $[a, b]$. Then

$$
\begin{aligned}
R[U(t)] & =-U(t) C(t) U(t)+A(t)+U(t) C(t) U(t) \\
& =A(t) \geq 0
\end{aligned}
$$

on $[a, b]$. $U(t)$ exists on $[a, b]$ and $U(a)=e I>W(a)$. So $U(t)>W(t)$ on $[a, b]$, by Theorem 1 of Chapter 2, and in particular, $U(b)>W(b)$.

Similarly

$$
W(t)>\left(-e^{-1} I-\int_{t}^{d} C(u) d u\right)^{-1}
$$

on $[c, d]$. Let

$$
U(t)=U(b)-\int_{b}^{t} A(u) d u
$$

on $[b, c]$. Then $R[U(t)]=U(t) C(t) U(t) \geq 0$ on $[b, c]$, $U(b)>W(b)$ so $U(t)>W(t)$ on $[b, c]$. Therefore,
$\left(e^{-1} I+\int_{a}^{b} C(u) d u\right\}^{-1}-\int_{b}^{c} A(u) d u=U(c)>W(c)$ $>\left(-e^{-I} I-\int_{c}^{d} C(u) d u\right)^{-1}$.

COROLLARY. Suppose $R[W]=0$ is defined and has a solution on $[a, g), d<g, A(t) \geq 0$ in $[c, g)$, and let

$$
K(e, d)=\lim _{f \rightarrow g}\left(e I+\int_{d}^{f} C(u) d u\right)^{-1}
$$

Let $e^{\prime}$ be another positive number, and $d^{\prime} \in[c, g)$. Then

$$
K(e, d)-K\left(e^{\prime}, d^{\prime}\right)=K(e, d)\left(\left(e^{\prime}-e\right) I+\int_{d}^{d^{\prime}} C(u) d u\right) K\left(e^{\prime}, d^{\prime}\right),
$$

and therefore both $K\left(e, d^{\prime}\right)$ and $K\left(e^{\prime}, d^{\prime}\right)$ have the same nullspace $N$. If $x \in N$, and $R[W]=0$ has a solution on $[a, g)$, then for some $e>0$,

$$
x^{*}\left(e I+\int_{a}^{b} C(u) d u\right)^{-1} x \geq x^{*} \int_{b}^{c} A(u) d u x,
$$

since in the application of Theorem 5, $d$ can be taken arbitramily close to $g$.

In particular if $N$ is the whole space, so $\int_{d}^{f} C(u) d u \rightarrow \infty$ as $f \rightarrow g$, then $\int_{b}^{a} A(u) d u \leq\left(e I+\int_{a}^{b} C(u) d u\right)^{-1}$ for e sufficiently small and positive.

This is a result due to Ahlbrandt [2].
Alternatively suppose $r$ eigenvalues of $\int_{d}^{f} C(u) d u \rightarrow \infty$ as $f \rightarrow g$, so $\operatorname{dim}(N)=r$, and. $s$ eigenvalues of $\int_{d}^{f} A(u) d u \rightarrow \infty$ as $f \rightarrow g$, and $r+s>n$. Then clearly $x^{*} \int_{b}^{c} A(u) d u x$ cannot be bounded as $c$ increases for all $x$ in $N$, so $R[W]=0$ cannot have a solution on $[a, g)$. This is a result due essentially to Tomastik [1].

Remark. If, in (29), $\int_{a}^{b} C(u) d u$ and $\int_{c}^{d} C(u) d u$ are invertible, then $e$ can be assumed arbitrarily large, and so omitted. Also the requirement that. $C(t) \geq 0$ on $[a, b]$ and $[c, d]$ can be considerably relaxed, since it is used here only to ensure the existence of $\left(e^{-1} I+\int_{a}^{t} C(u) d u\right)^{-1}$ on $[a, b]$.

Example of the application of Theorem 5. Consider the Hamiltonian system

$$
\begin{equation*}
y^{\prime}=z, \quad z^{\prime}=-y \tag{30}
\end{equation*}
$$

and the corresponding Riccati equation

$$
\begin{equation*}
w^{1}+1+w^{2}=0 \tag{31}
\end{equation*}
$$

for $t>0$. Let $a=0, b=1, c=3 \ldots$ Then

$$
\left(\int_{0}^{1} C(u) d u\right)^{-1}-\int_{1}^{3} A(u) d u=-1
$$

So (31) has no solution on $[a, d]$ if $\left(\int_{3}^{d} C(u) d u\right)^{-1}-1 \leq 0$, that is, if $d \geq 4$.

So if $(\hat{y}, \hat{z})$ is the solution of (30) with $\hat{y}(0)=0$, the next zero of $\hat{y}(t)$ occurs before $t=4$.

Remark on applications of Theorem 5. To use the theorem to establish the absence of disconjugacy on some interval, or more usually, to put an upper bound to the distance of the next conjugate point, at least three points $b, c, d$ have to be chosen successfully. The criterion for the choice is to ensure a rapid rate of descent of the upper bound function $U(t)$ for $t>a$. From an arbitrary point $h, U(t)$ can be defined in two ways (if both $A(t) \geq 0$ and $C(t) \geq 0$ for $t>h$ ) as follows:

$$
U(t)=U(h)-\int_{h}^{t} A(u) d u
$$

or

$$
U(t)=U(h)\left(I+\int_{h}^{t} C(u) d u U(h)\right)^{-1}
$$

In the first approach $U^{\prime}(h)=-A(h)$, and in the second

$$
U^{\prime}(h)=-U(h) C(h) U(h)
$$

So if $U(h)$ is close to zero, the first method of continuation will probably be more successful, and if $U(h)$ is bounded well away from zero, the second will be preferred.

In the above example the choice of continuation is optimal.

## Summary

All the results obtained so far have been for intervals open at the left-hand end. Results for intervals open at the right-hand end can be obtained either by analogous proofs, or deduced by mapping $t$
onto $-t$ and solutions $W(t)$ of (1) onto $-W(-t)$. However, to clarify what is happening, and also to conveniently summarise the rather scattered results of this chapter, we re-express the principal results below for right-hand open intervals.

LEMMA 2. If $W_{1}(t)$ is a solution of $R[W] \leq 0$ existing in some interval $[a, b)$, and $W_{2} \geq W_{1}(a)$, then the solution $W_{2}(t)$ of (1) with $W_{2}(a)=W_{2}$ exists on $[a, b)$ and $W_{2}(t) \geq W_{1}(t)$ on $[a, b)$.

THEOREM 1. Suppose (1) has a solution $W_{1}(t)$ existing on $[a, b)$. Then (2) has a principat solution $\langle\hat{Y}(t), \hat{Z}(t)\rangle$ in $[a, b)$ and for any solution $W(t)$ of (1) existing in $[a, b)$, $\hat{Y}^{*}(t) \hat{Z}(t)-\hat{Y}^{*}(t) W(t) \hat{Y}(t) \leq 0$.

If $\langle Y(t), Z(t)\rangle$ is a solution of (2) for which $Y(t)$ is invertible, and $N=\hat{Y}^{*}(t) Z(t)-\hat{Z}^{*}(t) Y(t)$, then $N Y^{-1}(t) \hat{Y}(t) \rightarrow 0$ as $t \rightarrow b$.

COROLLARY 1. Let $[R]$ hold on $[a, b)$ and $\langle Y, z\rangle$ be $a$ solution of (2). Then $Y(t)$ has a non-contracting nullspace iff, for all $\lambda$ large enough,

$$
Y(a)(Z(a)-\lambda Y(a))^{-1} \leq \hat{Y}(a)(\hat{Z}(a)-\lambda \hat{Y}(a))^{-1} \leq 0 .
$$

Then for $t \in[a, b), Y(t) \xi=0$ implies $\left(\hat{Z}^{*}(\alpha) Y(a)-\hat{Y}^{*}(\alpha) Z(a)\right) \xi=0$ and $\hat{Y}(t)(\hat{Z}(\alpha)-\lambda \hat{Y}(a))^{-1}(Z(\alpha)-\lambda Y(a)) \xi=0$.

So $Y(t)$ is invertible in $(a, b]$ if

$$
Y(\alpha)(Z(\alpha)-\lambda Y(\alpha))^{-1}<\hat{Y}(\alpha)(\hat{Z}(\alpha)-\lambda \hat{Y}(\alpha))^{-1} \leq 0
$$

or if $Y^{*}(a) \hat{Z}(a)-Z^{*}(a) \hat{Y}(\alpha)$ is invertible and

$$
\hat{Y}^{*}(\alpha) \hat{Z}(\alpha)-\hat{Y}^{*}(a) Z(a) Y^{-1}(\alpha) \hat{Y}(\alpha) \leq 0 .
$$

COROLLARY 2. $[R]$ on $[a, b)$ implies that the nullspace of $\hat{Y}(t)$ is a non-contracting set as $t$ increases on $[a, b)$.

COROLLARY 3. If $[a, b] \in I$, the principal solution $\langle\hat{Y}, \hat{Z}\rangle$ of (2) at: $b$ exists, and $\hat{Y}(b)=0$.

COROLLARY 4. $[R] \Rightarrow[W D]$ on any interval.

COROLLARY 5. If $[R]$ holds on $[a, b), \hat{Y}(a)$ is invertible iff $P[a, b)$ holds. Then a minimal solution, $\hat{W}(t)$ exists iff $[R]$ and $M_{-}(b)$ hozd.

THEOREM 2. On a compact interval $[W D] \Rightarrow[R]$.
THEOREM 3. If $[W D]$ holds on $[a, b)$ there is a sub-interval $[c, b)$ on which $[R]$ holds.

LEMMA 4. Let $J=[a, c]$ or $[a, c)$. If there is a nondegenerate solution ${ }^{14}(Y, 2)$ of (2) where $Y(t)$ has a non-contracting nullspace on $J$, then $[R]$ holds on $J$.

THEOREM 4. On any intervat $[R] \Leftrightarrow[E W D]$.
THEOREM 5 is unchanged.

## Appendix

In Chapter l, it was shown that differential inequalities can be seen as general consequences of the properties of cones in vector spaces. In Chapter 2, we showed that, taking this geometric approach, the Riccati equation had a unique status with respect to symmetric matrix ordering. And in Chapter 3, we have used special properties of the Riccati equation to demonstrate the existence of maximal and minimal solutions on intervals.

From a geometrical point of view, it would be surprising if spaces of dimension $\frac{z_{2}}{2} n(n+1)$, that is, the spaces of symmetric matrices, had some special property or significance. The arguments in Chapter 3 ought to have analogues in spaces of any finite dimension.

The Lorentz ordering of Example 3, Chapter 1 was shown to imply that a function

$$
\begin{equation*}
f(x)=a\{x, x\}-2 x\{a, x\}+\alpha x+\{S, x\}+b \tag{A1}
\end{equation*}
$$

is of type $K_{+}$and $K_{-}$, where $a, b$ are $n$-vectors, $\alpha$ a scalar and $S$ an $n \times n$ skew symmetric matrix, $\}$ the Lorentz product, and $\{S, x\}$ denotes the vector with components $\left\{s_{i}, x\right\}$, where $s_{i}$ are the columns of $S$.

It is of interest that, just as the Riccati equation is unique among matrix equations in being of type $K_{+}$and $K_{-}$, so (AI) is
unique in being of type $K_{+}$and $K_{-}$in Lorentz ordering, if $n \geq 3$. The proof uses essentially the same special case as does Theorem 2 of Chapter 2, namely the case when $n=3$, and extends to higher dimensions in much the same way.

Theorem 1 of this chapter shows that given one solution of the Riccati equation, all solutions can be generated in terms of solutions of a linear equation involving the known solution, and furthermore when generated in this way, one solution, which can be explicitly nominated, is maximal. For equations of the type

$$
\begin{align*}
x^{\prime}=f(t, & x) \\
& =a(t)\{x, x\}-2 x\{a(t) ; x\}+\alpha(t) x+\{S(t), x\}+b(t) \tag{A2}
\end{align*}
$$

derived from (Al) with all coefficients continuous, a similar argument to that of Theorem lapplies, as outlined below:

Let $y(t)$ be a solution of (A2) existing on an interval, and so transform (A2) by translation:

$$
\begin{align*}
& (x-y)^{\prime}=a\{(x-y),(x-y)\}-2(x-y)\{a, x-y\} \\
& \quad+2 a\{x-y, y\}-2(x-y)\{a, y\}-2 y\{a, x-y\}+\alpha(x-y)+\{S, x-y\}  \tag{A3}\\
& \quad=f_{y}(x-y) \tag{A4}
\end{align*}
$$

where the argument $t$ has been suppressed, and $f_{y}$ has the same form as $f$, but with no constant term. Denoting the coefficients of $f_{y}, a, S_{1}, \alpha_{1}$, and putting $u=x-y$, we have

$$
u^{\prime}=a\{u, u\}-2 u\{a, u\}+\left\{S_{1}, u\right\}+\alpha_{1} u .
$$

Now

$$
\begin{align*}
\frac{7}{2}\{u, u\}^{\prime} & =\left\{u, u u^{\prime}\right\} \\
& =-\{u, a\}\{u, u\}+\alpha_{1}\{u, u\} \text { since }\left\{u,\left\{S_{1}, u\right\}\right\}=0 \tag{A5}
\end{align*}
$$

and $\left(\{u, u\}^{-1}\right)^{\prime}=2\left(\{u, \alpha\}-\alpha_{1}\right)\{u, u\}^{-1}$. Therefore

$$
\begin{align*}
\left(u\{u, u\}^{-1}\right)^{\prime} & =\{u, u\}^{-1}\left(u^{1}+2\left(\{u, a\}-\alpha_{1}\right) u\right\} \\
& =a+\left\{S_{1}, u\{u, u\}^{-1}\right\}+\alpha_{1} u\{u, u\}^{-1} \tag{A6}
\end{align*}
$$

Let $v=u\{u, u\}^{-1}$, and $Y(t)$ be a fundamental matrix of the
linear equation

$$
\begin{equation*}
z^{\prime}=\left\{S_{1}(t), \dot{z}\right\}+\alpha(t) z \tag{A7}
\end{equation*}
$$

Then

$$
\begin{equation*}
v(t)=v\left(t_{0}\right)+Y(t) \int_{t_{0}}^{t} y^{-1}(u) a(u) d u . \tag{A8}
\end{equation*}
$$

And for each $u, w(t)=Y(t) Y^{-1}(u) a(u)$ is a solution of (A7) which is a special case of the type (A2) with $w(u)=\alpha(u)$, and $\boldsymbol{z}(t) \equiv 0$ is a solution of (A7). So if $a(u) \in C$, then $w(t) \in C$ by comparison with the solution $z(t) \equiv 0$, and if $a(u) \in C^{i}$, $w(t) \in C^{i}$, where $C^{i}$ is the interion of $C$. Then $v(t)$ is increasing if $a(u) \in C^{i}$ for all $u$, and the solution we would like to fulfil the role of principal solution on $(c, b]$ say is $\hat{v}(t)=Y(t) \int_{a}^{t} Y^{-1}(u) a(u) d u$. The proof that the indefinite integral exists is like that of Theorem 1 ; that is, there are solutions $v(t)$ of (A6) with $v(t) \geq 0$ on ( $c, b]$, and $v(t)$ is non-increasing, (if $a(t) \in C$ ) so $Y(b) \int_{t}^{b} Y^{-1}(u) a(u) d u \leq v(b)$ as $t \rightarrow c$, and so $Y(b) \int_{a}^{b} Y^{-1}(u) a(u) d u$ exists.

In this development, the vecton $s=u\{u, u\}^{-1}$ plays the role of an inverse, and then $s\{s, s\}^{-1}=u$. It can be verified that this "inversion" inverts ordering in $C$. So solutions of the first order equation (A6) correspond by simple transformations to solutions of (A2); in particular $\hat{v}(t)$ corresponds to a maximal solution on $(a, b]: \hat{x}(t)=y(t)+\hat{V}(t)\{\hat{V}(t), \hat{V}(t)\}^{-1}$. Verification that the solution is indeed maximal on ( $a, b]$ can be achieved by essentially the same method as in Theorem 1.

## Notes

The concept of conjugate points for systems originated in the Jacobi necessary condition in the calculus of variations (Morse [2],

Bliss [1], Radon [1]). The controllability [C] condition comes from. the normality condition of the calculus of variations.

In the scalar case, the significance of Riccati equations has long been recognised (Bocher [1], [2]). Principal solutions for systems are dealt with in Reid [4], [9], [14], Hartman [1], [2], and Coppel [3]. Reid and Coppel make extensive use of Riccati equations; Hartman used the reduced form that.appears in our Theorem 1. All these writers assume a condition equivalent to our $[C]$ when defining principal solutions although Reid [15] defines, and proves the existence of, a distinguished solution (that is, maximal or minimal) of (1) under conditions like our $M_{+}$and $M_{-}$, and under another condition of intermediate strength, which still gives an invertible principal solution.

The essential difference between our approach and previous approaches is that we concentrate first on the Riccati equation, for which the existence of a maximal or minimal solution, at least in some transformed domain, arises naturally without the need for any controllability or normality conditions, provided that there is at least one solution on the interval. Having regarded $[R]$ as the primary condition, we then relate $[R]$ to disconjugacy.

For the transformation to unitary matrices or method of polar co-ordinates, which completely avoids problems of existence of solutions, see Atkinson [1], or Lidskii [1], or Coppel [1]. In our context, if $\langle Y, Z\rangle$ is a solution of (2), and

$$
L(t)=(Z(t)+i Y(t)\}(Z(t)-i Y(t))^{-1}
$$

then $L(t)$ is a unitary matrix, existing everywhere, and

$$
\begin{aligned}
& 2 L^{\prime}+-i(L-I) A(t)(L-I)+(L+I) B(t)(L-I)+(L-I) B^{*}(t)(L+I) \\
&+i(L+I) C(t)(L+I)=0 .
\end{aligned}
$$

As mentioned earlier, in this approach, order relations between solutions are difficult to express; in fact, the simplest way is to transform back into a symmetric matrix domain; the nett result being equivalent to our translations and inversions.

A clear exposition of the properties of the matrix Riccati equation, including the unsymmetric equation, is given in Barnett's
recent book [1, Chapter 5], which also contains a useful chapter on generalized inverses. The paper of Levin [1] is also useful.

## CHAPTER 4

## CONTINUED FRACTION EXPANSIONS OF SOLUTIONS OF THE RICCATI EQUATION

## Introduction and summary

In this chapter we consider a solution of the Riccati equation

$$
\begin{equation*}
R[W]=W^{\prime}-A(t)+W C(t) W=0 \tag{1}
\end{equation*}
$$

with $w\left(t_{0}\right)=S_{0}$.
$A(t)$ and $C(t)$ are symmetric continuous $n \times n$ matrix functions, and are usually each considered to be either positive or negative definite, and defined for all $t$.

If a sequence $Z_{n}(t)$ is defined recursively by

$$
Z_{1}(t)=S_{0}+\int_{t_{0}}^{t} A(u) d u
$$


where

$$
B_{n}(t)= \begin{cases}A(t) & \text { if } n \text { is odd } \\ C(t) & \text { if } n \text { is even }\end{cases}
$$

then we define a continued fraction associated with $W(t)$ by

$$
\left(z_{1}^{-1}(t)+\left(z_{2}^{-1}(t)+\left(z_{3}^{-1}(t)+\cdots\right)^{-1}\right)^{-1}\right)^{-1}
$$

By this is meant, in effect, a sequence of convergents $T_{1}(t)=Z_{1}(t)$, $T_{2}(t)=\left(Z_{1}^{-1}(t)+Z_{2}(t)\right)^{-1}, \quad T_{3}(t)=\left(Z_{1}^{-1}(t)+\left(Z_{2}^{-1}(t)+Z_{3}(t)\right)^{-1}\right)^{-1}$ etc. Each convergent $T_{n}(t)$ satisfies a Riccati equation
$R\left\{T_{n}(t)\right\}=(-1)^{n_{K}} K_{n}(t)$, where $K_{n}(t)$, whose nature and existence is established in Theorem 1 , has a sign depending on $B_{n-1}(t)$, that is
alternatively on the sign of $A(t)$ and $C(t)$, if these are of fixed sign on $\left[t_{0}, t\right]$.

There is a digression in Lemma 4 to show that matrix continued fractions share with their scalar counterparts the property that their convergents can be expressed as the ratio of two linearly independent solutions of a second order linear recurrence relations. Otherwise Lemmas 2-6 are concerned with dettermining local behaviour near $t_{0}$ of the convergents $T_{n}(t)$ in relation to each other and to the solution $W(t)$ of (1). This is done firstly so the Riccati inequalities of Theorem 1 can be applied to show that the sequences $\left\{T_{2 n}(t)\right\}$ and $\left\{T_{2 n+1}(t)\right\}$ form a sequence of bounds to $W(t)$, (Theorem 2); whether the bounds are upper or lower depends on the sign of $A(t)$ and $C(t)$ respectively, but in any case they improve as $n$ increases (Theorem 4). The second reason for looking at local behaviour is that it shows that $\left\{T_{n}(t)\right\}$ is a sequence of rapidly improving approximants to $W(t)$; in fact

$$
W(t)-T_{n}(t)=o\left(\left|t-t_{0}\right|^{2 n-1}\right), \quad \text { (Theorem 3). }
$$

From the inverse equation $V^{\prime}=C(t)-V A(t) V$ another continued fraction can be derived. This is important because in this way bounds to the maximal (or minimal) solution of the previous chapter can be obtained. If those bounds fail to exist on an interval, then so does the principal* solution they approximate (Theorem 5). Therefore a pair of conjugate points exists on the interval, and the associated Hamiltonian system is not disconjugate. Many existing oscillation criteria are derivable as applications of this principle.

Unfortunately any proof that the continued fractions we derive in fact converge to a solution of (1) presents formidable difficulties, although it is easy enough in many applications. Often the continued fraction converges almost everywhere; for example

[^0]$$
\tan t=\frac{t}{1-\frac{t^{2}}{3-\frac{t^{2}}{5}}}
$$
converges for all. $t$ (real or complex) except $t=\frac{\pi}{2} \pm n \pi$.
The continued fraction expansion is important for disconjugacy theory because it offers a series of necessary conditions for disconjugacy expressed in terms of the coefficient functions. If the continued fraction does converge to the desired solution, then satisfaction of the series of necessary conditions is a sufficient condition.

Because so many terms and symbols are introduced, an index of definitions is appended to this chapter.

## The basic equation satisfied by the convergents

DEFINITIONS. Let $\left\{V_{n}(t)\right\},\left\{C_{n}(t)\right\}$ and $\left\{A_{n}(t)\right\}$ be sequences of symmetric continuous matrix functions defined, for $t \neq t_{0}$, by the relations

$$
C_{0}(t)=C(t), \quad A_{0}(t)=A(t), \quad V_{1}(t)=S_{0}+\int_{t_{0}}^{t} A(u) d u,
$$

where $S_{0}$ is a symmetrio matrix, and

$$
\left.\begin{array}{rl}
C_{n}(t) & =V_{n}^{-1}(t) A_{n-1}(t) V_{n}^{-1}(t),
\end{array}\right) \quad n=1,2, \ldots,
$$

The sequences can be assumed to terminate where any definition fails due to $V_{n}(t)$ failing to be invertible. However we shall usually assume $A(t)$ and $C(t)$ to each be of definite sign everywhere, and so, provided $V_{1}(t)$ is invertible on some interval including $t_{0}$ then all the other terms of all the sequences will
exist and be either positive definite or negative definite on the interval.

Whenever in what follows we assert that a matrix function, whose definition involves $V_{n}(t)$ for some $n$, exists, it will be understood that for $i=1 \ldots n-1, V_{i}(t)$ exists and is invertible.

The simplest way to see why there should be a continued fraction solution of (1) is as follows. Let $\left\{S_{n}(t)\right\}$ be another sequence of differentiable symmetric matrix functions, with $S_{0}(t)$ the solution $S(t)$ of (1) with $S\left(t_{0}\right)=S_{0}$, and

$$
S_{n}(t)=V_{n}(t) S_{n-1}^{-1}(t) V_{n}(t)-V_{n}(t)
$$

Then $S_{n}(t)$ satisfies $S_{n}^{\prime}(t)=A_{n}(t)-S_{n}(t) C_{n}(t) S_{n}(t)$. And near $t_{0}, V_{1}(t) \rightarrow S_{0}, V_{2}(t)=0\left(\left|t-t_{0}\right|\right)$, and if $S_{0}$ is invertible, $A_{2}(t)=0\left(\left|t-t_{0}\right|^{2}\right)$, etc. $A_{n}(t)$ becomes small as $n$ increases, and so does $S_{n}(t)$, at least near $t_{0}$.

By putting $S_{n}(t) \equiv 0$ for some $n$, and solving the $n$ equations defining $S_{n}(t)$ to recover the approximated value of $S_{0}(t)$, we generate a sequence $\left\{T_{n}(t)\right\}$ :

$$
\begin{aligned}
& T_{1}(t)=V_{1}(t) \\
& T_{2}(t)=V_{1}(t)\left(V_{1}(t)+V_{2}(t)\right)^{-1} V_{1}(t), \\
& \dot{T}_{3}(t)=V_{1}(t)\left(V_{1}(t)+V_{2}(t)\left(V_{2}(t)+V_{3}(t)\right)^{-1} V_{2}(t)\right)^{-1} V_{1}(t),
\end{aligned}
$$

etc. The somewhat neater formulation of the $\left\{T_{n}(t)\right\}$ given in the introduction will be arrived at later.

The next set of sequences are introduced for the rather extensive manipulations required to show that the $\left\{T_{n}(t)\right\}$ are solutions of a Riccati inequality (and equation) as in (9) below. Later (Lemma 7) we will be able to produce a neater and more natural version of (9).

DEFINITIONS. Let $\left\{X_{\left.n, r^{( }\right)}(t)\right\}$ be a double sequence of symmetric matrices defined for $r \leq n$, by

$$
\begin{align*}
X_{n, 0}(t) & =0, \\
X_{n, r+1}(t) & =V_{n-r}(t)\left(X_{n, r}(t)+V_{n-r}(t)\right)^{-1} V_{n-r}(t), \quad 0 \leq r \leq n . \tag{5}
\end{align*}
$$

Then $X_{n, n}(t)=T_{n}(t)$.
Let

$$
\begin{equation*}
H_{n, r}(t)=V_{r}(t)\left(X_{n, n-r}(t)+V_{p}(t)\right)^{-1}=X_{n, n-r+1}(t) V_{r}^{-1}(t) \tag{6}
\end{equation*}
$$

and Let $\dot{M}_{n, r}(t)=M_{n, r-1}(t) H_{n, r}(t), \quad M_{n, 0}(t)=I$, so

$$
\begin{equation*}
M_{n, p^{(t)}}(t)=H_{n, 1}(t) \ldots H_{n, p^{(t)}} \tag{7}
\end{equation*}
$$

Let
$K_{n, r}(t)=(-1)^{r} M_{n, r}(t) A_{r}(t) M_{n, r}^{*}(t)$,

$$
\begin{equation*}
r=0, \ldots, n, \quad K_{n, n+1}(t)=0 \tag{8}
\end{equation*}
$$

Again we assume that $\left\{X_{n, r^{\prime}}(u)\right\},\left\{H_{n, r^{(u)}}(u),\left\{M_{n, r}(u)\right\}\right.$ and $\left\{K_{n, r}(\mathcal{U})\right\}$ cease to be defined beyond any $n$ where their definition involves the inverse of a singular matrix.

All sequences are certainly well-defined for all $n$ if $A(t)$ and $C(t)$ are both positive definite (or both negative definite) on $\left[t_{0}, t\right]$, and $S_{0}$ non-negative (or, respectively, non-positive), since then $V_{r}(t)>0$ if $t>t_{0}$, and $X_{n, r}(t)>0$ for $r=1, \ldots, n, t>t_{0}$, and $X_{n, r}(t)+V_{n-r}(t)$ is always invertible.

THEOREM 1. If the sequences $\left\{X_{n, r}(t)\right\},\left\{H_{n, r}(t)\right\},\left\{M_{n, r}(t)\right\}$ and $\left\{K_{n, r}(t)\right\}$ are welt-defined, then

$$
\begin{equation*}
R\left\{I_{n}\right\}=-K_{n, n}(t), \quad t \neq t_{0} \tag{9}
\end{equation*}
$$

Proof. We omit the suffix $n$, and the argument $t$, for the time being. Now

$$
H_{n}=V_{n}\left(X_{n-n}+V_{n}\right)^{-1}=I
$$

and

$$
H_{r}=V_{r}\left(X_{n+1-(r+1)}+V_{p}\right)^{-1}=V_{r}\left(H_{r+1} V_{r+1}+V_{r}\right)^{-1} .
$$

So

$$
\begin{equation*}
H_{r} H_{r+1} V_{r+1}=\left(I-H_{r}\right) V_{r} \tag{10}
\end{equation*}
$$

And

$$
\begin{aligned}
\left(H_{r}-I\right) A_{r-1}\left(H_{r}^{*}-I\right) & =H_{r} H_{r+1} V_{r+1} V_{r}^{-1} A_{r-1} V_{r}^{-1} V_{r+1} H_{r+1}^{*} H_{r}^{*} \\
& =H_{r} H_{r+1} V_{r+1} A_{r} V_{r+1} H_{r+1}^{*} H_{r}^{*} \\
& =H_{r} H_{r+1} A_{r+1} H_{r+1}^{*} H_{r}^{*} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& M_{r-1}\left(I-H_{r}\right) A_{r-1}\left(I-H_{r}^{*}\right) M_{r-1}^{*}=M_{r-1} H_{r} H_{r+1} A_{r+1} H_{r+1}^{*} H_{r}^{*} M_{r-1}^{*} \\
& =M_{r+1} A_{r+1} M_{r+1}^{*}=(-1)^{r+1} K_{r+1} \text { if } 0 \leq r<n . \\
& \text { And } M_{n-1}\left(I-H_{n}\right) A_{n-1}\left(I-H_{n}^{*}\right) M_{n-1}^{*}=0=(-1)^{n+1} K_{n+1} \text { since } H_{n}=I . \\
& \text { Let } L_{r}=(-1)^{r_{M}} M_{r} X_{n-r}^{\prime} M_{r}^{*}, L_{n}=0 . \text { Then for } 1 \leq r \leq n, \\
& \begin{aligned}
& X_{n-r+1}^{\prime}= V_{r}^{\prime}\left(X_{n-r}+V_{r}\right)^{-1} V_{r}+V_{r}\left(X_{n-r}+V_{r}\right)^{-1} V_{r}^{\prime} \\
& \quad-V_{r}\left(X_{n-r}+V_{p}\right)^{-1}\left(X_{n-r}^{\prime}+V_{r}^{\prime}\right)\left(X_{n-r}+V_{r}\right)^{-1} V_{r} \\
&= H_{r} V_{r}^{\prime}+V_{r}^{\prime} H_{r}^{*}-H_{r} V_{r}^{\prime} H_{r}^{*}-H_{r} X_{n-r}^{\prime} H_{r}^{*} \\
&=-\left(H_{r}-I\right) V_{r}^{\prime}\left(H_{r}^{*}-I\right)+V_{r}^{\prime}-H_{r} X_{n-r}^{\prime} H_{r}^{*} .
\end{aligned}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
(-1)^{r-1} M_{r-1} X_{n-r+1}^{\prime} M_{r-1}^{*}=(-1)^{r_{1}} M_{r-1} & \left(H_{r}-I\right) A_{r-1}\left(H_{r}^{*}-I\right) M_{r-1}^{*} \\
& +(-1)^{r-1} M_{r-1} A_{r-1} M_{r-1}^{*}+(-1)^{r} M_{r} X_{n-r}^{\prime} M_{r}^{*}
\end{aligned}
$$

since $V_{r}^{\prime}=A_{r-1}$. Therefore, $L_{r-1}=K_{r-1}+(-1)^{r}(-1)^{r+1} K_{r+1}+L_{p}$. Therefore,

$$
\begin{aligned}
L_{0} & =\sum_{r=1}^{n}\left(L_{r-1}-L_{r}\right) \text { since } L_{n}=0 \\
& =\sum_{r=1}^{n}\left(K_{r-1}-K_{r+1}\right)=K_{0}+K_{1}-K_{n} \text { since } K_{n+1}=0 .
\end{aligned}
$$

But $L_{0}=X_{n}^{\prime}$ since $M_{0}=I$, and $K_{0}=A$,

$$
\begin{aligned}
K_{1}=-H_{1} A_{1} H_{1}^{*} & =-X_{n} V_{1}^{-1} V_{1} C V_{1} V_{1}^{-1} X_{n} \\
& =-X_{n} C X_{n} .
\end{aligned}
$$

So $R\left[X_{n}\right]=X_{n}^{\prime}-A+X_{n} C X_{n}=-K_{n}$.
On replacing the omitted suffices, and with $T_{n}(t)=X_{n, n}(t)$,

$$
\begin{equation*}
R\left[T_{n}\right]=-K_{n, n}(t) \tag{9}
\end{equation*}
$$

Note that $K_{n, n}(t)$ has the same sign as $A(t)$ if $n$ is even, or $-C(t)$ if $n$ is odd, assuming $A(t)$ or $C(t)$ respectively are sign definite.

Behaviour of convergents and associated functions near $t_{0}$
DEFINITIONS. Let

$$
Z_{n}(t)=\left\{\begin{array}{lllll}
V_{1}(t) V_{2}^{-1}(t) & \ldots & V_{n-1}^{-1}(t) V_{n}(t) V_{n-1}^{-1}(t) \ldots & V_{1}(t) & \text { if } n \text { is odd, } \\
V_{1}^{-1}(t) V_{2}(t) & \ldots & V_{n-1}^{-1}(t) V_{n}(t) \ldots V_{1}^{-1}(t) & \text { if } n \text { is even. }
\end{array}\right.
$$

Then it is easily verified that

$$
\begin{equation*}
V_{n}(t)=z_{1}(t) \ldots z_{n-1}(t) z_{n}(t) z_{n-1}(t) \ldots z_{1}(t) . \tag{12}
\end{equation*}
$$

Let

$$
B_{n}(t)= \begin{cases}A(t) & \text { if } n \text { is odd }  \tag{13}\\ C(t) & \text { if } n \text { is even }\end{cases}
$$

Until further notice $B_{n}(t)$ is assumed to be either positive or negative definite for all $t$ and each $n$.

Let

$$
v_{n}=\left\{\begin{array}{l}
+1 \text { if } B_{n}(t)>0,  \tag{14}\\
-1
\end{array} \text { if } B_{n}(t)<0, ~ \$\right.
$$

Let $\sigma(t)=\operatorname{sgn}\left(t-t_{0}\right)$.
Now

$$
A_{n}(t)=V_{n}(t) V_{n-1}^{-1}(t) A_{n-2}(t) V_{n-1}^{-1}(t) V_{n}(t)
$$

and

$$
A_{0}(t)=A(t), A_{1}(t)=V_{1}(t) C(t) V_{1}(t) \text {. So } \nu_{n} A_{n}(t)>0 \text { and }
$$

$$
\sigma(t) \nu_{n} V_{n}(t)=\int_{t_{0}}^{t} A_{n}(u) d u>0, n=2,3, \ldots \text { if } t \neq t_{0}
$$

Therefore, $\sigma(t) \nu_{n} Z_{n}(t)>0$ also, if $t \neq t_{0}$.
The sequence $\left\{z_{n}(t)\right\}$ is introduced partly to give a simpler expression for the continued fraction associated with a solution of (1), and partly because its behaviour near $t_{0}$ is more amenable to. investigation.

LEMMA 1. If $A, B$ are invertible, and $\left|A^{-1}\right||B|<1$, then

$$
\left|(A+B)^{-1}\right| \leq \frac{\left|A^{-1}\right|}{1-\left|A^{-1}\right||B|}
$$

Proof.

$$
\begin{aligned}
(A+B)^{-1} & =A^{-1}(A+B-B)(A+B)^{-1} \\
& =A^{-1}-A^{-1} B(A+B)^{-1}
\end{aligned}
$$

Therefore,

$$
\left|(A+B)^{-1}\right| \leq\left|A^{-1}\right|+\left|A^{-1}\right||B|\left|(A+B)^{-1}\right| .
$$

Therefore,

$$
\left|(A+B)^{-1}\right| \leq \frac{\left|A^{-1}\right|}{1-\left|A^{-1}\right||B|} .
$$

The next lemma is needed to deal with the difficult case arising when $S_{0}$ is singular, but not zero.

LEMMA 2. If $\left|t-t_{0}\right|$ is sufficiently small, and if on a range $J$ including $t_{0}$ in its interior, $0<\alpha I \leq A(t), C(t) \leq B I$, then

$$
\begin{aligned}
&-\frac{8 B I}{\alpha^{2}} \leq\left(t-t_{0}\right)\left(S_{0}+\int_{t_{0}}^{t} A(u) d u\right)^{-1} \leq \frac{8 B I}{\alpha^{2}}, t \neq t_{0} \\
& \text { Proof. If } S_{0} \geq 0, t>t_{0}, \text { then } \\
&\left(S_{0}+\int_{t_{0}}^{t} A(u) d u\right)^{-1} \leq\left(\int_{t_{0}}^{t} A(u) d u\right)^{-1} \\
& \leq \frac{I}{\alpha\left(t-t_{0}\right)} \leq \frac{8 \beta}{\alpha} \frac{I}{\alpha\left(t-t_{0}\right)}
\end{aligned}
$$

If $S_{0} \neq 0$, let $\lambda$ be its maximum negative eigenvalue. Suppose

$$
\left(t-t_{0}\right) \leq \min \left\{\frac{-\lambda}{2 \alpha}, \frac{-3 \lambda}{8\left(\beta-\frac{1}{2} \alpha\right)}\right\} .
$$

Then $S_{0}+\frac{z_{2}}{2} \alpha\left(t-t_{0}\right) I$ has no eigenvalues between $\frac{t_{2}}{2} \alpha\left(t-t_{0}\right)$ and $\frac{7}{2} \alpha\left(t-t_{0}\right)+\lambda$, and the latter value $\leq \lambda-\frac{\lambda}{4}=\frac{3}{4} \lambda<0$. Let $\varepsilon=\frac{t_{2}}{2} \alpha\left(t-t_{0}\right)$. Then $S_{0}+\varepsilon I$ is invertible, and

$$
\left(S_{0}+\varepsilon I\right)^{-1} \leq I \varepsilon^{-1}, \quad(S+I \varepsilon)^{-1} \geq I(\lambda+\varepsilon)^{-1} \geq \frac{4 \lambda^{-1}}{3} I
$$

Further,

$$
\int_{t_{0}}^{t} A(u) d u-\varepsilon I \geq \frac{1}{2} \alpha\left(t-t_{0}\right) I=\varepsilon I>0
$$

So

$$
\begin{aligned}
&\left(S_{0}+\int_{t_{0}}^{t} A(u) d u\right)^{-1}=\left(S_{0}+\varepsilon I\right)^{-1}\left(\left(S_{0}+\varepsilon I\right)^{-1}+\left(\int_{t_{0}}^{t} A(u) d u-\varepsilon I\right)^{-1}\right)^{-1} \\
& \times\left(\int_{t_{0}}^{t} A(u) d u-\varepsilon I\right)^{-1}
\end{aligned}
$$

And

$$
\begin{aligned}
\left(S_{0}+\varepsilon I\right)^{-1}+\left(\int_{t_{0}}^{t} A(u) d u-\varepsilon I\right)^{-1} & \geq \frac{4 \lambda^{-1}}{3} I+\left(\beta-\frac{3}{2} \alpha\right)^{-1}\left(t-t_{0}\right)^{-1} I \\
& =\left(\beta-\frac{3}{2} \alpha\right)^{-1}\left(t-t_{0}\right)^{-1} I\left(1+\left(\beta-\frac{1}{2} \alpha\right) \frac{4}{3 \lambda}\left(t-t_{0}\right)\right) \\
& \geq \frac{1}{2}\left(\beta-\frac{3}{2} \alpha\right)^{-1}\left(t-t_{0}\right)^{-1} I .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left|\left(S_{0}+\int_{t_{0}}^{t} A(u) d u\right)^{-1}\right| & \leq\left|\left(S_{0}+\varepsilon I\right)^{-1}\right|\left|\left(S_{0}+\varepsilon I\right)^{-1}+\left(\int_{t_{0}}^{t} A(u) d u-\varepsilon I\right)^{-1}\right| \\
& \times\left|\left(\int_{t_{0}}^{t} A(u) d u-\varepsilon I\right)^{-1}\right| \\
& \leq\left|\frac{z_{2} \alpha\left(t-t_{0}\right)}{}\right|^{-1} 2\left(\beta-\frac{1}{2} \alpha\right)\left|t-t_{0}\right|\left|\frac{1}{2} \alpha\left(t-t_{0}\right)\right|^{-1} \\
& =\frac{8\left(\beta-\frac{1}{2} \alpha\right)}{2}\left|t-t_{0}\right|^{-1} .
\end{aligned}
$$

Therefore,

$$
-\left|t-t_{0}\right|^{-1} \frac{8 \beta}{\alpha^{2}} I \leq\left(S_{0}+\int_{t_{0}}^{t} A(u) d u\right)^{-1} \leq\left|t-t_{0}\right|^{-1} \frac{8 \beta}{2} I
$$

LEMMA 3. There exist sequences $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ of bounds so that on some compact interval $J$ including $t_{0}$,

$$
\begin{gather*}
\left|Z_{n}(t)\right| \leq \beta_{n}\left|t-t_{0}\right|, \quad n=2 \ldots, \\
\left|\left(Z_{n}(t)\right)^{-1}\right| \leq \alpha_{n}\left|t-t_{0}\right|^{-1}, \quad n=2 \ldots, \tag{15}
\end{gather*}
$$

and $\left|Z_{1}(t)\right| \leq \beta_{1}, \quad\left|\left(Z_{1}(t)\right)^{-1}\right| \leq \alpha_{1}\left|t-t_{0}\right|^{-1}$.
Proof. Let $\alpha, \beta$ be bounds on $A(t), C(t)$ :
$0<\alpha I \leq{V_{n}} B_{n}(t) \leq \beta I$. Then

$$
Z_{1}(t)=S_{0}+\int_{t_{0}}^{t} A(u) d u
$$

is bounded on $J$. And $\left|z_{1}^{-1}(t)\right| \leq \alpha_{1}\left|t-t_{0}\right|^{-1}$ by Lemma 2, and

$$
\begin{aligned}
Z_{1}^{-1}(u) Z_{1}(t) & =\left(S_{0}+\int_{t_{0}}^{u} A(w) d w\right)^{-1}\left[S_{0}+\int_{t_{0}}^{t} A(w) d w\right) \\
& =I+Z_{1}^{-1}(u) \int_{u}^{t} A(w) d w .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\left|z_{1}^{-1}(u) z_{1}(t)\right| & \leq 1+\alpha_{1}\left|u-t_{0}\right|^{-1} \alpha|t-u| \\
& \leq 1+\alpha_{1} \alpha\left|u-t_{0}\right|^{-1}\left(\left|t-t_{0}\right|+\left|u-t_{0}\right|\right) \\
& =\gamma_{1}+\gamma_{2} \frac{\left|t-t_{0}\right|}{\left|u-t_{0}\right|} \text { for constants } \gamma_{1}, \gamma_{2} . \tag{16}
\end{align*}
$$

Suppose it is true that for $m=2 \ldots n-1$, the inequalities (15) hold, and $n>1$. Let

$$
\xi_{n-1}(u)=z_{n-1}(u) \ldots z_{1}(u) z_{1}^{-1}(t) \ldots z_{n-1}^{-1}(t) \xi
$$

for an arbitrary vector $\xi$.
Then

$$
\xi^{\star} Z_{n}(t) \xi=\xi^{\star} z_{n-1}^{-1}(t) \ldots z_{1}^{-1}(t) V_{n}(t) z_{1}^{-1}(t) \ldots z_{n-1}^{-1}(t) \xi .
$$

And

$$
\begin{aligned}
V_{n}(t) & =\int_{t_{0}}^{t} V_{n-1}(u) V_{n-2}^{-1}(u) \ldots V_{1}^{(-1)^{n}}(u) B_{n}(u) \ldots V_{n-1}(u) d u \\
& =\int_{t_{0}}^{t} z_{1}(u) \ldots z_{n-1}(u) B_{n}(u) z_{n-1}(u) \ldots z_{1}(u) d u .
\end{aligned}
$$

Therefore,

$$
\xi^{\star} Z(t) \xi=\int_{t_{0}}^{t} \xi_{n-1}^{*}(u) B_{n}(u) \xi_{n-1}(u) d u ;
$$

and

$$
\begin{aligned}
& \left|\xi_{n-1}(u)\right| \leq\left|z_{n-1}(u)\right| \ldots\left|z_{1}(u) z_{1}^{-1}(t)\right| \ldots\left|z_{n-1}^{-1}(t)\right||\xi| \\
& \leq \beta_{n-1} \alpha_{n-1} \cdots \beta_{2} \alpha_{2}\left|\frac{u-t_{0}}{t-t_{0}}\right|^{n-1}\left(\gamma_{1}+\gamma_{2} \left\lvert\, \frac{\left|u-t_{0}\right|}{\left|t-t_{0}\right|}\right.\right)|\xi| .
\end{aligned}
$$

So,

$$
\begin{aligned}
\left|\xi^{*} Z(t) \xi\right| & \leq\left.\left|\beta \int_{t_{0}}^{t}\right| \xi_{n-1}(u)\right|^{2} d u \mid \\
& \leq\left|\beta_{n-1} \alpha_{n-1} \ldots \beta_{2} \alpha_{2}\right|^{2} \beta|\xi|^{2}\left|\int_{t_{0}}^{t}\left(\gamma_{1}\left|\frac{u-t_{0}}{t-t_{0}}\right|^{n-1}+\gamma_{2}\left|\frac{u-t_{0}}{t-t_{0}}\right|^{n}\right)^{2} d u\right| \\
& \leq\left|\beta_{n-1} \cdots \alpha_{2}\right|^{2} \beta|\xi|^{2}\left|t-t_{0}\right|\left|\frac{\gamma_{1}^{2}}{2 n-1}+\frac{2 \gamma_{2} \gamma_{1}}{2 n}+\frac{\gamma_{2}^{2}}{2 n+1}\right| \\
& =\beta_{n}|\xi|^{2}\left|t-t_{0}\right| .
\end{aligned}
$$

And

$$
\xi=z_{n-1}(t) \ldots z_{1}(t) z_{1}^{-1}(u) \ldots z_{n-1}^{-1}(u) \xi_{n-1}(u)
$$

so

$$
\begin{aligned}
|\xi| & \leq\left|z_{n-1}(t)\right| \ldots\left|z_{1}(t) z_{1}^{-1}(u)\right| \cdots\left|z_{n-1}^{-1}(u)\right|\left|\xi_{n-1}(u)\right| \\
& =\left(\alpha_{n-1} \beta_{n-1} \cdots \alpha_{2} \beta_{2}\right)\left(\gamma_{1}+\gamma_{2} \frac{\left|t-t_{0}\right|}{\left|u-t_{0}\right|}\right)\left|\frac{t_{0}}{u-t_{0}}\right|^{n-1}\left|\xi_{n-1}(u)\right|
\end{aligned}
$$

and

$$
\gamma_{1}+\gamma_{2} \frac{\left|t-t_{0}\right|}{\left|u-t_{0}\right|} \geq \gamma_{3}\left|\frac{\dot{t}-t_{0}}{u-t_{0}}\right|
$$

if $\left|u-t_{0}\right| \leq\left|t-t_{0}\right|$, for some $\gamma_{3}>0$. Therefore,

$$
\left|\xi_{n-1}(u)\right| \geq\left(\alpha_{n-1} \ldots \beta_{2}\right)^{-1} \gamma_{3}-1\left|\frac{u-t_{0}}{t-t_{0}}\right||\xi|
$$

Therefore,

$$
\begin{aligned}
\nu_{n} \sigma(t) \xi^{*} Z(t) \xi & \geq \alpha \sigma(t) \int_{t_{0}}^{t}\left|\xi_{n-1}(u)\right|^{2} d u \\
& \geq \sigma(t)|\xi|^{2} \alpha_{n}^{-1}\left|t-t_{0}\right|
\end{aligned}
$$

where

$$
\alpha_{n}^{-1}=\left(\alpha_{n-1} \beta_{n-1} \cdots \alpha_{2} \beta_{2}\right)^{-2} \frac{\alpha}{2 n+1} \gamma_{3}^{-2} .
$$

But $\xi$ is arbitrary, so $|z(t)| \leq \beta_{n}\left|t-t_{0}\right|$ and

$$
v_{n} \sigma(t) Z(t) \geq \alpha_{n}^{-1}\left|t-t_{0}\right| I>0 .
$$

Therefore,

$$
0<\nu_{n} \sigma(t) z^{-1}(t) \leq \alpha_{n}\left|t-t_{0}\right|^{-1} I
$$

or $\left|z^{-1}(t)\right| \leq \alpha_{n}\left|t-t_{0}\right|^{-1}$.
Just as the convergents of ordinary continued fractions can be expressed as the ratio of two solutions of a second order linear recurrence relation, so can the convergents of a matrix continued fraction. Furthermore, the solutions of the recurrence relations have a direct role in the approximating Riccati equations (for example (9)) of which the convergents are solutions. The results in the following lemma are general facts true for symmetric matrix continued fractions.

LEMMA 4.

$$
\begin{equation*}
T_{n}(t)=F_{n}(t) G_{n}^{-1}(t) \text { for } n \geq 1 \text {, } \tag{17}
\end{equation*}
$$

where $F_{-1}(t)=I, F_{0}(t)=0, G_{-1}(t)=0, \quad G_{0}(t)=I$ and

$$
\begin{align*}
& F_{n}(t)=F_{n-1}(t) z_{n}^{-1}(t)+F_{n-2}(t), \\
& G_{n}(t)=G_{n-1}(t) z_{n}^{-1}(t)+G_{n-2}(t) ; \tag{18}
\end{align*}
$$

and

$$
\begin{equation*}
T_{n}(t)-T_{n-1}(t)=(-1)^{n-1}\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1} \tag{19}
\end{equation*}
$$

Proof.

$$
\begin{gathered}
\quad T_{n}(t)=\left(z_{1}^{-1}(t)+\left(z_{2}^{-1}(t)+\ldots+\left(z_{n-1}^{-1}(t)+Z_{n}(t)\right)^{-1}\right)^{-1} \ldots\right)^{-1} . \\
\text { Suppose } U_{n}(t)=T_{n}^{-1}(t)-Z_{1}^{-1}(t) \text {, so } T_{n}(t)=\left(z_{1}^{-1}(t)+U_{n}(t)\right)^{-1} .
\end{gathered}
$$

Then $U_{n}(t)$ is a continued fraction partial approximant also.
Suppose that all approximants of order less than $n$ can be formed by a second order recurrence relation, as in the hypothesis. Then $U_{n}(t)=P_{n-1}(t) Q_{n-1}^{-1}(t) \quad$ where

$$
\begin{aligned}
P_{m}(t) & =P_{m-1}(t) Z_{m+1}^{-1}(t)+P_{m-2}(t), \\
Q_{m}(t) & =Q_{m-1}(t) Z_{m+1}^{-1}(t)+Q_{m-2}(t) \text { for } m=1 \ldots n-1, \\
& P_{-1}(t)=Q_{0}(t)=I, \quad P_{0}(t)=Q_{-1}(t)=0 .
\end{aligned}
$$

And

$$
\begin{aligned}
P_{n-1}(t) Q_{n-1}^{-1}(t)=U_{n}(t) & =G_{n}(t) F_{n}^{-1}(t)-Z_{1}^{-1}(t) \\
& =\left(G_{n}(t)-Z_{1}^{-1}(t) F_{n}(t)\right) F_{n}^{-1}(t)
\end{aligned}
$$

so we can take

$$
\begin{aligned}
& P_{n-1}(t)=G_{n}(t)-Z_{1}^{-1}(t) F_{n}(t) \\
& Q_{n-1}(t)=F_{n}(t)
\end{aligned}
$$

Then

$$
\begin{aligned}
F_{n}(t)=Q_{n-1}(t) & =Q_{n-2}(t) Z_{n}^{-1}(t)+Q_{n-3}(t) \\
& =F_{n-1}(t) Z_{n}^{-1}(t)+F_{n-2}(t)
\end{aligned}
$$

And

$$
\begin{aligned}
G_{n}(t) & =P_{n-1}(t)+Z_{1}^{-1}(t) Q_{n-1}(t) \\
& =P_{n-2}(t) Z_{n}^{-1}(t)+P_{n-3}(t)+Z_{1}^{-1}(t)\left(Q_{n-2}(t) Z_{n}^{-1}(t)+Q_{n-3}(t)\right) \\
& =\left(P_{n-2}(t)+Z_{1}^{-1}(t) Q_{n-2}(t)\right) z_{n}^{-1}(t)+P_{n-3}(t)+z_{1}^{-1}(t) Q_{n-3}(t) \\
& =G_{n-1}(t) Z_{n}^{-1}(t)+G_{n-2}(t) .
\end{aligned}
$$

But the formula is easily verified when $n=1$, so by induction it is true for all $n$.

Then

$$
\begin{aligned}
F_{n}(t) G_{n-1}^{*}(t) & =F_{n-1}(t) Z_{n}^{-1}(t) G_{n-1}^{*}(t)+F_{n-2}(t) G_{n-1}^{*}(t) \\
& =F_{n-1}(t)\left(G_{n}^{*}(t)-G_{n-2}^{*}(t)\right)+F_{n-2}(t) G_{n-1}^{*}(t)
\end{aligned}
$$

If $H_{n}(t)=F_{n}(t) G_{n-1}^{*}(t)-F_{n-1}(t) G_{n}^{*}(t)$ then

$$
H_{n}(t)=-H_{n-1}(t)=\ldots=(-1)^{n_{1}} H_{0}(t)=(-1)^{n+1} I .
$$

Now

$$
G_{n}(t)^{-} G_{n-1}^{*}(t)=\dot{G}_{n-1}(t) z_{n}^{-1}(t) G_{n-1}^{*}(t)+G_{n-2}(t) G_{n-1}^{*}(t)
$$

So $G_{n}(t) G_{n-1}^{*}(t)$ is symmetric if $G_{n-1}(t) G_{n-2}^{*}(t)$ is symmetric. But $G_{0}(t) G_{-1}^{*}(t)=0$ is symmetric, and so $G_{n}(t) G_{n-1}^{*}(t)$ is symmetric for all $n$. Therefore,

$$
\begin{aligned}
F_{n}(t) G_{n}^{-1}(t) & -F_{n-1}(t) G_{n-1}^{-1}(t) \\
& =\left\{F_{n}(t) G_{n-1}^{*}(t)-F_{n-1}(t) G_{n-1}^{-1}(t) G_{n}(t) G_{n-1}^{*}(t)\right) G_{n-1}^{*-1}(t) G_{n}^{-1}(t) \\
& =\left(F_{n}(t) G_{n-1}^{*}(t)-F_{n-1}(t) G_{n-1}^{-1}(t) G_{n-1}(t) G_{n}^{*}(t)\right) G_{n-1}^{*-1}(t) G_{n}^{-1}(t) \\
& =(-1)^{n-1}\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1} .
\end{aligned}
$$

LEMMA 5. Suppose, as in Lerma 3, for each $n$ there exists a compact interval $J_{n}$, with $t_{0}$ an interior point, and bounds $\alpha_{n}, \beta_{n}$ for which

$$
\left.\begin{array}{l}
0<\alpha_{n}^{-1} I \leq \frac{\nu_{n} Z_{n}(t)}{t-t_{0}} \leq \beta_{n} I, n>1, t \in J_{n},  \tag{20}\\
\quad \text { and } 0<\alpha_{1}^{-1} I \leq \frac{\nu_{1} Z_{1}(t)}{t-t_{0}} \leq \frac{\beta I}{\left|t-t_{0}\right|} \text { on } J .
\end{array}\right\}
$$

Then there also exist intervals $J_{i, n}$, and bounds $\gamma_{n}, \delta_{n}, h_{n}, k_{n}$ for which

$$
\begin{equation*}
0<\gamma_{n} I \leq \nu_{n} G_{n-1}^{-1}(t) G_{n}(t)\left(t-t_{0}\right) \leq \delta_{n} I, \quad n=2, \tag{21}
\end{equation*}
$$

if $t \in J_{1, n}$, and
$0<h_{n} I \leq \nu_{n} Z_{1}(t) G_{n}(T) G_{n-1}^{*}(t) Z_{1}(t)\left(t-t_{0}\right)^{2 n-3} \leq k_{n} I, \quad t \in J_{1, n} ;$
and

$$
\begin{aligned}
\left|G_{n}(t)\right| & =o\left(\left|t-t_{0}\right|^{-n}\right), \\
\left|G_{n}^{-1}(t)\right| & =o\left(\left|t-t_{0}\right|^{n-1}\right), \\
\left|F_{n}(t)\right| & =o\left(\left|t-t_{0}\right|^{1-n}\right), \\
\left|F_{n}^{-1}(t)\right| & =o\left(\left|t-t_{0}\right|^{n-1}\right), \\
\left|z_{1}(t) G_{n}(t)\right| & =o\left(\left|t-t_{0}\right|^{1-n}\right)
\end{aligned}
$$

So

$$
\left.0<k_{n}^{-1} z_{1}^{2}(t) \leq(-1)^{n-1} \frac{\nu_{n}\left(T_{n}(t)-T\right.}{n-1}(t)\right), h_{n}^{-1} Z_{1}^{2}(t) \leq \alpha^{2} h_{n}^{-1} I
$$

on $J_{1, n}$ and

$$
0<a_{n} z_{1}^{2}(t) \leq(-1)^{n} \frac{\nu_{n-1}\left(T_{n}(t)-T T_{n-2}(t)\right)}{\left(t-t_{0}\right)^{2 n-5}} \leq b_{n} z_{1}^{2}(t) \leq \alpha^{2} b_{n}
$$

for some constants $a_{n}, b_{n}$.
Proof. Let $P_{n}(t)$ be a solution of

$$
P_{n}(t)=P_{n-1}(t) Z_{n}^{-1}(t)+P_{n-2}(t)
$$

with $P_{2}(t) P_{1}^{*}(t)$ symmetric, and $Q_{n}(t)=P_{n-1}^{-1}(t) P_{n}(t)$. Suppose on an interval $J_{1, n-1}, Q_{n-1}(t)$ exists and is symmetric, and there are constants $\gamma_{n-1}, \delta_{n-1}: 0<\gamma_{n-1} I \leq \nu_{n-1} Q_{n-1}(t)\left(t-t_{0}\right) \leq \delta_{n-1} I$. Then $Q_{n}(t)=Z_{n}^{-1}(t)+Q_{n-1}^{-1}(t)$ and

$$
\begin{aligned}
\left(t-t_{0}\right) v_{n} Q_{n}(t) & \geq \beta_{n}^{-1} I-I\left(t-t_{0}\right)^{2} \gamma_{n-1}^{-1} \\
& \geq \gamma_{n}^{I}
\end{aligned}
$$

on $J_{1 ' n}=t:\left|t-t_{0}\right|<\frac{\overline{Y_{n-1}}}{2 \beta_{n}}, J_{1, n} \subseteq J_{1, n-1}$ and $\gamma_{n}=\frac{1}{2 \beta_{n}}$. And

$$
\begin{aligned}
\left(t-t_{0}\right) \nu_{n} Q_{n}(t) & \leq \alpha_{n} I+I\left(t-t_{0}\right)^{2} \gamma_{n-1}^{-1} \\
& =\delta_{n} I
\end{aligned}
$$

on $J_{1, n}$, where $\delta_{n}=\alpha_{n}+\frac{1}{2 \beta_{n}}$. Suppose $P_{n}(t)=G_{n}(t)$. Then $P_{2}(t) P_{1}^{*}(t)=Z_{1}^{-1}(t)+Z_{1}^{-1}(t) Z_{2}^{-1}(t) Z_{1}^{-1}(t)$ is symmetric, and on $J_{1}$, $Q_{1}(t)=Z_{1}^{-1}(t), \quad Q_{2}(t)=Z_{1}(t)+Z_{2}^{-1}(t)$ so

$$
0<\gamma_{2} I \leq\left(t-t_{0}\right) \cup_{2} Q_{2}(t) \leq \delta_{2} I
$$

on $J_{1,2}$ where $J_{1,2}=t:\left|t-t_{0}\right| \leq \beta_{2}^{-1} \beta_{1}^{-1}, \quad \gamma_{2}=\beta_{2}-\beta_{1}$. $\delta_{2}=\alpha_{2}+\beta_{1} \cdot Q_{2}(t)$ exists and is symmetric; so $Q_{n}(t)$ exists and is symmetric and $0<\gamma_{n} I \leq\left(t-t_{0}\right) v_{n} Q_{n}(t) \leq \delta_{n} I$ on $J_{1, n}$, for all $n>2$. Then $G_{n}(t)=Z_{1}^{-1}(t) Q_{2}(t) \ldots Q_{n}(t)$ so $\left|G_{n}(t)\right|=O\left(\left|t-t_{0}\right|^{-n}\right)$ and $\left|Z_{1}(t) G_{n}(t)\right|=0\left(\left|t-t_{0}\right|^{1-n}\right)$. And $Z_{1}(t) G_{n}(t) G_{n-1}^{*}(t) Z_{1}(t)=Q_{2}(t) \ldots Q_{n}(t) \ldots Q_{2}(t)$; So $\left|Z_{1}(t) G_{n}(t) G_{n-1}^{*}(t) Z_{1}(t)\right| \leq k_{n}\left|t-t_{0}\right|^{3-2 n}$ on $J_{1, n}(t)$ for some constants $k_{n}=\delta_{2}^{2} \ldots \delta_{n-1}^{2} \delta_{n}$. And

$$
\left|\left(Z_{1}(t) G_{n}(t) G_{n-1}^{*}(t) Z_{1}(t)\right)^{-1}\right| \leq h_{n}^{-1}\left|t-t_{0}\right|^{2 n-3}
$$

On $J_{1, n}, \nu_{n} Q_{n}(t) \sigma(t)>0$. So

$$
\begin{equation*}
0 \leq h_{n} I \leq v_{n} 2_{1}(t) G_{n}(t) G_{n-1}^{*}(t) z_{1}(t)\left(t-t_{0}\right)^{2 n-3} \leq k_{n} I \tag{22}
\end{equation*}
$$

on $J_{1, n}$. Also $G_{n}^{-1}(t)=Q_{n}^{-1}(t) \ldots Q_{2}^{-1}(t) Z_{1}(t)$. So

$$
\begin{aligned}
\left|G_{2}^{-1}(t)\right| & \leq \gamma_{n}^{-1} \ldots \gamma_{2}^{-1} \beta_{1}\left|t-t_{0}\right|^{n-1} \text { on some interval } \\
& =o\left(\left|t-t_{0}\right|^{n-1}\right)
\end{aligned}
$$

If $Q_{n}(t)=F_{n-1}^{-1}(t) F_{n}(t)$, then $F_{n}(t)=Q_{2}(t) \ldots Q_{n}(t)$, since $F_{1}(t)=I$ and $Q_{2}(t)=Z_{2}^{-1}(t)$, so

$$
0<\gamma_{2} I=\beta_{2}^{-1} I \leq \nu_{2} Q_{2}(t)\left(t-t_{0}\right) \leq \alpha_{2} I=\delta_{2} I
$$

$$
\text { on } J_{1,2}=J_{2} \text {, so } 0 \leq \gamma_{n} I \leq \nu_{n} Q_{n}(t)\left(t-t_{0}\right) \leq \delta_{n} I \text { on } J_{1, n} \text {. So }
$$

$$
\left|F_{n}(t)\right|=o\left(\left|t-t_{0}\right|^{1-n}\right),\left|F_{n}^{-1}(t)\right|=o\left(\left|t-t_{0}\right|^{n-1}\right) \text {. Finally, from }
$$ (22),

$$
0<k_{n}^{-1} z_{1}^{2}(t) \leq v_{n}\left(t-t_{0}\right)^{3-2 n}\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1} \leq h_{n}^{-1} z_{1}^{2}(t) \leq \alpha h_{n}^{-1} I
$$

And $\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1}=(-1)^{n-1}\left(T_{n}(t)-T_{n-1}(t)\right)$. Then

$$
\begin{aligned}
& T_{n}(t)-T_{n-2}(t)=(-1)^{n}\left[\left(G_{n-1}(t) G_{n-2}^{*}(t)\right)^{-1}-\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1}\right], \text { so } \\
&(-1)^{n} v_{n} \sigma(t)\left(T_{n}(t)-T_{n-2}(t)\right) \geq\left(k_{n-1}^{-1}-k_{n}^{-1}\left|t-t_{0}\right|^{2}\right) z_{1}^{2}(t)\left|t-t_{0}\right|^{2 n-3} \\
& \geq a_{n} z_{1}^{2}(t)\left|t-t_{0}\right|^{2 n-3}
\end{aligned}
$$

if $\left|t-t_{0}\right|^{2}<\frac{k_{n}}{2 k_{n}-1}, \quad a_{n}=\frac{k_{n-1}}{2}$ and

$$
\begin{aligned}
(-1)^{n} v_{n} \sigma(t)\left(T_{n}(t)-T_{n-2}(t)\right) & \leq\left(h_{n-1}^{-1}+h_{n}^{-1}\left|t-t_{0}\right|^{2}\right) z_{1}^{2}(t)\left|t-t_{0}\right|^{2 n-3} \\
& \leq b_{n} z_{1}^{2}(t)\left|t-t_{0}\right|^{2 n-3}
\end{aligned}
$$

if $\left|t-t_{0}\right|^{2}<\left(b_{n}-h_{n-1}^{-1}\right) h_{n}$, which completes the proof.

The convergents $T_{n}(t)$ are at present undefined at $t_{0}$. To make use of Riccati inequalities, it is necessary to be sure that each function $T_{n}(t)$ is at least continuous at $t_{0}$. Defining $T_{n}\left(t_{0}\right)=S_{0}$ for all $n \geq 1$, we have

LEMMA 6. $T_{n}(t)$ is continuous at $t_{0}$ for all $n \geq 1$. And $R\left[T_{n}(t)\right]=0$ at $t_{0}$ if $n \geq 2$.

Proof. $T_{1}(t)=S_{0}+\int_{t_{0}}^{t} A(u) d u$, so $T_{1}\left(t_{0}\right)$ is continuous at $t_{0}$. If $n>1$,

$$
\begin{aligned}
\left|T_{n}(t)-T_{2}(t)\right| & \leq \sum_{i=2}^{n}\left|T_{i}(t)-T_{i-1}(t)\right| \\
& \leq \sum_{i=2}^{n} k_{i}\left|t-t_{0}\right|
\end{aligned}
$$

for some constants $k_{i}$. Therefore, $T_{n}(t) \rightarrow S_{0}$ as $t \rightarrow t_{0}$. $T_{2}(t)$
$=\left(Z_{1}^{-1}(t)+Z_{2}(t)\right)^{-1}=Z_{1}(t)\left(I+Z_{2}(t) Z_{1}(t)\right)^{-1}$
$=Z_{1}(t)-Z_{1}(t) z_{2}(t) z_{1}(t)\left(I+Z_{2}(t) z_{1}(t)\right)^{-1}$
$=Z_{1}(t)-Z_{1}(t) Z_{2}(t) Z_{1}(t)+Z_{1}(t) Z_{2}(t) Z_{1}(t) Z_{2}(t) Z_{1}(t)\left(I+Z_{2}(t) Z_{1}(t)\right)^{-1}$.
Therefore,

$$
\begin{aligned}
\left|T_{2}(t)-Z_{1}(t)+Z_{1}(t) Z_{2}(t) Z_{1}(t)\right| & =\left|T_{2}(t)-V_{1}(t)+V_{2}(t)\right| \\
& \leq\left|Z_{1}(t)\right|^{3}\left|Z_{2}(t)\right|^{2}\left(1-\left|Z_{2}(t)\right|\left|z_{1}(t)\right|\right)^{-1} \\
& \leq k\left|t-t_{0}\right|^{2}
\end{aligned}
$$

for some constant $K$. Furtheremore

$$
\begin{aligned}
z_{1}(t)=V_{1}(t) & =S_{0}+A\left(t_{0}\right)\left(t-t_{0}\right)+\int_{t_{0}}^{t}\left(A(u)-A\left(t_{0}\right)\right) d u \\
& =S_{0}+A\left(t_{0}\right)\left(t-t_{0}\right)+o\left(\left|t-t_{0}\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
Z_{1}(t) z_{2}(t) z_{1}(t)=V_{2}(t) & =\int_{t_{0}}^{t} V_{1}(u) C(u) V_{1}(u) d u \\
& =S_{0} C\left(t_{0}\right) S_{0}\left(t-t_{0}\right)+o\left(\left|t-t_{0}\right|\right) .
\end{aligned}
$$

Therefore,

$$
\left|\frac{T_{2}(t)-S_{0}}{t-t_{0}}-A\left(t_{0}\right)+S_{0} C\left(t_{0}\right) S_{0}\right| \rightarrow 0
$$

as $t \rightarrow t_{0}$, that is,

$$
T_{2}^{\prime}\left(t_{0}\right)=A\left(t_{0}\right)-S_{0} C\left(t_{0}\right) S_{0} .
$$

And

$$
\begin{aligned}
\left|T_{n}(t)-T_{2}(t)\right| & \leq \sum_{i=3}^{n}\left|T_{i}(t)-T_{i-1}(t)\right| \\
& \leq k\left|t-t_{0}\right|^{3}
\end{aligned}
$$

for some constant $k$. Therefore,

$$
\begin{aligned}
\left|\frac{T_{n}(t)-S_{0}}{t-t_{0}}-T_{2}\left(t_{0}\right)\right| & \leq\left|\frac{T_{2}(t)-S_{0}}{t-t_{0}}-T_{2}^{\prime}\left(t_{0}\right)\right|+k\left(t-t_{0}\right)^{2} \\
& \rightarrow 0 \text { as } t \rightarrow t_{0} .
\end{aligned}
$$

Therefore, $T_{n}^{\prime}\left(t_{0}\right)=T_{2}^{\prime}\left(t_{0}\right), n \geq 2$, and

$$
R\left[T_{n}\left(t_{0}\right)\right]=T_{n}^{\prime}\left(t_{0}\right)-A\left(t_{0}\right)+T_{n}\left(t_{0}\right) C\left(t_{0}\right) T_{n}\left(t_{0}\right)=0
$$

The convergents as bounds to solutions
THEOREM 2. If $S(t)$ is the solution of (1) with $S\left(t_{0}\right)=S_{0}$, and $T_{n}(t), S(t)$ exist on $\left[t_{0}, t\right]$, or $\left[t, t_{0}\right]$, then

$$
\begin{equation*}
\sigma(t) \nu_{n-1}(-1)^{n}\left(S(t)-T_{n}(t)\right) \geq 0 \tag{25}
\end{equation*}
$$

Proof. By Lemma 6, if $n>1, R\left[T_{n}\left(t_{0}\right)\right]=0$. By Theorem 1 , if $t>t_{0}, R\left[T_{n}(t)\right]=-K_{n, n}(t)$ and $(-1)^{n} \nu_{n-1} K_{n, n}(t)>0$ if $t \neq t_{0}$. Therefore,

$$
(-1)^{n} v_{n-1} R\left[T_{n}(t)\right] \leq 0, \quad T_{n}\left(t_{0}\right)=S\left(t_{0}\right)
$$

and by application of Theorem 1 of Chapter 2 on inequalities,

$$
\sigma(t)(-1)^{n} v_{n-1}\left(S(t)-T_{n}(t)\right) \geq 0
$$

Finally,

$$
S(t)-T_{1}(t)=-\int_{t_{0}}^{t} T_{1}(u) C(u) T_{1}(u) d u
$$

so $-v_{0} \sigma(t)\left(S(t)-T_{1}(t)\right) \geq 0$.

The rather cumbersome definitions involved in the expression of Theorem (l) can be restated in terms of the elements of the solution of the recurrence relations (14) with a gain in simplicity and results about the relationships of the approximants $\left\{T_{n}(t)\right\}$ to each other.

LEMMA 7. Where $K_{n, n}(t)$ is defined
$K_{n, n}(t)=(-1)^{n}\left(T_{n}(t) G_{n-1}(t)-F_{n-1}(t)\right) B_{n-1}(t)\left\{G_{n-1}^{*}(t) T_{n}(t)-F_{n-1}^{*}(t)\right)$
where $B_{n}(t)$ has been defined in (6) as altematively $A(t)$ and $C(t)$.

Proof. By definition (8),

$$
K_{n, n}(t)=(-1)^{n} M_{n, n}(t) A_{n}(t) M_{n, n}^{*}(t)
$$

If $n$ is even,
$K_{n, n}(t)=M_{n, n}(t) V_{n}(t) V_{n-1}^{-1}(t) \ldots V_{1}^{-1}(t) B_{n-1}(t) V_{1}^{-1}(t) \ldots V_{n}(t) M_{n, n}^{*}(t)$
and if $n$ is odd,

$$
K_{n, n}(t)=-M_{n, n}(t) V_{n}(t) \ldots V_{1}(t) B_{n-1}(t) V_{1}(t) \ldots M_{n, n}^{*}(t)
$$

Let

$$
J_{n, r}(t)=(-1)^{r} M_{n, r}(t) V_{r}(t) V_{r-1}^{-1}(t) \ldots V_{1}^{(-1)^{r-1}}(t)
$$

Now $M_{n, r^{(t)}}=H_{n, 1}(t) \cdots H_{n, r}(t)$ and

$$
\begin{equation*}
H_{n, r}(t) H_{n, r+1}(t) V_{r+1}(t)=\left(I-H_{n, r}(t)\right) V_{r}(t) . \tag{10}
\end{equation*}
$$

So

$$
M_{n, r+1}(t)=\left(M_{n, r-1}(t)-M_{n, r}(t)\right) V_{r}(t) V_{r+1}^{-1}(t)
$$

and

$$
J_{n, r+1}(t)=J_{n, r-1}(t)+M_{n, r}(t) V_{r-1}(t) V_{r-2}^{-1}(t) \ldots V_{1}^{(-1)^{r}}(t)
$$

But

$$
Z_{r}(t)=V_{1}^{(-1)^{r-1}} \ldots V_{r-1}^{-1}(t) V_{r}(t) V_{r-1}^{-1}(t) \ldots V_{1}^{(-1)^{r-1}}(t)
$$

so

$$
J_{n, r}(t)=M_{n, r}(t) V_{r-1}(t) \ldots V_{1}^{(-1)^{r}}(t) Z_{p}(t)
$$

and

$$
J_{n, r+1}(t)=J_{n, r-1}(t)+J_{n, r}(t) Z_{r}^{-1}(t)
$$

So, in the suffix $r, J_{n, r+1}(t)$ is a solution of the second order linear difference equation (14).

But $F_{r}(t), G_{r}(t)$ are also linearly independent solutions, and

$$
\begin{aligned}
J_{n, 1}(t) & =-H_{n, 1}(t) V_{1}(t)=-T_{n}(t) \\
& =-T_{n}(t) G_{0}(t)+F_{0}(t) ; \\
J_{n, 2}(t) & =H_{n, 1}(t) H_{n, 2}(t) V_{2}(t) V_{1}^{-1}(t) \\
& =I-H_{n, 1}(t) \text { from }(10) \\
& =I-T_{n}(t) V_{1}^{-1}(t) \\
& =F_{1}(t)-T_{n}(t) G_{1}(t) .
\end{aligned}
$$

 $J_{n, n}(t)=F_{n-1}(t)-T_{n}(t) G_{n-1}(t) \cdot$ But

$$
K_{n, n}(t)=J_{n, n}(t) B_{n-1}(t) J_{n, n}^{*}(t)(-1)^{n}
$$

so (26) is established.

## The convergents as approximants to solutions

The simplification introduced by Lemma 7 allows an estimate for the difference between a solution $S(t)$ of (l) and its bounds $T_{n}(t)$. The bounds are a good approximation near the point $t_{0}$ about which the expansion is made.

THEOREM 3. Suppose on some compact interval $J$ containing $t_{0}$, that $S(t)$ exists and $G_{n}(t)$ is invertible, so $T_{n}(t)$ exists. Then there exist constants $a, b$ for whioh

$$
0<a z_{1}^{2}(t) \leq(-1)^{n} \nu_{n-1} \frac{\left(S(t)-T_{n}(t)\right)}{\left(t-t_{0}\right)^{2 n-1}} \leq b z_{1}^{2}(t)
$$

on $J$. Since $Z_{1}(t)$ is bounded, $S(t)-T_{n}(t)=O\left(t-t_{0}\right)^{2 n-1}$.
Proof.

$$
\begin{aligned}
T_{n}(t) G_{n-1}(t)-F_{n-1}(t) & =G_{n}^{*-1}(t)\left(F_{n}^{*}(t) G_{n-1}(t)-G_{n}^{*}(t) F_{n-1}(t)\right) \\
& =(-1)^{n-1} G_{n}^{*-1}(t)
\end{aligned}
$$

from Lemma 4. So $K_{n, n}(t)=(-1)^{n} G_{n}^{*-1}(t) B_{n}(t) G_{n}^{-1}(t)$. From (1) and (9),

$$
\begin{aligned}
&\left(S(t)-T_{n}(t)\right)^{\prime}=\frac{1}{2}\left(S(t)-T_{n}(t)\right) C(t)\left(S(t)+T_{n}(t)\right) \\
&+\frac{t_{2}}{2}\left(S(t)+T_{n}(t)\right) C(t)\left(S(t)-T_{n}(t)\right)+K_{n, n}(t) .
\end{aligned}
$$

Let $\theta(t)$ be a fundamental matrix of $\theta^{\prime}=-\frac{3}{2} C(t)\left(S(t)+T_{n}(t)\right) \theta$. Then
$S(t)-T_{n}(t)=(-1)^{n} \theta^{*-1}(t) \int_{t_{0}}^{t} \theta *(u) G_{n}^{*-1}(u) B_{n}(u) G_{n}^{-1}(u) \theta(u) d u \theta^{-1}(t)$.
But $\theta(u), \theta^{-1}(t)$ and $B_{n}(u)$ are bounded on $J$, by $\gamma I$, say. Then

$$
\left|S(t)-T_{n}(t)\right| \leq\left.\gamma\left|\int_{t_{0}}^{t \cdots}\right| G_{n}^{-1}(u)\right|^{2} d u\left|\leq \gamma_{1}\right| t-\left.t_{0}\right|^{2 n-1}
$$

from Lemma 5 , since $\left|G_{n}^{-1}(u)\right|=O\left(\left|u-t_{0}\right|^{n-1}\right)$. But

$$
\begin{aligned}
S(t)-T_{n}(t) & =S(t)-T_{n+2}(t)+T_{n+2}(t)-T_{n}(t) \text { near } t_{0} \\
& =T_{n+2}(t)-T_{n}(t)+0\left(\left|t-t_{0}\right|^{2 n+3}\right) .
\end{aligned}
$$

So by Lemma 5,

$$
0 \leq a z_{1}^{2}(t) \leq v_{n-1}(-1)^{n} \frac{\left(S(t)-T_{n}(t)\right)}{\left(t-t_{0}\right)^{2 n-1}} \leq b z_{1}^{2}(t)
$$

since $T_{n+2}(t)-T_{n}(t)$ obeys a similar inequality, and $z_{1}^{-1}(t)=O\left(\left|t-t_{0}\right|^{-1}\right)$.

Other forms for the Riccati equations for the convergents - monotomy relations

The result of Lemma 7 can be re-expressed in a number of ways, each with a different use.

Let $D_{n}(t)=(-1)^{n} B_{n-1}(t)$, so $(-1)^{n} \nu_{n-1} D_{n}(t)>0$. Then $T_{n}(t)$ is a solution of each of the following Riccati equations:

$$
\begin{align*}
R_{1, n}[W] & =R[W]+\left(W G_{n-1}(t)-F_{n-1}(t)\right) D_{n}(t)\left(G_{n-1}^{*}(t) W-F_{n-1}^{*}(t)\right) \\
& =0 ; \tag{29}
\end{align*}
$$

$R_{2, n}[W]=R[W]+\left(W G_{n-2}(t)-F_{n-2}(t)\right) Z_{n}(t) D_{n}(t) Z_{n}(t)\left(G_{n-2}^{*}(t) W-F_{n-2}^{*}(t)\right)$ $=0$;
$R_{3, n}[W]=R[W]+\left(G_{n}^{-1}(t)\right)^{*} D_{n}(t) G_{n}^{-1}(t)$
$=0$.
LEMMA 8. If $G_{n}(t)$ is invertible, so $T_{n}(t)$ exists, and also $T_{n-1}(t), T_{n-2}(t)$ exist, then the following Riccati equations and inequalities hold if $t \neq t_{0}$ :

$$
\begin{align*}
R_{i, n}\left[T_{n}(t)\right] & =0, i=1 \ldots 3, \\
R_{1, n}\left[T_{n-2}(t)\right] & =0,  \tag{32}\\
(-1)^{n} v_{n} R_{1, n}\left[T_{n-1}(t)\right] & >0,  \tag{33}\\
(-1)^{n-1} v_{n-1} R_{2, n}\left[T_{n-2}(t)\right] & >0 . \tag{34}
\end{align*}
$$

Proof. $R_{1, n}\left[T_{n}(t)\right]=0$ was established in the proof for Theorem 3. And $R_{3, n}\left[T_{n}(t)\right]=0$ follows from Lemrna 7 and Theorem 1. Now

$$
\begin{aligned}
T_{n-2}(t) G_{n-1}(t)-F_{n-1}(t)= & \left(T_{n-2}(t) G_{n-2}(t)-F_{n-2}(t)\right) z_{n-1}^{-1}(t) \\
& +T_{n-2}(t) G_{n-3}(t)-F_{n-3}(t) \text { from (18) } \\
= & T_{n-2}(t) G_{n-3}(t)-F_{n-3}(t) .
\end{aligned}
$$

So. $R_{1, n}\left[T_{n-2}(t)\right]=R_{1, n-2}\left[T_{n-2}(t)\right]=0$.
Now

$$
\begin{aligned}
& G_{n-1}(t)=\left(G_{n}(t)-G_{n-2}(t)\right) Z_{n}(t), \\
& F_{n-1}(t)=\left(G_{n}(t)-G_{n-2}(t)\right) Z_{n}(t),
\end{aligned}
$$

from (18). So

$$
\begin{aligned}
T_{n}(t) G_{n-1}(t)-F_{n-1}(t) & =\left[T_{n}(t) G_{n}(t)-T_{n}(t) G_{n-2}(t)-F_{n}(t)+F_{n-2}(t)\right] Z_{n}(t) \\
& =-\left[T_{n}(t) G_{n-2}(t)-F_{n-2}(t)\right] Z_{n}(t) .
\end{aligned}
$$

Therefore, $R_{2, n}\left[T_{n}(t)\right]=0$.

$$
\text { Now } R_{1} n_{n}\left[T_{n-1}(t)\right]=R\left[T_{n-1}(t)\right] \text { since } T_{n-1}(t) G_{n-1}(t)-F_{n-1}(t)=0
$$

and

$$
\begin{aligned}
R_{1, n-1}\left[T_{n-1}(t)\right] & =0 \\
& =R\left[T_{n-1}(t)\right]+\left(G_{n-1}^{*}(t)\right)^{-1} D_{n-1}(t) G_{n-1}^{-1}(t)
\end{aligned}
$$

So $R_{1, n}\left[T_{n-1}(t)\right]=-\left(G_{n-1}^{*}(t)\right)^{-1} D_{n-1}(t) G_{n-1}^{-1}(t)$. Therefore, $(-1)^{n} \nu_{n}^{R}{ }_{1, n}\left[T_{n-1}(t)\right]>0$. Likewise

$$
\begin{aligned}
R_{2, n}\left[T_{n-1}(t)\right] & =R\left[T_{n-2}(t)\right] \\
& =R_{1, n-1}\left[T_{n-2}(t)\right]
\end{aligned}
$$

Therefore, $(-1)^{n-1} \nu_{n-1} R_{2, n}\left[T_{n-2}(t)\right]>0$.
Lemma 8 is the device by which it can be shown that the sequences $\left\{T_{n}(t)\right\}$ of convergents have monotonocity properties, as in the following theorem.

THEOREM 4. If $z_{1}(t)$ is invertible, and $S(t)$ exists, between $t_{0}$ and $t$, then $T_{n}(t), T_{n-1}(t)$ and $T_{n-2}(t)$ exist also and

$$
\begin{align*}
& \sigma(t) \nu_{n}(-1)^{n-1}\left(T_{n}(t)-T_{n-1}(t)\right)>0,  \tag{35}\\
& \sigma(t) \nu_{n-1}(-1)^{n}\left(T_{n}(t)-T_{n-2}(t)\right)>0 . \tag{36}
\end{align*}
$$

Proof. By Lemma 5, in some neighbourhood of $t_{0}$,

$$
\begin{aligned}
(-1)^{n-1} \nu_{n} \sigma(t)\left(T_{n}(t)-T_{n-1}(t)\right) & =\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1} \nu_{n} \sigma(t) \\
& >0
\end{aligned}
$$

if $t \neq t_{0}$ and

$$
\begin{aligned}
(-1)^{n} \nu_{n-1} \sigma(t)\left(T_{n}(t)-T_{n-2}\right. & (t)) \\
& =\nu_{n-1} \sigma(t)\left[\left(G_{n-1}(t) G_{n-2}^{*}(t)\right)^{-1}-\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1}\right) \\
& >0
\end{aligned}
$$

for $t$ close to $t_{0}$.
If $\nu_{n}=\nu_{n-1}$, so $A(t)$ and $C(t)$ have the same sign, then $T_{n}(t)$ exists everywhere, if $Z_{1}(t)$ is invertible. Consequently the above inequalities can be extended using the Riccati inequalities of the previous lemma.

$$
\begin{aligned}
& \text { Otherwise } S(t) \text { satisfies } \\
& R_{1, n}[S(t)]=\left(S(t) G_{n-1}(t)-F_{n-1}(t)\right) D_{n}(t)\left(G_{n-1}^{*}(t) S(t)-F_{n-1}^{*}(t)\right)
\end{aligned}
$$

and $(-1)^{n} \nu_{n-1} R_{1, n}[S(t)] \geq 0$. And $R_{1, n}\left[T_{n-1}(t)\right](-1)^{n} \nu_{n-1}<0$ from (33), since $\nu_{n}=-\nu_{n-1}$.

Therefore, by Theorem 1 of Chapter 2, $T_{n}(t)$ exists as long as $S(t)$ and $T_{n-1}(t)$ exist as $t$ moves away from $t_{0}$, provided $Z_{1}(t)$ remains invertible, and

$$
\begin{gathered}
(-1)^{n} v_{n-1} \sigma(t)\left(S(t)-T_{n}(t)\right) \geq 0 \\
(-1)^{n} \nu_{n-1} \sigma(t)\left(T_{n}(t)-T_{n-1}(t)\right)>0
\end{gathered}
$$

Likewise $T_{n-1}(t)$ exists as long as $S(t), T_{n-2}(t)$ exist, and so on. But $T_{1}(t)$ always exists.

Therefore the requirement that $T_{n-1}(t)$ exist is unnecessary, and the theorem is proved.

## Bounds and the inverse equation

If the coefficient matrices are interchanged, (l) becomes

$$
\begin{equation*}
U^{\prime}=C(t)-U A(t) U \tag{37}
\end{equation*}
$$

which is the inverse equation of (1): If $S(t)$ is a solution of (1) invertible at $t$, then $S^{-1}(t)$ is a solution of (37).

We denote by a bar, the derived matrices corresponding to (37); for example $\bar{V}_{1}(t)=U\left(t_{0}\right)+\int_{t_{0}}^{t} C(u) d u, \bar{v}_{1} C(u)>0$ etc.

The previous results all apply to (37) and yield a series of bounds and approximants to $U(t)$. If $U\left(t_{0}\right)$ is invertible, $S_{0}=U^{-1}\left(t_{0}\right)$ and $S(t)$ is a solution of (I) with $S\left(t_{0}\right)=S_{0}$, then the dual bounds $\bar{T}_{n}(t)$ are related also to $S(t)$; Theorem 3 applies directly to show that

$$
\begin{align*}
\left|\bar{T}_{n}^{-1}(t)-S(t)\right| & =\left|\bar{T}_{n}^{-1}(t)\left(\bar{T}_{n}(t)-U(t)\right) U^{-1}(t)\right| \quad \text { where } \quad S(t)=U^{-1}(t) \\
& \leq\left|\bar{T}_{n}^{-1}(t)\right|\left|\bar{T}_{n}(t)-U(t)\right|\left|U^{-1}(t)\right| \\
& =o\left(\left|t-t_{0}\right| 2 n-1\right. \tag{38}
\end{align*}
$$

So if $S\left(t_{0}\right)$ is invertible, $S(t)$ has two alternative continued fraction expansions about $t_{0}$.

Now, using (28) and (9),

$$
\bar{T}_{n}^{\prime}(t)=C(t)-\bar{T}_{n}(t) A(t) \bar{T}_{n}(t)-(-1)^{n}\left(\bar{G}_{n}^{-1}(t)\right)^{*} \bar{B}_{n-1}(t) \bar{G}_{n}^{-1}(t)
$$

so
$\left(\bar{T}_{n}^{-1}(t)\right)^{\prime}=A(t)-\bar{T}_{n}^{-1}(t) C(t) \bar{T}_{n}^{-1}(t)+(-1)^{n}\left(\bar{F}_{n}^{-1}(t)\right)^{*} \bar{B}_{n-1}(t) \bar{F}_{n}^{-1}(t)$
since $\bar{G}_{n}^{-1}(t) \bar{T}_{n}^{-1}(t)=\bar{F}_{n}^{-1}(t)$.

In the following lemma we show that the bounds $U_{n}(t)=\bar{T}_{n}^{-l}(t)$ derived from the inverse equation of (1) also have useful relationships with solutions of (1); these bounds are particularly useful because they apply to solutions of (l) which may not exist at $t_{0}$, and particularly to maximal and minimal solutions on intervals openended at $t_{0}$.

LEMMA 9. Let $S(t)$ be a solution of (1) existing in a halfopen interval $J=\left(t_{0}, a\right]$ or $\left[a, t_{0}\right)$. Suppose $\bar{F}_{n}(t)$ exists and is invertible on $J$, and let $U_{n}(t)=\bar{G}_{n}(t) \bar{F}_{n}^{-1}(t)$. Then there exist constants $a_{n}, b_{n}$ for which

$$
\begin{equation*}
0<a_{n} I \leq(-1)^{n} \bar{v}_{n-1} \frac{\left(S(t)-U_{n}(t)\right)}{\left(t-t_{0}\right)^{2 n-1}} \leq b_{n} I \tag{40}
\end{equation*}
$$

and

$$
0<(-1)^{n} \bar{\nu}_{n-1} \sigma(t)\left(S(t)-U_{n}(t)\right) \text { : }
$$

Proof. The proof is like that of Theorem 3. For $t \neq t_{0}$, let $S(t)=S(t)-U_{n}(t)$.

Then

$$
\begin{aligned}
X(t) & =S(t)\left(U(t)-\bar{T}_{n}(t)\right) U_{n}(t) \\
& =X(t)\left(U(t)-\bar{T}_{n}(t)\right) U_{n}(t)+U_{n}(t)\left(U(t)-\bar{T}_{n}(t)\right) U_{n}(t) .
\end{aligned}
$$

But $\left(U(t)-\bar{T}_{n}(t)\right) U_{n}(t)=0\left|t-t_{0}\right|$, and $U_{n}(t)$ is bounded near. $t_{0}$. So $X(t)=0\left|t-t_{0}\right|$ : Therefore $X\left(t_{0}\right)$ can be defined to be zero. From (1) and (39),

$$
\begin{aligned}
X^{\prime}(t)= & \left(S(t)-U_{n}(t)\right)^{\prime}= \\
& =U_{n}(t) C(t) U_{n}(t)-S(t) C(t) S(t)-(-1)^{n} \bar{F}_{n}^{*-1}(t) \bar{B}_{n-1}(t) \bar{F}^{-1}(t)
\end{aligned}
$$

so

$$
\begin{aligned}
X^{\prime}(t)=-X(t) C(t) \frac{1}{2}\left(U_{n}(t)+S(t)\right)-\frac{1}{2}\left(U_{n}(t)\right. & +S(t)) C(t) X(t) \\
& -(-1)^{n \bar{F}_{n}^{*-1}(t) \bar{B}_{n-1}(t) \bar{F}_{n}^{-1}(t) .}
\end{aligned}
$$

Let $\theta(t)$ be a fundamental matrix of $\theta^{\prime}=\frac{1}{2} C(t)\left(U_{n}(t)+S(t)\right) \theta$. Then

$$
X:(t)=-(-1)^{n} \theta^{*-1}(t) \int_{t_{0}}^{t} \theta^{*}(u) \bar{F}_{n}^{*-1}(u) \bar{B}_{n-1}(u) \bar{F}_{n}^{-1}(u) \theta(u) d u \theta^{-1}(t) .
$$

But $\theta(u), \theta^{-1}(u), \bar{B}_{n-1}(u)$ and $\bar{B}_{n-1}^{-1}(u)$ are bounded in a compact neighbourhood $J$ of $t_{0}$. Suppose $\gamma$ is a bound to all of them. Then if $t \in J$,

$$
\begin{aligned}
|X(t)| & \leq\left.\gamma^{5}\left|\int_{t_{0}}^{t}\right| \bar{F}_{n}^{-1}(u)\right|^{2} d u \mid \\
& \leq b_{n}\left|t-t_{0}\right|^{2 n-1}
\end{aligned}
$$

using Lemma 5 , where $b_{n}$ is a positive constant.
Conversely, for some vector $\xi$, let $\xi(u)=\bar{F}_{n}^{-1}(u) \theta(u) \theta^{-1}(t) \xi$. Then. $|\xi| \leq\left|\bar{F}_{n}(u)\right|\left|\theta^{-1}(u)\right||\theta(t)||\xi(u)|$, so

$$
|\xi(u)| \geq \gamma_{2}\left|u-t_{0}\right|^{2(n-1)}
$$

by Lemma 5. And $\bar{v}_{n-1} \bar{B}_{n-1}(u) \geq \gamma^{-1} I$. But

$$
\begin{aligned}
-\sigma(t)(-1)^{n} \bar{v}_{n-1} \xi^{*} X(t) \xi & =\sigma(t) \int_{t_{0}}^{t} \xi^{*}(u) \bar{v}_{n-1} \bar{B}_{n-1}(u) \xi(u) d u \\
& \geq \gamma^{-1} \sigma(t) \int_{t_{0}}^{t} \xi^{*}(u) \xi(u) d u \\
& \geq a_{n}\left|t-t_{0}\right|^{2 n-1}|\xi|^{2}
\end{aligned}
$$

where $a_{n}=\gamma_{2}^{2} \gamma^{-1}$. So $-(-1)^{n} \sigma(t) \bar{\nu}_{n-1} \frac{X(t)}{\left|t-t_{0}\right|^{2 n-1}} \geq a_{n} I>0$, proving the lemma.

LEMMA 10. On any interval including $t_{0}$ where $U_{n}(t)$ and $U_{n+1}(t)$ both exist

$$
\begin{equation*}
(-1)^{n} \bar{v}_{n-1} \sigma(t)\left(U_{n+1}(t)-U_{n}(t)\right)>0 \tag{42}
\end{equation*}
$$

Proof. $U_{n+1}(t)-U_{n}(t)=U_{n+1}(t)-S(t)+S(t)-U_{n}(t)$ near $t_{0}$ and $U_{n+1}(t)-S(t)=O\left(t-t_{0}\right)^{2 n+1}$. But

$$
(-1)^{n} \bar{v}_{n-1} \sigma(t)\left(S(t)-U_{n}(t)\right)>\frac{1}{2}^{2} a_{n}\left|t-t_{0}\right|^{2 n-1}
$$

## by Lemma 9 .

So in some neighbourhood of $t_{0},\left(U_{n+1}(t)-U_{n}(t)\right)(-1)^{n} \bar{v}_{n-1} \sigma(t)>0$. But

$$
\begin{aligned}
U_{n+1}(t)-U_{n}(t) & =\left(\bar{F}_{n+1}^{*}(t)\right)^{-1} \bar{G}_{n+1}^{*}(t)-\bar{G}_{n}(t) \bar{F}_{n}^{-1}(t) \\
& =\left(\bar{F}_{n+1}^{*}(t)\right)^{-1}\left(\bar{G}_{n+1}^{*}(t) \bar{F}_{n}(t)-\bar{F}_{n+1}^{*}(t) \bar{G}_{n}(t)\right) \bar{F}_{n}^{-1}(t) \\
& =(-1)^{n-1}\left(\bar{F}_{n}(t) \bar{F}_{n+1}^{*}(t)\right)^{-1} .
\end{aligned}
$$

But $\left(\bar{F}_{n}(u) \bar{F}_{n+1}^{*}(u)\right)^{-1}$ is certainly invertible on $\left(t_{0}, t\right]$ or $\left[t, t_{0}\right)$ so the sign of $U_{n+1}(t)-U_{n}(t)$ cannot change. Therefore, $(-1)^{n} \bar{v}_{n-1} \sigma(t)\left(U_{n+1}(t)-U_{n}(t)\right)>0$ wherever $U_{n+1}(t), U_{n}(t)$ exist.

THEOREM. 5. Let $\hat{S}(t)$ be the maximal solution of (1) at $t_{0}$, so $U(t)=S^{-1}(t), \quad t \neq t_{0}$, is the solution of (35) with $U\left(t_{0}\right)=0$. Suppose $\nu_{n}=(-1)^{n} \nu_{0}$ so that $A(t)$ and $C(t)$ have opposite signs. Then $\hat{S}(t)$ exists on $\left(t_{0}, t_{1}\right]$ only if $U_{n}(t)$ exists on $\left(t_{0}, t_{1}\right]$ for each $n$.

Proof. From Lemma 9, $\nu_{0}\left(\hat{S}(t)-U_{n}(t)\right) \geq 0$, since $\bar{\nu}_{n-1}=\nu_{n}=(-1)^{n} \nu_{0}$ provided $\hat{S}(t), U_{n}(t)$ exist for $t_{0} \leq t \leq t_{i}$. And from Lemma (10), $\nu_{0}\left(U_{n}(t)-U_{1}(t)\right) \geq 0, n \geq 1$, where $U_{1}(t)=\left(\int_{t_{0}}^{t} C(u) d u\right)^{-1}$ exists for all $t \neq t_{0}$. So if $U_{n}(t)$ does not exist on an interval, then $\nu_{0} U_{n}(t)$ must become unbounded in a positive direction so $\nu_{0} \hat{S}(t)$ must also become infinitely large.

COROLLARY. A test for oscillation (non-disconjugacy) for the Hamiltonion system corresponding to (1) is therefore to enquire whether $\bar{F}_{n}$ is non-invertible at some point in $\left(t_{0}, t_{1}\right]$ say. If so, then (1) has no solution on $\left(t_{0}, t_{1}\right]$.

As an example, if this test is applied to the equation $y^{\prime}=1+y^{2}$, with the approximants $U_{n}(t)$ determined about $t_{0}=0$, then the upper bound for the first right-hand conjugate point of 0 , determined by the first positive zero of $\bar{F}_{n}(t)$, is for

$$
\begin{aligned}
& n=3,3.87, \\
& n=4,3.24, \\
& n=5,3.153, \\
& n=6,3.1425, \\
& n=7,3.14165,
\end{aligned}
$$

the actual point being $\pi=3.14159 \ldots$.

## Convergence

On the matter of convergence, we have not been able to prove
that under any general circumstances the sequence $\left\{T_{n}(t)\right\}$ of convergents of the continued fraction converge to a solution of ( 1 ). However, at least in the case where $A(t)$ and $C(t)$ are of opposite sign, $\left\{T_{n}(t)\right\}$ converges to some limit $T(t)$ wherever $S(t)$ exists, since it is a monotone sequence. And so

$$
\left(T_{n}(t)-T_{n-1}(t)\right)(-1)^{n-1}=\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$ If. $G_{n}^{-1}(t) \rightarrow 0$ uniformiy for all $n$, then

$$
R\left\{T_{n}(t)\right\}=(-1)^{n}\left(G_{n}^{*}(t)\right)^{-1} B_{n}(t) G_{n}^{-1}(t) \rightarrow 0
$$

uniformly so $R\{T(t)\}=0$, and $T(t)=S(t)$.
So it is the gap between the knowledge that

$$
\left(G_{n}(t) G_{n-1}^{*}(t)\right)^{-1} \rightarrow 0
$$

and the requirement that $\left(G_{n}(t)\right)^{-1} \rightarrow 0$ uniformly that needs to be filled.

The autonomous equation
If $A(t)$ and $C(t)$ are positive definite and independent of $t$, convergence can readily be proved for continued fraction solutions. Expanding the solution which has value zero at $t=0$, we have $Z_{n}(t)=B_{n} \frac{t}{2 n-1}$, (where $B_{0}=C, B_{1}=A$, and $B_{n}=C$ if $n$ is even, $A$ if $n$ is odd). And $G_{n}(t) G_{n-1}^{*}(t)$ is a polynomial in $t$ with positive definite matrices as coefficients, and its leading term is

$$
\left(\frac{A C A \ldots A C A t^{2 n-1}}{(2 n-1)(2 n-3)^{2} \ldots 1}\right)^{-1}
$$

with ( $2 n-1$ ) matrices in the product.

$$
\begin{aligned}
\left|T_{n}(t)-T_{n-1}(t)\right| & \leq \frac{\gamma^{n} \gamma^{n-1} t^{2 n-1}}{\angle 2 n-5} \text { if }|A|=\alpha,|C|=\gamma, \\
& \rightarrow 0 \text { as } n \rightarrow \infty, \text { for all } t .
\end{aligned}
$$

Useful results can also be obtained if (l) is derived from an autonomous equation with linear terms as in Chapter 3. However, the situation then is more complex, and although continued fraction solutions have promising application, we shall not pursue the question here.

Relaxation of the sign requirements for the coefficients
One way of avoiding the requirement that $A(t)$, as well as $C(t)$, in (l) should be positive or negative definite, is to transform the Riccati equation. Let

$$
\begin{equation*}
V_{1}(t)=K+\int_{t_{0}}^{t} A(u) d u \tag{43}
\end{equation*}
$$

for a constant symmetric matrix $K$, and $U(t)=W(t)-V_{1}(t)$, where $W(t)$ is a solution of (1).

Then

$$
\begin{align*}
U^{\prime}(t)= & -W(t) C(t) W(t) \\
= & -U(t) C(t) U(t)-V_{1}(t) C(t) U(t)-U(t) C(t) V_{1}(t) \\
& -V_{1}(t) C(t) V_{1}() \tag{44}
\end{align*}
$$

Let $M(t)$ be an invertible solution of

$$
\begin{equation*}
M^{\prime}=C(t) V_{1}(t) M \tag{45}
\end{equation*}
$$

and $S(t)=M^{*}(t) U(t) M(t)$. Then

$$
\begin{equation*}
S^{\prime}(t)=-S(t) M^{-1}(t) C(t) M^{*-1}(t) S(t)-M^{*}(t) V_{1}(t) C(t) V_{1}(t) M(t) \tag{46}
\end{equation*}
$$

which is of the same form as (1), and the coefficients have opposite signs. $S(t)$ can then be approximated by a continued fraction.

In return for the assured existence of the coefficients needed to construct a continued fraction, a linear equation (45) has to be solved, which sacrifices the explicit character of the original solution.

However, with more complex definitions we can proceed directly even without special properties for $A(t)$. Because of the greater complexity we give only the basic definitions here. A pair of sequences $L_{2 n+1}(t)$ and $V_{2 n}^{-1}(t)$ can be defined, for $t \neq t_{0}$ :

$$
\begin{aligned}
& L_{2 n+1}(t)=-L_{2 n-3}(t) V_{2 n-2}^{-1}(t) V_{2 n}(t) \\
& \quad+L_{2 n-1}(t) V_{2 n}^{-1}(t)\left[\begin{array}{l}
\int_{t_{0}^{t}}^{t} V_{2 n}(u) V_{2 n-2}^{-1}(u) L_{2 n-3}^{*}(u) C(u) L_{2 n-1}(u) d u \\
\left.+\int_{t_{0}}^{t} L_{2 n-1}^{*}(u) C(u) L_{2 n-3}(u) V_{2 n-3}^{-1}(u) V_{2 n}(u) d u\right],
\end{array}\right],
\end{aligned}
$$

$$
V_{2 n}(t)=\int_{t_{0}}^{t} L_{2 n-1}^{*}(u) C(u) L_{2 n-1}(u) d u
$$

and

$$
\begin{aligned}
L_{-1}(t) V_{0}^{-1}(t) & =I, \\
L_{1}(t) & =V_{1}(t)=S_{0}+\int_{t_{0}}^{t} A(u) d u .
\end{aligned}
$$

We can impose some local conditions at $t_{0}$ to ensure that $L_{2 n-1}(u) \xi$ is not identically zero in a neighbourhood of $t_{0}$ for any vector $\xi \neq 0$, and to ensure that the integrands in the definition of $L_{2 n+1}(t)$ are integrable near $t_{0} \cdot A\left(t_{0}\right)>0$ would be an adequate condition, but it seems likely that much weaker conditions would serve.

If the sequence $\left\{V_{n}(t)\right\}$ as defined earlier, exists here, then $L_{2 n+1}(t)=V_{1}(t) V_{2}^{-1}(t) \ldots V_{2 n+1}(t)$. But otherwise, $V_{2 n+1}(t)$ may not exist for $n>0$.

We define $Z_{2 n+1}(t)=I_{2 n+1}(t) V_{2 n}^{-1}(t) L_{2 n-1}^{*}(t)$ and $z_{2 n}^{-1}(t)=L_{2 n-1}(t) V_{2 n}^{-1}(t) L_{2 n-1}^{*}(t)$. Define $H_{2 n+1}(t)$ by

$$
\begin{aligned}
& H_{2 n+1}(t)= V_{2}^{(-1)^{n-1}(t) V_{4}^{(-1)^{n}}(t) \ldots V_{2 n}^{-1}(t)} \\
& \times\left[\begin{array}{l}
V_{2 n}(t)+\int_{t_{0}}^{t} V_{2 n}(u) V_{2 n-2}^{-1}(u) L_{2 n-3}^{*}(u) C(u) L_{2 n-1}(u) d u \\
+\int_{t_{0}}^{t} L_{2 n-1}^{*}(u) C(u) L_{2 n-3}(u) V_{2 n-2}^{-1}(u) V_{2 n}(u) d u
\end{array}\right] \times \\
& \times V_{2 n}^{-1}(t) \ldots V_{2}^{(-1)^{n-1}} .
\end{aligned}
$$

and $H_{1}(t)=V_{1}(t)$.

Then the approximants $T_{2 n+1}(t)$ are given by

$$
T_{2 n+1}(t)=H_{1}(t)-\left(H_{3}-\left(H_{5}-\ldots H_{2 n+1}(t)\right)^{-1}\right)^{-1}
$$

We can define

$$
\begin{aligned}
G_{2 n+1}^{-1}(t)= & L_{2 n+1}(t) V_{2 n}^{-1}(t) V_{2 n-2}(t) \ldots \\
& \ldots V_{2}^{(-1)^{n}}(t)\left(T_{3}(t)-T_{1}(t)\right)^{(-1)^{n}} \ldots\left(T_{2 n+1}(t)-T_{2 n-1}(t)\right)
\end{aligned}
$$

Then $R\left[I_{2 n+1}(t)\right]=G_{2 n+1}^{*-1}(t) C(t) G_{2 n+1}^{-1}(t)$.
The proof of this last result is more difficult than in Theorem 1. However it is very useful, because it is a Riccati equation in $T_{2 n+1}(t)$ which involves only terms known to exist, like $L_{2 n+1}(t)$ and terms like $\left(T_{3}(t)-T_{1}(t)\right)^{(-1)^{n}} \ldots\left(T_{2 n-1}(t)-T_{2 n-3}(t)\right)^{-1}$ whose existence can be established sequentially.

The sequence $\left\{T_{2 n+1}(t)\right\}$ is once again monotonic, and bounded by the solution $S(t)$ of (1) being approximated. Consequently it can be shown that $T_{2 n+1}(t)$ exists between $t$ and $t_{0}$ if $S(t)$ exists on the same interval.

A necessary condition for the existence of solutions of the Riccati equation

Let

$$
\begin{aligned}
& V_{1}(u, v)=\int_{u}^{v} A(w) d w, \bar{V}_{1}(u, v)=\int_{u}^{v} C(w) d w, \\
& \bar{V}_{2}(u, v)=\int_{\dot{u}}^{v} \bar{V}_{1}(u, t) A(t) \bar{V}_{1}(u, t) d t
\end{aligned}
$$

where $u, v \in\left[t_{0}, t_{1}\right]$.
THEOREM 6. If $C(t)>0$ on $\left[t_{0}, t_{1}\right]$, and (1) has a solution existing on $\left(t_{0}, t_{1}\right)$, then if $t_{0}<u \leq v<t_{1}$,

$$
\begin{align*}
& \bar{V}_{1}^{-1}\left(t_{0}, u\right)+\bar{V}_{1}^{-1}\left(t_{0}, u\right) \bar{V}_{2}\left(t_{0}, u\right) \bar{V}_{1}^{-1}\left(t_{0}, u\right)+V_{1}(u, v) \\
& \geq \bar{V}_{1}^{-1}\left(t_{1}, v\right)+\bar{V}_{1}^{-1}(t, v) \bar{V}_{2}\left(t_{1}, v\right) \bar{V}_{1}^{-1}\left(t_{1}, v\right) . \tag{46}
\end{align*}
$$

If $A(t)<0$ in $\left[t_{0}, u\right],\left[v, t_{1}\right]$ then $\bar{V}_{2}\left(t_{0}, u\right)<0$, $\bar{V}_{2}\left(t_{1}, v\right)>0$ and Theorem 6 reduces to Theorem 5 of Chapter 3.

Proof. If any solution of (1) exists on ( $t_{0}, t_{1}$ ) there is a maximal solution $S_{+}(t)$ and a minimal solution $S_{-}(t)$. Near $t_{0}$, $S_{+}^{-1}(t)$ is the solution of $V^{\prime}=C(t)-V A(t) V$ with $V\left(t_{0}\right)=0$.

Let $\quad \bar{V}_{1}^{-1}(u, v)\left(\bar{V}_{1}(u, v)+\bar{V}_{2}(u, v)\right) \bar{V}_{1}^{-1}(u, v)=U_{2}(u, v)$.
In some interval $\left[t_{0}, a\right], 0<\alpha I \leq C(u) \leq \beta I$.
Then $0<\dot{\alpha}\left(t-t_{0}\right) I \leq \bar{V}_{1}\left(t_{0}, t\right) \leq \beta\left(t-t_{0}\right) I$. Therefore,
$\bar{V}_{2}\left(t_{0}, t\right)=O\left(\left|t-t_{0}\right|^{3}\right)$ : Let $\bar{T}_{2}\left(t_{0}, t\right)=U_{2}^{-1}\left(t_{0}, t\right)$. $\bar{T}_{2}$ is well
defined for $t$ close to $t_{0}$, since in some neighbourhood of $t_{0}$,

$$
\bar{V}_{1}\left(t_{0}, t\right) \geq \alpha\left(t-t_{0}\right) I>-\bar{V}_{2}\left(t_{0}, t\right)
$$

and so $\bar{V}_{1}\left(t_{0}, t\right)+\bar{V}_{2}\left(t_{0}, t\right)$ is invertible. Then

$$
\begin{aligned}
\bar{T}_{2}\left(t_{0}, t\right) & =\bar{V}_{1}\left(t_{0}, t\right)\left(I-\left(\bar{V}_{1}\left(t_{0}, t\right)+\bar{V}_{2}\left(t_{0}, t\right)\right)^{-1} \bar{V}_{2}\left(t_{0}, t\right)\right) \\
& =\bar{V}_{1}\left(t_{0}, t\right)+o\left(\left|t-t_{0}\right|^{3}\right) .
\end{aligned}
$$

Therefore, $\bar{T}_{2}\left(t_{0}, t_{0}\right)=0$ and

$$
\frac{d}{d t} \bar{T}_{2}\left(t_{0}, t\right)_{t=t_{0}}=C\left(t_{0}\right)=C\left(t_{0}\right)-\bar{T}_{2}\left(t_{0}, t_{0}\right) A\left(t_{0}\right) \bar{T}_{2}\left(t_{0}, t_{0}\right) .
$$

Elsewhere,

$$
\begin{aligned}
\bar{T}_{2}^{\prime}\left(t_{0}, t\right)=C(t) & -\bar{T}_{2}\left(t_{0}, t\right) A(t) T_{2}\left(t_{0}, t\right) \\
& -\left(\bar{T}_{2}\left(t_{0}, t\right) \bar{V}_{1}^{-1}\left(t_{0}, t\right)-I\right) C(t)\left(\bar{V}_{1}^{-1}\left(t_{0}, t\right) \bar{T}_{2}\left(t_{0}, t\right)-I\right)
\end{aligned}
$$

and $S_{+}^{-11}(t)=C(t)-S_{+}^{-1}(t) A(t) S_{+}^{-1}(t)$. So $S_{+}^{-1}(t) \geq \bar{T}_{2}\left(t_{0}, t\right)>0$
near $t_{0}$. Now

$$
U_{2}^{\prime}\left(t_{0}, t\right)=A(t)-U_{2} C(t) U_{2}+\left(\bar{V}_{1}^{-1}\left(t_{0}, t\right)-U_{2}\right) C(t)\left[\vec{V}_{1}^{-1}\left(t_{0}, t\right)-U_{2}\right)
$$

and near $t_{0}, S_{+}(t) \leq \bar{T}_{2}^{-1}\left(t_{0}, t\right)=U_{2}\left(t_{0}, t\right)$. Therefore, $S_{+}(t) \leq U_{2}\left(t_{0}, t\right)$ wherever $S_{+}(t)$ exists. And

$$
S_{+}(v)-S_{+}(u)=V_{1}(u, v)-\int_{u}^{v} S_{+}(t) c(t) S_{+}(t) d t
$$

so $S_{+}(v) \leq V_{1}(u, v)+S_{+}(u)$ on $[u, v]$ if $S_{+}(t)$ exists on
$[u, v]$. By an argument like the earlier one in this proof, $S_{-}(v) \geq U_{2}\left(t_{1}, v\right)$. But $S_{-}(v) \leq S_{+}(v)$, that is,
$u_{2}\left(t_{1}, v\right) \leq v_{1}(u, v)+U_{2}\left(t_{0}, u\right) . \quad$ QED
Further tests for disconjugacy can be devised on an individual basis.

## Notes for Chapter 4

As this thesis was in the final stages of preparation for submission, a paper appeared by W.G. Fair [1] called "Continued fraction solutions to the Riccati equation". It deals with Riccati equations in a Banach algebra, and generalises a paper by E.P. Merkes
and W.T. Scott [1]. It is unfortunate that we have not had sufficient time to investigate in detail the relationship between this chapter, and Fair's approach, which is from a quite different direction. Fair. deals with the unsymmetric Riccati equation with analytic coefficients, and his expansions are derived from the coefficients of the power series expansions of the matrix coefficients. They do not have any significance as bounds, and are treated formally, and may not necessarily approximate solutions.

Fair concludes with some remarks on significance for control theory, in the autonomous case.

A form of the bound $\bar{T}_{2}(t)$ appears in a proof of a stability theorem of Kalman ([2], p. 114-115), This proof contains some errors, the most difficult to rectify being in the second part, which could have been treated as a dual of the first. A different version, making more explicit use of the bounds $T_{2}(t)$ and $\bar{T}_{2}(t)$ was given by W.A. Coppel in a seminar series at the Australian National University. A similar application is given in Corollary 2 to Theorem 2 of our next chapter.

It is interesting that in the linear regulator problem posed in a simple form in the next chapter, $\bar{T}_{2}(t)$ and its function as a bound can be derived by application of a constant (non-optimal) control, and comparison of the value of the criterion function with its optimal value.

Bucy [1] produces a bound; which is, in effect of the type $V_{1}+\left(\bar{V}_{1}\right)^{-1}$ (Lemma 4). His proof is however, defective, since it uses the assumption that if $A, B, C$ are symmetric, $0 \leq A \leq B$ and $C>0$, then $A C A \leq B C B$. This is false even when $C=I$. However, a bound of the type $\bar{T}_{2}^{-1}(t)$ can be used to establish his later theorems.

For some recent papers using a quasilinearization approach to Finding bounds for the solutions of the autonomous matrix Riccati equation see Bellman [1], Aoki [1], Kleinman [1] and McClamroch [1].

In connection with a test for oscillation due to Tomastik [1],

Barrett [3, p. 504] raises the question of whether, it was necessary to impose sign requirements on both coefficients. Theorem 5 of Chapter 3 allows a partial relaxation, and appears to go as far as is possible with criteria of that kind. The test in Theorem 6 above only uses the sign of one coefficient $C(t)$.
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## CHAPTER 5

## ASYMPTOTIC BEHAVIOUR OF RICCATI EQUATIONS AND THEIR ASSOCIATED LINEAR SYSTEMS

## Introduction

This chapter investigates the behaviour of symmetric solutions of the Riccati equation

$$
\begin{equation*}
W^{t}=A(t)-W C(t) W \tag{1}
\end{equation*}
$$

Where $A(t), C(t)$ are symmetric and non-negative definite on $(-\infty, \infty)$ and of solutions of the associated linear equation

$$
\begin{equation*}
y^{\prime}=C(t) W(t) y \tag{2}
\end{equation*}
$$

where $W(t)$ is a symmetric solution of (l), and is particularly concerned with the asymptotic behaviour of solutions of (2).

We assume everywhere

$$
\begin{array}{ll}
\text { controllability }[C]: \int_{a}^{b} C(t) d t>0 \text { if } a>b, \text { and } \\
\text { observability } & : \int_{a}^{b} A(t) d t>0 \text { if } a>b \text {. }
\end{array}
$$

These conditions could be relaxed, particularly by assuming $\int_{a}^{b} A(t) d t>0$ if $b-a$ exceeds some minimum value, but this would be a diversion from our chief purpose.

$$
\text { Any solution } W(t) \text { of (1) with } W\left(t_{0}\right) \geq 0 \text { exists in }\left[t_{0}, \infty\right)
$$ since

$$
0 \leq W(t) \leq W\left(t_{0}\right)+\int_{t_{0}}^{t} A(u) d u
$$

Since [C] holds, there is a minimal solution $\hat{W}(t)$ of (1) on $\left[t_{0}, \infty\right)$, using a dual version of Theorem 1 , Chapter 3 .

Although we assume less about $A(t)$ and $C(t)$ than in the previous chapter, properties of the bounds $T_{1}(t), T_{2}(t), T_{3}(t)$,
$\bar{T}_{1}(t), \bar{T}_{2}(t)$ and $\bar{T}_{3}(t)$ are unaffected. In particular, if $\Pi\left(t, t_{0}\right)$ is the solution of (1) with $\pi\left(t_{0}, t_{0}\right)=0$, then

$$
\begin{aligned}
\hat{W}\left(t_{1}\right) & \leq \Pi\left(t_{1}, t_{1}+\varepsilon\right) \\
& \leq V_{1}\left(t_{1}\right)\left(V_{1}\left(t_{1}\right)+V_{2}\left(t_{1}\right)\right)^{-1} V_{1}\left(t_{1}\right)
\end{aligned}
$$

where

$$
V_{1}(t)=-\int_{t}^{t_{1}+\varepsilon} A(u) d u<0
$$

if $\varepsilon>0$, and

$$
V_{2}(t)=-\int_{t}^{t_{1}+\varepsilon} V_{1}(u) C(u) V_{1}(u) d u \leq 0 ;
$$

so $\hat{W}\left(t_{1}\right)<0$.
If $W(t)$ is a solution of (1) and $y(t)$ a solution of (2), it is fairly easy to get information about the behaviour of $y^{*}(t) W(t) y(t)$ which acts as a Lyapunov function for (2). This is shown in Lemma 1 , which is directly applied in Theorems 1 and 2. The behaviour of solutions. $W(t)$ of (l) is, in a sense, like that of the coefficients. $A(t)$ and $C(t)$; if $A(t)$ and $C(t)$ are constant, then $W(t)$ tends to a constant non-zero limit as $t \rightarrow \infty$, and if $A(t), C(t)$ are polynomial functions, then at worst eigenvalues of $W(t)$ tend to zero or infinity asymptotically with a finite pwoer of $t$. Furthermore the behaviour of $W(t)$ is usually influenced mostly by the nearby values of $A(t)$ and $C(t)$. This situation contrasts with that of the linear equation (2), whose solutions behave in a way most unlike that of the coefficient functions. And if $n=1$,

$$
y(t)=y\left(t_{0}\right) e^{\int_{t_{0}}^{t} C(u) W(u) d u}
$$

so asymptotic behaviour for linear equations is affected as much by distant values of the coefficients as by nearby values.

These remarks are not made in a spirit of rigor, but to motivate our strategy for determining the asymptotic behaviour of (2). Having
found inequalities for $y^{*}(t) W(t) y(t)$, it is then necessary to find bounds (possibly time-varying) for $W(t)$. This is done in, for example, the corollaries to Theorem 2 below.

Information about the asymptotic behaviour of (2) is often important, as in control theory applications, for example. But it also has implications for the behaviour of solutions of (1) relative to each other; Theorem 3 shows that the set of solutions of (1), excluding those which differ from the principal solution by a singular matrix, have a tendency to aggregate as $t \rightarrow \infty$, and the rapidity of this aggregation is determined by the behaviour of corresponding solutions of (2).

To summarise the applicable parts of the results of this chapter, Theorems 1 and 2 give information about solutions $y(t)$ of (2) near infinitely, provided that the corresponding solution of (l), $W(t)$, is bounded in some way. The bounds of the previous chapter give information about the behaviour of $W(t)$; Corollary 2 to Theorem 2 shows how the bounds can be used in a certain situation with particular application to the case of a uniformly controllable and observable system. No simple general criteria for the eventual asymptotic behaviour of solutions of (l) are given, but an example at the end of this chapter illustrates a method of approach using the results of the previous chapter.

The linear regulator problem
We present a rather simplified version of the linear regulator problem; it nevertheless has the important features of the usual, more general version, to which our arguments also apply.

Problem. Let $y(t)$ be a "state". vector, $z(t)$ a "control" vector, with $y^{\prime}(t)=C(t) z(t)$. Find a "control law" or function $k(x, t)$ for which $z(t)=k(y(t), y)$ minimises the function $V_{z}\left(y_{0}, t_{0}, t_{1}\right)=y^{*}(t) P y(t)+\int_{t_{0}}^{t_{1}}\left(y^{*}(u) A(u) y(u)+z^{*}(u) C(u) z(u)\right) d u$.
$A(t)$ and $C(t)$ are assumed symmetric and positive definite on $\left[t_{0}, t_{1}\right], y\left(t_{0}\right)=y_{0}$, and $P_{1}$ is also assumed symmetric.

Solution. $k(x, t)=W(t) x$, so $z(t)=W(t) y(t)$, where $W(t)$ is the solution of

$$
\begin{equation*}
W^{\prime}=A(t)-W C(t) W \tag{1}
\end{equation*}
$$

with $W\left(t_{1}\right)=P_{1}$. Then $V\left(y_{0}, t_{0}, t_{1}\right)=y^{*}\left(t_{0}\right) W\left(t_{0}\right) y\left(t_{0}\right)$.
A solution certainly exists for $t_{0}<t_{1}$ if $P_{1} \leq 0$, so $W\left(t_{1}\right) \leq 0$.

On an infinite interval (with $t_{1}=\infty$ ), the function to be minimised is

$$
\int_{t_{0}}^{\infty}\left(y^{*}(u) A(u) y(u)+z^{*}(u) C(u) z(u)\right) d u
$$

The solution is $k(x, t)=\bar{W}(t) x$, where

$$
\bar{W}(t)=\lim _{t_{1} \rightarrow \infty} W\left(t, t_{1}\right)
$$

where $W\left(t, t_{1}\right)$ is the solution of (1) with $W\left(t_{1}, t_{1}\right)=0$.
Then

$$
V\left(y_{0}, t_{0}, t_{1}\right)=y^{*}\left(t_{0}\right) \bar{W}\left(t_{0}\right) y\left(t_{0}\right) .
$$

$\bar{W}(t)$ can be shown to exist and be negative definite for each $t$. In fact, $\bar{W}(t)$ is the inverse of the minimal solution (on $(-\infty, \infty)$ ) of the inverse equation $V^{\prime}=C(t)-V A(t) V$. We also show that under certain conditions, there is only one negative definite solution of (1) on $(-\infty, \infty)$, so $\hat{W}(t)$ is also the minimal solution of (1).

For solutions of the infinite interval problem, it is necessary to know whether solutions of the equation

$$
\begin{equation*}
y^{\prime}=C(t) \bar{W}(t) y \tag{2}
\end{equation*}
$$

are stable, and also whether $\bar{W}(t)$ is a stable solution of the Riccati equation (1).

We show that solutions of (2) are, under fairly general conditions, stable (as a consequence of the negativity of $\bar{W}(t)$ ),
but that $\bar{W}(t)$ is not a stable solution of (1). This conclusion was reached by Kalman [2] in the case where the coefficients are uniformly controllable and observable, that is, behave like functions bounded away from 0 and $\infty$.

## Asymptotic behaviour of the linear equation

The following lemma is basic.
LEMMA 1. If $P(t)$ is a solution of (1) existing on $[b, c]$, $\Pi(t)$ a function of $t$ differentiable on $[b, c], y(t)$ a solution on $[b, c]$ of

$$
\begin{equation*}
y^{\prime}=C(t) P(t) y \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(t)=[P(t)-\Pi(t)] C(t)[P(t)-\Pi(t)]-R[\Pi(t)] \tag{3}
\end{equation*}
$$

then

$$
\begin{align*}
y^{*}(c) P(c) y(c)= & y^{*}(b) P(b) y(b)+y^{*}(c) \Pi(c) y(c)-y^{*}(b) \Pi(b) y(b) \\
& +\int_{b}^{c} y^{*}(t) Q(t) y(t) d t  \tag{4}\\
\geq & y^{*}(b) P(b) y(b)+y^{*}(c) \Pi(c) y(c)-y^{*}(b) \Pi(b) y(b) \\
& -\int_{b}^{c} y^{*}(t) R[\Pi(t)] y(t) d t \tag{5}
\end{align*}
$$

Proof.
$\frac{d}{d t}\left[y^{*}(t)(P(t)-\mathbb{I}(t)) y(t)\right]$

$$
\begin{aligned}
& =y^{*}(t)\left[\begin{array}{c}
P(t) C(t)(P(t)-\Pi(t))+(P(t)-\Pi(t)) C(t) P(t) \\
+A(t)-P(t) C(t) P(t)-\Pi^{\prime}(t)
\end{array}\right] y(t) \\
& =y^{*}(t)\left[\begin{array}{c}
(P(t)-\Pi(t)) C(t)(P(t)-\Pi(t))-\Pi(t) C(t) \Pi(t)+A(t) \\
-\Pi^{\prime}(t)
\end{array}\right] y(t) \\
& =y^{*}(t) Q(t) y(t) .
\end{aligned}
$$

The stated result follows on integration.
COROLLARY. If $\Pi(t)$ is a solution of (1) with $\Pi(b)=0$, then $Q(t) \geq 0$, so

$$
\begin{equation*}
y^{*}(c) P(c) y(c) \geq y^{*}(b) P(b) y(b)+y^{*}(a) \Pi(c) y(a) \tag{6}
\end{equation*}
$$

The next theorem gives information about the asymptotic behaviour of $y^{*}(t) P(t) y(t)$. In investigating stability of (2), this acts as a Lyapunov function.

THEOREM 1. If $P(t)$ is a solution of (1), $y(t)$ a corresponding solution of (2) on $[b, c]$ and if $m(t)$ is a continuous function throughout $[b, c]$ for which

$$
\begin{equation*}
m(t) P(t) \leq A(t)+P(t) C(t) P(t) \tag{7}
\end{equation*}
$$

then

$$
\begin{equation*}
y^{*}(c) P(c) y(c) \geq y^{*}(b) P(b) y(b) e^{\int_{b^{c} m(u) d u}} . \tag{8}
\end{equation*}
$$

Remark. If $P(b)>0, m(t)>0$, then ( 8 ) says
$\left|y^{*}(c) P(c) y(c)\right|$ is an increasing function of $c$. If $P(b)<0$, $P(c)<0$, then $\left|y^{*}(c) P(c) y(c)\right|$ is decreasing as $c$ increases.

Proof. Let $\Pi(t) \equiv 0$ in Lemma 1 , and so

$$
\begin{equation*}
Q(t)=A(t)+P(t) C(t) P(t) . \tag{9}
\end{equation*}
$$

Then

$$
\begin{equation*}
y^{*}(c) P(c) y(c)=y^{*}(b) P(b) y(b)+\int_{b}^{c} y^{*}(t) Q(t) y(t) d t . \tag{10}
\end{equation*}
$$

Let

$$
\begin{equation*}
s(t)=y^{*}(b) P(b) y(b)+\int_{b}^{t} y^{*}(u) Q(u) y(u) d u \cdot \tag{11}
\end{equation*}
$$

Then

$$
\begin{aligned}
s^{\prime}(t) & =y^{*}(t) Q(t) y(t) \\
& \geq m(t) y^{*}(b) P(t) y(t) \\
& =m(t) s(t)
\end{aligned}
$$

by (10) and (11). Therefore

$$
\frac{d}{d t}\left(s(t) e^{-\int_{b}^{t} m(u) d u}\right) \geq 0
$$

and so $s(t) \geq s(b) e^{\int_{b}^{t} m(u) d u}$ and $s(b)=y^{*}(b) P(b) y(b)$. Therefore,

$$
y^{*}(t) P(t) y(t)=s(t) \geq y^{*}(b) P(b) y(b) e^{\int_{b}^{t} m(u) d u}
$$

COROLLARY 1. (7) holds if either $m(t) P(t) \leq A(t)$ or $m(t) P^{-1}(t) \leq C(t)$. Altematively if $m_{1}(t) P(t) \leq A(t)$, and $P(t)$ is invertible on $[b, c]$, and $m_{2}(t) P^{-1}(t) \leq C(t)$, then (7) and (8) hold with $m(t)=m_{1}(t)+m_{2}(t)$.

COROLLARY 2. If $p(t) I \geq p(t) \geq q(t) I$, then

$$
p(c)|y(c)|^{2} \geq q(b)|y(b)|^{2} e^{\int_{b}^{c} m(u) d u}
$$

If $p(t)>0$, and $A(t) \geq a(t) I \geq 0$ we can take $m(t)=\frac{a(t)}{p(t)}$. If $q(t)<0$, we can take $m(t)=\frac{\alpha(t)}{q(t)}$.

So the asymptotic behaviour of $y^{*}(t) P(t) y(t)$ can be expressed in terms of a relation between $P(t)$ and the coefficients $A(t)$ and $C(t)$. However the behaviour of $P(t)$, as a solution of (1), should be more closely related to the integrals of the coefficient matrices over some intervals, and the following theorem is introduced with this in mind. Its proof is, to some extent, a discrete analogue of the proof of Theorem 1 .

Let $\mathbb{I}(u, v)$ be a function with $\mathbb{K}(v, v)=0$,

$$
\frac{d \Pi}{d u}(u, v)=A(u)-\Pi(u, v) C(u) \Pi(u, v)
$$

THEOREM 2. Suppose $P(t)$ is a solution of (1) existing on $\left[t_{0}, \infty\right)$ and that $\left\{t_{n}\right\},\left\{d_{n}\right\}$ are sequences of reat numbers for which

$$
0<d_{n} P\left(t_{n}\right) \leq \pi\left(t_{n}, t_{n-1}\right),
$$

$a_{n}<1$ and $t_{n}>t_{n-1}$ for atl $n=1,2, \ldots, p, t_{1}=b$, $t_{p}=c$. Then

$$
\begin{equation*}
y^{*}(c) P(c) y(c) \geq y^{*}(b) P(b) y(b) \prod_{i=2}^{p} \frac{1}{1-d_{i}} . \tag{13}
\end{equation*}
$$

Proof. By Corollary 1 to Lemma 1,

$$
\begin{aligned}
y^{*}\left(t_{n}\right) P\left(t_{n}\right) y\left(t_{n}\right) & \geq y^{*}\left(t_{n-1}\right) P\left(t_{n-1}\right) y\left(t_{n-1}\right)+y^{*}\left(t_{n}\right) \Pi\left(t_{n}, t_{n-1}\right) y\left(t_{n}\right) \\
& \geq y^{*}\left(t_{n-1}\right) P\left(t_{n-1}\right) y\left(t_{n-1}\right)+d_{n} y^{*}\left(t_{n}\right) P\left(t_{n}\right) y\left(t_{n}\right) .
\end{aligned}
$$

Let $c_{n}=y^{*}\left(t_{n}\right) P\left(t_{n}\right) y\left(t_{n}\right)$. Then $\left(1-d_{n}\right) c_{n} \geq c_{n-1}$. So

$$
o_{p} \geq \prod_{i=2}^{p} \frac{1}{1-d_{i}} c_{1}
$$

that is,

$$
y^{*}(c) P(c) y(c) \geq y^{*}(b) P(b) y(b) \prod_{i=2}^{p} \frac{1}{1-d_{i}} .
$$

COROLLARY 1. If

$$
\frac{P\left(t_{n}\right)}{a_{n}} \leq I \leq \frac{\pi\left(t_{n}, t_{n-1}\right)}{b_{n}}
$$

for sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ then we can take $a_{n}=\frac{b_{n}}{a_{n}}$ in (13). In this case, if $P(t)$ is a positive solution,

$$
\begin{align*}
& a_{n}\left|y\left(t_{n}\right)\right|^{2} \geq y^{*}\left(t_{n}\right) P\left(t_{n}\right) y\left(t_{n}\right) \geq y^{*}\left(t_{1}\right) P\left(t_{1}\right) y\left(t_{1}\right) \prod_{i=2}^{p} \frac{a_{i}}{a_{i}-b_{i}} . \\
& \text { If } 0<a_{n} \leq a, \quad b_{n} \geq b>0, \text { we can take } \\
& a_{n} \tag{14}
\end{align*}
$$

and then $y^{*}\left(t_{i}\right) P\left(t_{i}\right) y\left(t_{i}\right) \rightarrow \infty$ exponentially as $i \rightarrow \infty$. If $a_{n} \geq \alpha>0$ then again

$$
\begin{aligned}
y^{*}\left(t_{p}\right) P\left(t_{p}\right) y\left(t_{p}\right) & \geq y^{*}\left(t_{1}\right) P\left(t_{1}\right) y\left(t_{1}\right) \frac{1}{(1-\alpha)^{p-1}} \\
& \rightarrow \infty \text { exponentially as } p \rightarrow \infty
\end{aligned}
$$

But if $d_{n} \leq-\alpha<0$, so $P\left(t_{n}\right)<0, n=1,2, \ldots$ then

$$
\begin{align*}
\left|y^{*}\left(t_{p}\right) P\left(t_{p}\right) y\left(t_{p}\right)\right| & \leq\left|y^{*}\left(t_{1}\right) P\left(t_{1}\right) y\left(t_{1}\right)\right| \frac{1}{(1+\alpha)^{p-1}}  \tag{15}\\
& \rightarrow 0 \text { exponentially as } p \rightarrow \infty
\end{align*}
$$

COROLLARY 2. If there are positive constants. $\alpha$ and $\beta$ for which

$$
\begin{align*}
& \alpha I \leq \int_{t_{n-1}}^{t_{n}} C(u) d u \leq \beta I, \\
& \alpha I \leq \int_{t_{n-1}}^{t_{n}} A(u) d u \leq \beta I, \tag{16}
\end{align*}
$$

for all $n=1,2, \ldots$ and a monotone increasing sequence $\left\{t_{n}\right\}$ then

$$
\Pi\left(t_{n}, t_{n-1}\right) \geq V_{1}\left(t_{n}\right)\left(V_{1}\left(t_{n}\right)+V_{2}\left(t_{n}\right)\right)^{-1} V_{1}\left(t_{n}\right)
$$

from Theorem 2, Chapter 4, where

$$
V_{1}(t)=\int_{t_{n-1}}^{t} A(u) d u, \quad V_{2}(t)=\int_{t_{n-1}}^{t} V_{1}(u) C(u) V_{1}(u) d u
$$

so

$$
\begin{aligned}
\pi^{-1}\left(t_{n}, t_{n-1}\right) & \leq V_{1}^{-1}\left(t_{n}\right)+V_{1}^{-1}\left(t_{n}\right) V_{2}\left(t_{n}\right) V_{1}^{-1}\left(t_{n}\right) \\
& \leq \alpha^{-1} I+\alpha^{-1} V_{2}\left(t_{n}\right) .
\end{aligned}
$$

But

$$
\begin{aligned}
V_{2}\left(t_{n}\right) & \leq I \int_{t_{n-1}}^{t_{n}}\left|V_{1}(u)\right|^{2}|C(u)| d u \\
& \leq n I \beta^{2}\left|\int_{t_{n-1}}^{t_{n}} C(u) d u\right| \leq n \beta^{3} I
\end{aligned}
$$

because

$$
\begin{aligned}
|C(u)| & =\text { maximum eigenvalue of } C(u) \\
& \leq \text { trace } C(u) .
\end{aligned}
$$

So

$$
\begin{aligned}
\int_{t_{n-1}}^{t_{n}}|C(u)| d u \leq \int_{t_{n-1}}^{t_{n}} \operatorname{tr} C(u) d u & =\operatorname{tr} \int_{t_{n-1}}^{t_{n}} C(u) d u \\
& \leq n\left|\int_{t_{n-1}}^{t_{n}} C(u) d u\right| .
\end{aligned}
$$

Therefore, $\Pi\left(t_{n}, t_{n-1}\right) \geq \gamma I$ where $\gamma^{-1}=\alpha^{-1}+n \alpha^{-2} \beta^{3}$. Let $P^{-1}(t)$ be a positive solution of $W^{\prime}-C(t)+W A(t) W=0$ on $\left[t_{0}, t_{m}\right]$. If $\psi\left(t, t_{n-1}\right)$ is the solution of this equation with $\psi\left(t_{n-1}, t_{n-1}\right)=0$, then $P^{-1}\left(t_{n-1}\right)>0$, so $P^{-1}\left(t_{n}\right)>\psi\left(t_{n}, t_{n-1}\right)$. And by the same process as for the original equation,

$$
\psi\left(t_{n}, t_{n-1}\right) \geq \gamma I .
$$

Therefore, $P^{-1}\left(t_{n}\right)>\gamma I$, and $P\left(t_{n}\right)<\gamma^{-1} I$. Therefore, $\gamma^{-1}>\gamma$ and $\gamma<1$.

$$
\begin{align*}
& \text { Using Conollary } 1 \text {, with } a=\gamma^{-1}, b=\gamma \text { in (14), } \\
& \qquad \begin{aligned}
\left|y\left(t_{m}\right)\right|^{2} & \geq\left(\frac{\gamma^{-1}}{\gamma^{-1}-\gamma}\right)^{m-1} \frac{\gamma}{\gamma^{-1}}\left|y\left(t_{1}\right)\right|^{2} \\
& =\frac{\gamma^{2}}{\left(1-\gamma^{2}\right)^{m-1}}\left|y\left(t_{1}\right)\right|^{2}
\end{aligned}
\end{align*}
$$

If $P(t)$ is a negative definite solution on $\left|t_{1}, t_{m+1}\right|$ then an analogous argument gives $0<\frac{P\left(t_{i}\right)}{-\gamma^{2}} \leq \Pi\left(t_{i}, t_{i-1}\right)$ and $-\gamma^{-1} I \leq P\left(t_{i}\right) \leq-\gamma T<0, i=1 \ldots m$. Then again from Theorem 2,

$$
y^{*}\left(t_{m}\right) P\left(t_{m}\right) y\left(t_{m}\right) \geq y^{*}\left(t_{1}\right) P\left(t_{1}\right) y\left(t_{1}\right) \prod_{i=2}^{m} \frac{\gamma^{2}}{1+\gamma^{2}}
$$

that is,

$$
\gamma\left|y\left(t_{m}\right)\right| \leq\left|y\left(t_{1}\right)\right| \frac{1}{\left(1+\gamma^{-2}\right)^{m-1 / 2}}
$$

These results can be applied in a variety of situations, showing that as $t \rightarrow \infty, y(t) \rightarrow 0$ if $P(t)<0,|y(t)| \rightarrow \infty$ if $P(t)>0$. We give a specific application where $A(t), C(t)$ are like constant matrices.

If the inequalities of the hypothesis of Corollary 2 hold for any pair of equally spaced points separated by a distance $\delta$, then (1) is said to be uniformly controllable and observable. If this condition holds for some interval length $\delta$, it holds for all larger interval lengths. In particular,

$$
\begin{aligned}
& \alpha I \leq \int_{t_{0}}^{t_{1}} C(u) d u \leq 2 \beta I, \\
& \alpha I \leq \int_{t_{0}}^{t_{1}} A(u) d u \leq 2 \beta I,
\end{aligned}
$$

whenever $t_{0}+\delta \leq t_{1} \leq t_{0}+2 \delta$.
So if $t$ and $s$ are two points for which $t+n \delta \leq s \leq t+(n+1) \delta$, $n \geq 1$, then from (17), if $P(t)>0$ on $[t, s]$, and $[t, s]$ is divided into $n$ equal intervals,

$$
\begin{aligned}
&|y(s)| \geq|y(t)| \frac{\gamma}{\left(1-\gamma^{2}\right)^{n / 2}} \text { where } \gamma^{-1}=\alpha^{-1}+8 n \alpha^{-2} \beta^{3} \\
& \geq|y(t)| e^{(s-t) \theta_{\gamma}} \overline{1-\gamma^{2}} \text { where } \theta=\frac{1}{2 \delta} \log \left(1-\gamma^{2}\right) \\
& \leq \frac{n+1}{2(s-t)} \log \left(1-\gamma^{2}\right) .
\end{aligned}
$$

Therefore, $y(s) \rightarrow \infty$ exponentially as $s \rightarrow \infty ; y(t) \rightarrow 0$ as $t \rightarrow-\infty$. If $P(t)<0$ on $[t, s]$, then
$|y(s)| \leq|y(t)| \frac{1}{\sqrt{\gamma^{2}+1}} e^{-(s-t) \theta}$ where $\theta=\frac{1}{2 \delta} \log \left(1+\gamma^{2}\right)$.
So $|y(s)| \rightarrow 0$ exponentially as $t \rightarrow \infty$, and in this case $y^{\prime}=C(t) P(t) y$ is uniformly asymptotically stable at $\infty$.

Remark. The conditions of uniform controllability and observability, used by Kalman [2] and Bucy [1] in generalising the asymptotic properties of systems with constant coefficients, have no special status
in our approach. In particular it is the ratio of values of $A(t)$ and $C(t)$ rather than their absolute values, which tends to influence asymptotic behaviour of the Riccati equation.

There is an example at the end of this chapter where particular application of our theorems is possible although there is no uniform controllability or observability.

## Aggregation of solutions of the Riccati equation

There is a relationship between solutions of (2) and the differences of solutions of (1) which has been exploited in Chapter 3. If $Y(t)$ is a fundamental matrix of (2), $P(t)$ being a solution of (1) existing on $[b, \infty)$, and if $Q(t)$ is another solution of (1) existing on $[b, \infty)$ then

$$
\begin{aligned}
& \quad \frac{d}{d t} Y^{*}(t)(P(t)-Q(t)) Y(t)=Y *(t)(P(t)-Q(t)) C(t)(P(t)-Q(t)) Y(t) \\
& \text { so if } U(t)=Y *(t)(P(t)-Q(t)) Y(t) \text { then }
\end{aligned}
$$

$$
\begin{equation*}
U^{\prime}(t)=U(t) Y^{-1}(t) C(t) Y^{-1}(t) U(t) \tag{19}
\end{equation*}
$$

If $U(b)$ is invertible, then, $V(t)=U^{-1}(t)$ is a solution of

$$
V^{\prime}(t)=-Y^{-1}(t) C(t) Y^{*}-1(t)
$$

which exists on $[b, \infty)$, so $U(t)$ is invertible on $[b, \infty)$, and if $S(t)=\int_{b}^{t} Y^{-1}(u) C(u) Y^{*-1}(u) d u$, then $S(t)>0$ if $t>b$, from [C] and

$$
\begin{align*}
U(t) & =\left(U^{-1}(b)-S(t)\right)^{-1} \\
& =U(b)\left(S^{-1}(t)-U(b)\right)^{-1} S^{-1}(t) . \tag{20}
\end{align*}
$$

Now $S^{-1}(t)$ is decreasing, non-negative and so has a limit $K$ as $t+\infty$. If $K-U(b)$ is invertible, then

$$
\begin{equation*}
U(t) \rightarrow U(b)(K-U(b))^{-1} \quad \text { as } \quad t \rightarrow \infty \tag{21}
\end{equation*}
$$

Then $U(t)$ is bounded on $[b, \infty)$, so there exist scalars $h, k$, for which $h I \leq U(t) \leq k I$ on $[b, \infty)$. Then

$$
\begin{equation*}
h\left(Y(t) Y^{*}(t)\right)^{-1} \leq P(t)-Q(t) \leq k\left(Y(t) Y^{*}(t)\right)^{-1} . \tag{22.}
\end{equation*}
$$

Both Theorems 1 and 2 give information about the asymptotic behaviour of $\left(Y(t) Y^{*}(t)\right)^{-1}$ as $t$ increases. From (22) and Theorem 1 we deduce:

THEOREM 3. If $P(t)$ is a positive solution of (1) on $[b, \infty)$, $Y(t)$ is an invertible solutions of $Y^{\prime}=C(t) P(t) Y$, $K=\lim _{t \rightarrow \infty} \int_{b}^{t} Y^{-1}(u) C(u) Y^{*-1}(u) d u$. (the limit must exist), and $Q(t)$ is a solution of (1) existing on $[b, \infty)$ for which $P(b)-Q(b)$ is invertible, and $P(b)-Q(b)-Y^{-1}(b) K Y^{-1}(b)$ is invertible, and if $m(t)$ is a continuous function: $m(t) P(t) \leq A(t)+P(t) C(t) P(t)$ then

$$
\begin{aligned}
& |P(t)-Q(t)| \leq g|P(t)| e^{-\int_{b}^{t} m(u) d u} \text { for some constant } g \text {. } \\
& \text { Proof. From (8), }
\end{aligned}
$$

$$
Y^{*}(t) P(t) Y(t) \geq Y^{*}(b) P(b) Y(b) e^{\int_{b}^{t} m(u) d u}
$$

and we assume $Y^{*}(t) P(t) Y(t) \geq p I>0$ for a constant $p$, since $P(b)>0$. Then

$$
P(t) e^{-\int_{b}^{t} m(u) d u} \geq p\left(Y(t) Y^{*}(t)\right)^{-1}
$$

and

$$
\begin{aligned}
|P(t)| e^{-\int_{b}^{t} m(u) d u} & \geq p\left|\left(Y(t) Y^{*}(t)\right)^{-1}\right| \\
& \geq \frac{1}{g}|P(t)-Q(t)|
\end{aligned}
$$

from (22) where $g=\frac{1}{p} \max (|b|,|k|)$. $Q E D$
Remark. If $|P(t)| e^{-\int_{b}^{t} m(u) d u} \rightarrow 0$, as in many important cases it does, then Theorem 3 asserts that "almost all" solutions approach $P(t)$ asymptotically as $t \rightarrow \infty$. The requirement that $P(b)-Q(b)$ is invertible is inessential, and only made for convenience; if it is not obtained, then $P$ and $Q$ can be compared with a third solution. The requirement that $P(b)-Q(b)-Y^{*-1}(b) K Y^{-1}(b)$ is
invertible is, however, essential; if $Q(b)=\hat{W}(b), \hat{W}$ being the principal solution at $\infty$, then $P(b)-Q(b)-y^{*^{-1}}(b) K Y^{-1}(b)=0$ from the proof of Theorem 1 of Chapter 3.

So Theorem 3 says that in this case all solutions except the principal solution and those which differ at $b$ from the principal solution by a simgular matrix, converge in a single bundle as $t \rightarrow \infty$. The bundle contains positive solutions; the exclusion of the principal solution is not surprising, since it is the negative solution.

$$
\begin{aligned}
& \text { As an example, } y^{\prime}=1-y^{2} \text { has the general solution } \\
& y=\tanh (t+a) \text { or } \operatorname{coth}(t+a) \text {, with }+1 \text { and }-1 \text { as special solutions. } \\
& \text { As } t \rightarrow \infty, \\
& (1-\tanh (t+a))=\frac{e^{-t-a}}{\cosh (t+a)}+0
\end{aligned}
$$

and

$$
1-\operatorname{coth}(t+a)=\frac{e^{-t-a}}{\sinh (t+a)}+0 .
$$

So all solutions except $y=-1$ aggregate about +1 as $t \rightarrow \infty$. This follows from Theorem 3 with $P(t)=1, m(t)=2$.

Results summarised for a special case, and an example
Finally to show the use of the results of this chapter, we first summarise their effect where the Riccati equation is uniformly controllable and observable, and then give an example of qualitatively similar behaviour of solutions of an equation which is not uniformly controllable or observable.

If equations (16) apply whenever $t_{n}-t_{n-1}=d$ for some fixed d, which is the definition of uniform controllability and observability, and $P(t)$ is a solution of (1) positive at $t=t_{0}$, then there is a constant $g$ for which $P(t)>g I, P(t)<g^{-1} I$ if $t>t_{0}+d$, from (16).

There is a positive constant $h$ for which $|y(t)|=O\left(e^{h t}\right)$ as
$t \rightarrow \infty$, where $y(t)$ is a nontrivial solution of $y^{\prime}=C(t) P(t) y$. The principal solution $W(t)$ of (1) on $\left[t_{0}, \infty\right)$ is negative definite for all $t$, If $Q(t)$ is another solution with $Q\left(t_{0}\right)>W\left(t_{0}\right)$, then $|P(t)-Q(t)|=O\left(e^{2 h t}\right)$ as $t \rightarrow \infty$, where $P(t)$ is any non-negative definite solution of (1).

If $y(t)$ is a solution of $y^{\prime}=C(t) W(t) y$ then $|y(t)|=O\left(e^{-\hbar t}\right)$ as $t \rightarrow \infty$, for some constant $h>0$.

The aggregation of solution ensures that the Riccati equation with constant coefficients has only one constant positive and one negative solution at most.

Example of the application of Theorem 1 to the modified Bessel equation of order zero:

$$
\begin{equation*}
t^{2} x^{\prime \prime}+t x^{\prime}-t^{2} x=0, \quad t \geq 1 \tag{24}
\end{equation*}
$$

its equivalent Hamiltonian system

$$
\begin{align*}
& y^{\prime}=\frac{1}{t} z  \tag{25}\\
& z^{\prime}=t y
\end{align*}
$$

and Riccati equation

$$
\begin{gathered}
w^{\prime}=A(t)-w^{2} C(t), A(t)=t, C(t)=\frac{1}{t}, \\
\text { If } w(t) \text { is a solution of (26) with } w(t)>0 \text { in }(t-1, t), \\
\text { then } w(t) \geq T_{2}(t), \text { where } T_{2}(t)=\left(V_{1}^{-1}(t)+V_{1}^{-2}(t) V_{2}(t)\right)^{-1}, \\
V_{1}(u)=\int_{t-1}^{u} A(s) d s \text { and } V_{2}(t)=\int_{t-1}^{t} V_{1}^{2}(u) C(u) d u . \text { By elementary } \\
\text { calculation, it can be verified that }
\end{gathered}
$$

$$
\begin{aligned}
T_{2}(t) & \geq \frac{3}{4}\left(t-\frac{1}{2}\right) \\
& \geq \frac{3}{2} t
\end{aligned}
$$

if $\quad t \geq 2$.

On the other hand $v(t)=w^{-1}(t)$ is a solution of $v^{\prime}=\frac{1}{t}-t v^{2}$. Operating in the same way with this dual equation, and omitting the very similar details, $v(t) \geq(2 t)^{-1}$, so $\omega(t) \leq 2 t, \quad t \geq 2$. Therefore, $\quad \frac{3}{2} \omega(t) \leq t=A(t)$, $\frac{t}{2} \omega^{-1}(t) \leq \frac{1}{t}$, so $\quad \frac{3}{2} \omega(t) \leq \omega^{2}(t) C(t)$. Therefore,

$$
w(t) \leq A(t)+w^{2}(t) C(t) \text {. Therefore, in Theorem } 1, m(t)=1 \text {, }
$$ and

$$
\begin{aligned}
y^{2}(t) w(t) & \geq y^{2}\left(t_{0}\right) w\left(t_{0}\right) e^{\int_{t_{0}}^{t} d u} \\
& =y^{2}\left(t_{0}\right) w\left(t_{0}\right) e^{\left(t-t_{0}\right)}
\end{aligned}
$$

where $y(t)$ is a solution of

$$
\begin{equation*}
y^{\prime}=\frac{1}{t} \omega(t) y . \tag{27}
\end{equation*}
$$

But $w(t) \leq 2 t$, so $y^{2}(t) \geq \frac{1}{2 t} e^{t} K\left(t_{0}\right)$ where $k\left(t_{0}\right)=y^{2}\left(t_{0}\right) \omega\left(t_{0}\right)$ if $\omega(t) \geq 0$ on $\left[t_{0}-1, t\right]$.

In the same sort of way it can be verified that for $t \geq 2$, if $w(t)<0$ on $[t-1, t]$, then $-2 t \leq w(t) \leq-\frac{t}{2}$.

Then $\quad-w(t) \leq A(t)+w^{2}(t) C(t)$ and from Theorem 1, $y^{2}(t) w(t) \geq y^{2}\left(t_{0}\right) w\left(t_{0}\right) e^{-\left(t-t_{0}\right)}$ or, if $w(t)<0, w\left(t_{0}\right)<0$, then $y^{2}(t)|w(t)| \leq y^{2}\left(t_{0}\right)\left|w\left(t_{0}\right)\right| e^{-\left(t-t_{0}\right)}$. Therefore, $y^{2}(t) \leq \frac{1}{2 t} e^{-t} K\left(t_{0}\right)$ where $K\left(t_{0}\right)=y^{2}\left(t_{0}\right)\left|w\left(t_{0}\right)\right|$.

Using Theorem 3, we conclude that the solutions of (26) aggregate about a positive solution, with one exception, and for two of the
aggregating solutions $w_{1}(t)$ and $w_{2}(t)$,

$$
\left|w_{1}(t)-w_{2}(t)\right| \leq K t e^{-\frac{3}{2} t} \quad \text { as } \quad t \rightarrow \infty .
$$

These conclusion can be verified by knowledge of the general solution of (26):

$$
\omega(t)=\frac{\alpha t I_{1}(t)-\beta t K_{1}(t)}{\alpha I_{0}(t)+\beta K_{0}(t)}
$$

where $\alpha, \beta$ are arbitrary constants, and $I_{0}, I_{1}, K_{0}, K_{1}$ modified Bessel functions. The minimal solution has $\alpha=0$, and solutions of the corresponding linear equation (27) are multiples of $K_{0}(t)$.

Other solutions of (27) for other solutions $w(t)$ of (26) are $\alpha I_{0}(t)+\beta K_{0}(t), \alpha \neq 0$, which tend to $\infty$. As $t \rightarrow \infty$,

$$
\begin{aligned}
& I_{0}(t) \sim \frac{1}{\sqrt{2 \pi t}} e^{t}, t I_{1}(t) \sim \sqrt{\frac{t}{2 \pi}} e^{t}, \\
& K_{0}(t) \sim \sqrt{\frac{\pi}{2 t}} e^{-t}, t K_{1}(t) \sim \sqrt{\frac{\pi t}{2}} e^{-t},
\end{aligned}
$$

and so the predicted behaviour of solutions can be verified.

Notes
On the role of the Riccati equation in the linear regulator problem, the stability of its solutions and the solutions that it generates, see Kalman [2]. Our approach to the stability of solutions of the Riccati equation differs from that of Kalman, and is like that of Bucy [1]. However we have not needed to invoke the Lyapunov stability theorem.

The results on uniformly controllable and observable systems that are corollaries of our Theorems 2 and 3 are given by Kalman [2, 6.10 and 7.2] and Bucy [1]. The results in this case, about aggregation of solutions are due to Bucy [1, Theorem 4], although his statement of the matter is incomplete, and in fact incorrect, since it does not observe the distinct behaviour of the principal.solution. As Kalman's paper makes clear, solutions of linear equations associated with principal solutions are of great importance, being stable. Also, as
observed in the notes to Chapter 4, the a priomi bounds to solutions of the Riccati equation are incorrect, as used by Bucy in [1].

With respect to Bucy!s final remarks, $\lim _{t_{0} \rightarrow-\infty} \Pi\left(t, t_{0}\right)$ always
exists (if $C(t) \geq 0$ and is controllable, $A(t) \leq 0$ ); this follows from our proof of the existence of a maximal solution on ( $-\infty, \infty$ ) which does not use variational arguments. Reid [15] has generalised the monotone properties of Bucy [1, Section 3] but has to assume the coefficient matrices absolutely continuous.

The properties of stabilizability and detectability, used by Wonham [1], [2], and Lukes [1], do not readily generalise to the non-autonomous case. Equation (l) of this chapter is derived from that of Chapter 3 by a congruence transformation; stabilizability exploits the possibility of first making a translation operation to give the resulting equation more desirable properties.

We draw attention to some very recent remarks of Fair [1], with the promise of a forthcoming paper, on approximating solutions of matrix quadratic equations by continued fractions. Our continued fraction expansions of Chapter 4 are helpful here. If the value at $t_{0}$ of the negative principal solution at $+\infty$ is wanted, and uniform controllability and observability, say, apply, then because of the aggregation of solutions it suffices to approximate the solution $\Pi\left(t, t_{0}+d\right)$ at $t_{0}$, where $d$ is positive and sufficiently large. $\Pi\left(t, t_{0}+d\right)$ is the solution of (1) which takes the value zero at $t_{0}+d$, and can be approximated by a continued fraction expansion. This procedure avoids problems of instability of principal solutions. If, for example, $C(t)=A(t)=1$, the principal solution as ${ }^{+\infty}$. is -1. If one tries to find its value at $t=0$ by expanding the continued fraction of $\Pi(0,5)$ one gets the sequence of approximations:

$$
-5,-0.54,-1.21,-0.057,-1.0074,-0.99893,-1.00001,-0.99990 .
$$

Another approach to finding values of the principal solution involving Newton-type approximations (quasi linearization), is given in the papers of Bellman [1], Aoki [1] and McClamrock [1].
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[^0]:    * In this and the following chapter, the maximal and minimal solutions of (l) on an interval are often referred to as principal solutions of (1) at the appropriate endpoint.

