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## DIFFRACTION EFEECTS IN DIRFCTED RADIATION BEAMS

I. Introduction and Summary

Diffraction is a fundamental characteristic of all wave fields, be it photons, electrons, etc. The effect of diffraction is typically manifested when an obstacie is placed in the path of a beam. On an observation screen some distance away from the obstacle one observes a rather complicated modulation of che time-average intensity in the vicinity of the boundary separating the illuminated region from the geometrical shadow cast by the obstacle.

In many applications it would be highly desirable to propagate a beam over a long distance without an appreciable drop in the intensity. As an example we cite the possibijity of accelerating particles to ultra-high energies by utilizing high-power laser beams. Although the accelerating gradient in many of these schemes is extremely large, the actual distance over which the particle and laser beams maintain an appreciable overlap is very limited. The overlap is reduced due to the diffraction of the laser beam end as a result the net gain in the particle energy is limited.

With the advent of high-power lasers and microwave sources, diffraction of radiation beams with finite transverse dimensions has turned into a problem cf special importance. As an example, consider laser radiation of frequency $\omega$ emanating from a cavity oscillating in the fundamental transverse Gaussian mode. How far will this beam propagate in a turbulence-free atmosphere? More to the point, how fast is the fall-off in the intensity of this laser beam?

The answer to this question is well known. The scale length for the fall oft in intensity is given by the Rayleigh range, defined by

$$
\begin{equation*}
z_{R}=\pi w_{0}^{2} / \lambda, \tag{1}
\end{equation*}
$$

[^0]where $w_{0}$ is the minimum spot size, or radius, of the beam, and $\lambda=2 \pi c / \omega$ is the wavelength. The minimum spot size $w_{o}$ is also, known as the waist of the radiation beam. The fall-off of the beam intensity as it propagates in space is a consequence of the fact that injtially the beam was constrained to a finite waist, $W_{0}$. Diffraction then causes the beam to spread in the lateral direction and, from energy conservation, the intensity must drop off correspondingly. In the limit of an infinitely wide beam, $W_{0} \rightarrow \infty$, the Rayleigh range is infinite, there is no diffraction and the intensity is constant.

A natural way to propagate a beam over long distances is to increase the Rayleigh range by employing a wider beam or shorter wavelength radiation. Clearly the width of the beam is limited by the energy source available for pumping the lasing medium, and short wavelength lasers (x-rays and beyond) are not presently available. As a result, over the past severail years there has been an upsurge in research on such fundamental topics as propagation and diffraction properties of radiation beams. (See Ref. 2 for an earlier discussion.) Briefly, the question being asked is: "Can diffraction be overcome?" The following is a sumary of our review of diffractionless and other directed radiation beams.
i) Electromagnetic Missiles (Section IV)

Experiments indicate the possibility of generating wave packets with a broad frequency spectrum. The high-frequency end of the spectrum determines the furthest distance the miscile can propagate, in complete accord with our understanding of diffraction.
ii) Bessel Beams (Section V)

A Bessel beam is a particular, monochromatic solution of the wave equation. Bescel beams propagate no fur ther than baussian beams or plane
waves with the same transverse dimensions and, contrary to previous assertions, Bessel beams are not "resistant to the diffractive spreading commonly associated with all wave propagation".
iii) Electromagnetic Directed Energy Pulse Trains (Section VI)

These are particular, broad-band solutions of the wave equation. We show that the experiment and the numerical studies of these pulses are consistent with conventional diffraction theory and, contrary to previous assertions, these pulses do not "defeat diffraction".

## iv) Electromagnetic Bullets (Section VII)

Electromagnetic bullets are solutions of the wave equation which are confined to a finite region of space in the wave-zone. The ultimate goal of the research has been to determine the source function which leads to a prescribed torm for the bullet in the wave-zone. Although the mathematical framework for this has been established, no concrete exanple has appeared in the literature.

Sections II and III begin with a review of basic diffraction theory and our findings and conclusions are summarized in Section VIII.

## IT. Electromagnetic Wave Diffraction

Consider the radiation beam from a cavity of radius $d$. The wave vector is given by $k_{11} \hat{e}_{2}$, corresponding to propagation predominantly in the $z$ direction, and the magnitude of the spread in the wave vector in the transverse direction is denoted by $\Delta k_{\mathcal{L}}$, with $k_{1 \mid} \gg \Delta k_{1}$. The angular spread of the radiation relative to the $z$ axis is

$$
\begin{equation*}
\theta \simeq \Delta k_{\perp} / k_{11} \tag{2}
\end{equation*}
$$

On an observation screen at a distance $z$, the radius of the illuminated region is given by

$$
\begin{equation*}
w=d+9 z \tag{3}
\end{equation*}
$$

The first term on the right-hand side of this expression indicates the width of the region illuminated according to geometrical optics. Beyond this lies the region of the geometrical shadow, and the second term in Eq. (3) indicates the extent to which this region is illuminated due to diffacticn of light. The distance $Z$ over which the angular spread leads to a fall-off in the intensity is given by $d+\theta Z=2 d$, or

$$
\begin{equation*}
\mathrm{Z}=\mathrm{d} / \theta \tag{4a}
\end{equation*}
$$

The distance $Z$ may be regarded as the scale-length for diffractive spreading of the beam.

As a first example, suppose the transverse distribution of intensity in the beam is uniform. This $j$ s the case when plane waves are apeltured. If the radius of the aperture is $\quad$ fon a undamental result of fourier analysis, $\Delta k, d=1$. The angular spread is therefore given by $\theta=\lambda / 2$ rid, where $\lambda=2 \pi / k_{11}$ is the wavelength. For inis intensity distribution one thus finds

$$
\begin{equation*}
z_{p}=2 \pi d^{2} / \lambda . \tag{4b}
\end{equation*}
$$

For the case when the transverse intensity distribution is a Gaussian, $\exp \left(-r^{2} / w_{o}^{2}\right)$, of width $w_{0}$, we have $\Lambda i_{l} \simeq 1 / w_{0}$, and the angular spread of the beam is on the order of $\theta \simeq \lambda / 2 \pi w_{0}$. In this case $d=w_{o}$ and hence

$$
\begin{equation*}
z_{G}=2 \pi w_{o}^{2} / \lambda, \tag{4c}
\end{equation*}
$$

Which is trice the Rayleigh range $Z_{R}$ defined in Eq. (1).
Clearly, diffraction is simply the physical manifestation of the wellknown result of Fourier analysis relating the spreads in wave vector space with the corresponding widths in real space, $\Delta k_{i} \Delta x_{i} \simeq 1$ for $i=1,2,3$. As a result, Eq. (4a) expresses a fundamental relation which we shall make use of repeatedly in order to interpret the results of theory and experiment on so-called diffractionless radiation beams.

## III. Diffraction Zones (Huygens' Principle)

According to Huygens' principle each point on a given wavefront acts as a source of secondary wavelets. The field at a point $F$ is given by the sum over the wavelets. If $u(\underline{r}) e^{-i \omega t}$ is the amplitude on an aperture, an approximate solution of the scalar wave equation at $P$ is given by ${ }^{3,4}$

$$
\begin{equation*}
\psi_{p}(\underline{r}, \pm)=(i \lambda)^{-1} e^{-i \omega t} \int_{\text {aperture }} d S^{\prime} u\left(\underline{r}^{\prime}\right) R^{-1} e^{i \omega R / c} \tag{5}
\end{equation*}
$$

Where $R=\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+z^{2}\right]^{1 / 2}$ is the distance between the area element $d S^{\prime}$ on the aperture and the point $P$, as shown in Fig. 1.

In the Fresnel approximation the binomial expansion of $R$ may be used to simplify Eq. (5) to

$$
\begin{equation*}
\psi_{p} \propto(i \lambda z)^{-1} e^{i \omega(z-c t) / c} \int_{\text {aperture }} d S^{\prime} u\left(x^{\prime}, y^{\prime}\right) e^{\left.i \frac{\omega\left(x^{\prime 2}+y^{\prime 2}\right.}{2 z}-\frac{x x^{\prime}+y y^{\prime}}{z}\right)} \tag{6}
\end{equation*}
$$

For plane waves incident on an aper ure with linear dimension d, there are two physically interesting limits for approximating Eq. (6).
i) Fraunhofer Diffraction (Far-Field or Wave-Zone Region)

If

$$
\begin{equation*}
z \gg d^{2} / \lambda \tag{7}
\end{equation*}
$$

one may neglect the quadiatic terms in the exponent of Eq. (6) and the wavelets from the entire wavefront at the aperture contribute to the field at P. In the Framhofes agyon $\psi_{\mathrm{p}}$ is simply the Fourien tanstorm of the amplitude at the diftracting apettme.
ii) Eresnel Ditfraction (Neay fitu Rigion)

In the othen limit,

$$
\begin{equation*}
z<d^{2} / \lambda, \tag{1}
\end{equation*}
$$

it is necessary to retain the quadratic terms in the exponent of Eq. (6) and the wavelets from a limited portion of the wavefront at the aperture make the dominant contribution to the field at $P$. In this case, the integration in Eq. (6) may be taken to be over the entire $z=0$ plane.

For plane waves incident on a circular aperture of radius $d, F i g .2$, making use of Eq. (5), the exact field on the axis of symmetry is given by $\psi_{P} \propto \exp (-i \omega t)\left\{\exp (i \omega z / c)-\exp \left[i \omega\left(d^{2}+z^{2}\right)^{1 / 2} / c\right]\right\}$, and the intensity $I \propto \psi_{P} \psi_{P}^{*}$ is

$$
\begin{equation*}
I \approx 1-\cos \left\{\omega\left[\left(d^{2}+z^{2}\right)^{1 / 2}-z\right] / c\right\} \tag{9}
\end{equation*}
$$

Figure 3 is a schematic plot of the intensity functio:, Eq. (9), indicating in particular the transition between the Fresnel and the Fraunhofer regions. Vote that the intensity drops off precipitously beyond $z=2 \pi d^{2} / \lambda$, consistent with the scale-length defined by Ea. (4b).

We proceed now to examine the research on new solutions of the wave equation, with particular emphasis on their diffraction properties. $5-20$

## IV. Electromagnetic Missiles

## i) <br> Theory

Consider first the case of a field, termed a issile", which falls off more slowly than the usual $1 / R$ law. The inventive step is the use of a broad frequency spectrum. Depending on the spectrum, the fall-off with $R$ may be as slow as desired. ${ }^{7,8}$

To appreciate the nature of this field, note that for an arbitrary source distribution within a region $A$ as shown in Fig. 4, the energy delivered to a screen $S$, integrated over all time, is

$$
\varepsilon(S, R)=\int_{-\infty}^{\infty} d t \int_{\text {screen }} d S \hat{n} \cdot(\underline{\operatorname{ExB}} \underline{B}) / 4 \pi,
$$

where $\hat{n}$ is a unit vector normal to the screen, and $\underset{\sim}{E}$ and $\underset{\sim}{B}$ are the electric and the magnetic field, respectively. For a source with a bounded frequency spectrum, a screen of fixed area $S$, and for sufficiently large $R$, $\varepsilon(S, R)-1 / R^{2}$, according to well-known results. ${ }^{21}$

The current density for the el, omagnetic missile described in Ref. $7, J(r, t)=\delta(z) f(t) \hat{e}_{x}, r<d$, is confined to a disk of radius $d$, where $r-\left(x^{2}+y^{2}\right)^{1 / 2}$ is the radial coordinate and $f(t)$ is a given function of time. If $\tilde{A}(\omega)$ and $\tilde{J}(\omega)$ denote the Four ier transforms of the vector potential and the current density respectively, then $\tilde{A}(\omega)=\int d^{3} \tilde{J}(\omega) \exp (i \omega R / c) / c R$ is a solution of the wave equation. ${ }^{21}$ In the present case, $\tilde{J}(\omega)-\delta(z) \bar{f}(\omega) \hat{e}_{x}$, and the vector potential on the axis of symmetry is given by

Making use of this expression for $\tilde{A}(\omega)$, the Poynting flux along the $z$ axis integrated over all time, $U(z) \equiv \int d t \hat{e}_{z} \cdot(E \times B) / 4 \pi$, is given by

$$
\begin{equation*}
\left.u=c^{-2}\left[1+z\left(z^{2}+d^{2}\right)^{-1 / 2}\right] \int_{0}^{\infty} d \omega|\tilde{f}(\omega)|^{2}\left(1-\cos \left(\left.\frac{\omega}{c} \right\rvert\,\left(z^{2}+d^{2}\right)^{1 / 2}-z\right]\right]\right) . \tag{10}
\end{equation*}
$$

Note the resemblance between Eq. (9) and the integrand of Eq. (10). Equation (9) is for a monochromatic field and is based on Ruygens-Fresnel principle while Eq. (10) is obtained from a rigorous solution of the full wave equation.

In the limit $z \rightarrow \infty$ in Eq. (10), for a fixed frequency $\omega$, $\cos \left\{(\omega / c)\left[\left(z^{2}+d^{2}\right)^{1 / 2}-z\right]\right\} \rightarrow \cos \left(\omega d^{2} / 2 c z\right) \rightarrow 1$, and the integrand tends to zero. Referring to Fig. 3, this means that the contribution of this frequency lies in the far ficld region and is thus negligible. At a given large $z$ we can, therefore, write

$$
u=\frac{2}{c^{2}} \int_{2 c z / d^{2}}^{\infty} d \omega|\tilde{f}(\omega)|^{2}\left[1-\cos \left(\omega d^{2} / 2 c z\right)\right]=\frac{2}{c^{2}} \int_{2 \mathrm{cz} / \mathrm{d}^{2}}^{\infty} d \omega|\tilde{f}(\omega)|^{2} .
$$

We see that the most important contribution is trom the high frequency end of the spectrum, for which the given point $z$ lies in the near-field, Fresnel, zone. The contributions from all the lower trequency components will have decayed to negligible values hefore reaching the given $z$. While the eventual fall of of any frequency component is: as $1 / 2$, the fall off of the time integated poynting flux for the wave packet depend: on how
 with a frequency te:ponse

$$
\left.\tilde{f}(\omega) \quad \therefore \quad 11 \cdot\left(\omega^{\prime} \omega_{0}\right)^{?}\right)(1+? \varepsilon) / 4 .
$$

where $\varepsilon>0$. For this spectrum the time-integrated Poynting flux falls off as $U \propto 1 / z^{2 \varepsilon}$. The fall-off can thus be as slow as desired by taking the $\operatorname{limit} \varepsilon \rightarrow 0$. The limit, however, corresponds to frequency spectrum from a source with infinite energy. The function $f(t)$ is symmetric with respect to $t \rightarrow-t$. Evaluating the inverse Fourier transform of $f(\omega)$, one finds that $f(t) \sim t^{(2 \varepsilon-3) / 4} \exp \left(-\omega_{0} t\right)$ for $t \gg 1 / \omega_{0}$. For $\varepsilon>1 / 2$ and $t \ll 1 / \omega_{0}$, $f(t) \rightarrow$ constant. However, for the more interesting case of $\varepsilon<1 / 2, f(t) \rightarrow$ $t^{\varepsilon-1 / 2}$ when $t \ll 1 / \omega_{0}$, indicating a mild singularity,

## ii) Experiment (Electromagnetic Missiles)

The difficulties involved in an experimental study of electromagnetic missiles stem from the need to generate pulses with extremely short risetimes and suitably-shaped wavefronts. ${ }^{9}$ An antenna was used to generate a "pure" spherical wave which formed the primary pulse and the field reflected from a parabolic dish of radius 2 ft formed the secondary pulse. The pulses were detected by a specially-designed sensor. The primary pulse was found to fall off as $1 / z^{2}$, the energy decaying by $1 / 16$ when the sensor was moved fiom 4 ft to 16 ft from the source. This was because the antenna, being a point source, generated spherical wavefronts. The pulse reflected from the parabolic dish was found to resemble that of a circular disk, simil?r to that studied earlier in this section. Over the same distance, the energy in this electromagnetic missile was found to decay by just under $1 / 2$. Wjthout a precise knowledge of the írequency spectrum it is not possible to make a quantitative analysis of this experiment. Rough estimates indicate that the scale length for the fall off of the intensity of the missile is indeed compatible with the diffraction scale length $z=2 \pi d^{2} / \lambda$, where $d=2 \mathrm{ft}$ is the radius of the reflecting dish and $x$ is the wavelengh for the highenk frequency (10 GHz; in the pulse.

These preliminary experimental results indicate that a suitably tailored pulse-shape can be designed to have an energy-decay rate essentially limited by the highest frequencies present in the pulse generator, in complete accordance with the elementary nutions of diffraction of light. Propagation of a composite pulse in free space is a dispersive process. As the beam propagates, the lowest frequency components diffract away first.
V. Bessel Beams
i) Theory

An example of a so called diffractionless electronagnetic beam is a Bessel beam. We note that a particular solution of the scalar wave equation

$$
\left(\nabla^{2}-c^{-2} \frac{\partial^{2}}{\partial t^{2}}\right) \psi(\underline{r}, t)=0
$$

is

$$
\begin{equation*}
\psi=e^{i\left(k_{\|} z-\omega t\right)} \int_{\theta_{0}}^{2 \pi+\theta_{0}} d \theta A^{\prime}(\theta) e^{i k_{1}(x \cos \theta+y \sin \theta)} \tag{11}
\end{equation*}
$$

for arbitrary $\theta_{0}$ and $A(\theta)$, provided $\omega^{2}=c^{2}\left(k_{11}^{2}+k_{\perp}^{2}\right)$. Here, $k_{11}$ and $k_{\perp}$ denote the magnitudes of the components of the wave vector paral?el and orthogonal to the $z$ axis, respectively, and $\lambda=2 \pi /\left(k_{11}^{2}+k_{1}^{2}\right)^{1 / 2}$ is the wavelength. Since the $z$-dependence in Eq. (11) is separated from the $x$ and y-dependence, the solution is clearly diffractionless in the sense that the time-average intensity is independent of $z$. In fact, the intensity is constant for all 7 and all $t$.

Durnir considers the case where $A(O)=1$ (Ref. 10). In this case, making use of the expasion $\exp \left(i(\sin \theta)=\Sigma_{n} J_{n}(\zeta) \exp (i n \theta)\right.$, whare $J_{n}$ is the ordinary Bessel Lunction of the first kind of order $n$ (Ref. 22), Eq. (11) simplifies to $\psi=2 \pi J_{o}\left(k_{1} r\right) \operatorname{expli}\left(k_{1} z-\omega t\right) l^{2}$ wherer $:\left(x^{2}, v^{2}\right)^{1 / 2}$ is the radial variable.
hak ing use of the pteperties of the Bersel function (Ref. 22), one can show that the "Energy" content, fder $\mathrm{J}_{\mathrm{n}}^{2}(\mathrm{k}, \mathrm{r})$, integrated over any transverse period, or lohe, is approximately the same as that in the
central lobe. This point will be important in our interpretation of che diffractive properties of Bessel beams.

## ii) Experiment (Bessel. Beams)

A Bessel beam has an infinite number of lobes and, therefore, has infinite energy. In the laboratory an approximation to this ideal beam is realized by clipping the beam beyond a certain radius. The question is, given the finite transverse size, how well is the diffractionless property preserved.

To answer ihis question Dumnin et al. compared the propagation of a clipped Bessel beam with a Gaussian beam. ${ }^{11}$ The full width at half-maximum (FWHM) of the Gaussian was taken to be equal to the FWHM of the central lobe of the Bessel beam. In the experiment the on-axis intensity of each team vas measured along the axis of symmetry. The Bessel beam was claimed to be "resistant to the diffractive spreading commonly associated with all wave propagation" since its intensity was observed to remain approximately constant for a much longer distance than the Gaussian beam. The idea of a diffraction-free beam was further reinforced by using a geometrical optics argument to obtain a fomula for the propagation distance of central lebe of the Bessel beam.

We shall now reconsider this comparison. The wavelength of the radiation was $\lambda=6328 \AA^{\circ}$. For the Gaussian beam, $\exp \left(-r^{2} / w_{0}^{2}\right), w_{0}$ was equal to 0.042 mm , corresponding to a FWHM of 0.07 mm . For the Bessel beam, $J_{0}\left(k_{\perp} r\right), k_{\perp}$ was equal to $41 \mathrm{~mm}^{-1}$, corresponding to a rUHM for the central iobe of 0.07 mm . The beams were apertured to a radius $\mathrm{d}=3.5 \mathrm{~mm}$. The following ordex-of magritude discussion is based on Eqs. (2) (4); a mone rigorous amatysis is presented in the Apoendix. The angular spread due to the natural width of the Gaussian bean is $6 \rightarrow \lambda / 2 \pi w_{0}$ and Eq. (3) takes the
form $w=w_{0}+\left(\lambda / 2 n_{w_{0}}\right) z$, where the first term in this expression is $w_{0}$, rather than $d_{\text {, }}$ since the energy of the Gaussian is concentrated in the rentral peak. The scale length for diffraction is the same as that given by $\mathrm{Eq} .(4 \mathrm{c})$; namely $Z_{G}=2 \pi{ }_{\mathrm{o}}{ }^{2} / \lambda=1.75 \mathrm{~cm}$. The natural angular spread of the Jessel beam is $\theta=k, \lambda / 2 \pi$, and Eq. (3) takes the furm $w=\alpha+$ ( $k_{\perp} \lambda^{\prime} 2 \pi$ ) $z$, where the first term represents the radius of the aperture since the energy in each lobe is approximately the same and they all affert the propagation of the Bessel beam. The scale length for diffraction is, therefore, given by $d+\left(k_{\perp} \lambda / 2 \pi\right) Z_{B}=2 d$, or $Z_{B} \simeq 2 \pi d / k_{\perp} \lambda \simeq 85 \mathrm{~cm}$, which is consistent with the experimental observation.

In the transverse plane the lobes of the Bessel beam diffract away sequentially starting with the cutermost one. The otermost lobe diffracts in a distance on the order of $2 \pi^{2} / \lambda k_{1}^{2}$, which is approximately equal to $Z_{G}$. Tre next lobe diffracts away after a distance on che ordex of $2 Z_{G}$. This process continues until the central lobe, which diffracts away after a distance .. $N Z_{G}$, where $N$ denotes the number of lobes within the aperturc. In the experiment $N=50$, implying a propagation distance on the order of $50 Z_{G}$ Eor the central lobe of the Bessel beam, which is consistent with the measured value. Measurements of the on-axis intensity obviously fail to reveal the gradual deterioration of the transuerse bean profile, but the numerical plots in Fig. 2 of Ref. 10 are consistent with this scenario. Therefore, the Bessel beam is not "resistant to the diffractive spreading commonly associated with all wave propagation". Our interpretation points out the significance of each successive lobe having about the same energy. The central lobe persists as long as thete are of $t$ axis lobes compensating for its energy loss and hence the comparison with the narrower Gausoian beam in Ref. 11 is of little significance.

Ve note that utilizing the full width of the aperture a Gaussian beam propagates a distance on the order of $N Z_{B}$; i.e., $N$ times further than the Bessel beam. Additionally, by appropriately curving the wavefront, nearly ail the power of the Gaussian beam can be focussed on a target of dimension $W_{c}$ in a distance $Z_{B}$. Hence, for this purpose a Gaussian beam would be significantly better than the Bessel beam employed by Durnin et al. (See also Ref. 12)

## VI. Electromagnetic Directed Energy Pulse Trains

## i) Theory

Electromagnetic directed energy pulse trains are particular solutions of Maxwell's equations. ${ }^{13}$ To discuss these, we make the change of variables $\xi=z-c t$ and $\tau=t$, and transform the wave equation

$$
\left(\nabla^{2}-c^{-2} \partial^{2} / \partial t^{2}\right) \psi=0,
$$

into the form

$$
\left(\nabla_{\perp}^{2}+\frac{2}{c} \frac{\partial^{2}}{\partial \xi \partial \tau}-c^{-2} \partial^{2} / \partial \tau^{2}\right) \psi=0 .
$$

Making the assumption

$$
\begin{equation*}
\psi=\psi(\xi, r, \tau) e^{i \omega \xi / c}, \tag{12}
\end{equation*}
$$

leads to the an equation for the complex envelope $\psi$.

$$
\left(\nabla_{\perp}^{2}+2 i \omega^{-2} \frac{\partial}{\partial \tau}+\frac{2}{c} \frac{\partial^{2}}{\partial \tau \partial \xi}-c^{-2} \frac{\partial^{2}}{\partial \tau^{2}}\right) \psi=0 .
$$

Here, $r$ denotes the radial variable and $\nabla_{\perp}$ is the differential operator in the plane $z=$ constant. If $\psi(\xi, r, \tau)$ varies slowly compared to the characteristic scales $1 / \omega$ and $c / \omega$, the second derivative of the envelope function may be neglected anc the wave equation reduces to

$$
\begin{equation*}
\left(\nabla_{1}^{2}+2 i \omega c^{-2} \frac{\partial}{\partial \tau}\right) \psi=0 . \tag{13}
\end{equation*}
$$

Equation (13) is an extremely useful approximation to the full wave equation in a vacuum. Note that the full wave operator is of the hymerbolic type, where ; the reduced wave operator is of the parabolic type. For this reson, Eq. (13) is sometimes referted to as the parabolic approximation to the wave equation.

A particular solution of Eq. (13) is given by

$$
\begin{equation*}
\psi=C \frac{w_{o}}{w^{\prime}} e^{-i \tan ^{-1}\left(\tau / \tau_{R}\right)-\left(1-i \tau / \tau_{R}\right) I^{2} / w^{2}}, \tag{14a}
\end{equation*}
$$

where C is a constant,

$$
\begin{equation*}
w=w_{0}\left[1+\left(\tau / \tau_{R}\right)^{2}\right]^{1 / 2} \tag{14b}
\end{equation*}
$$

is the spot size, $w_{o}$ is the waist and

$$
\begin{equation*}
\tau_{R}=\omega w_{o}^{2} / 2 c^{2} \tag{14c}
\end{equation*}
$$

is related to the Rayleigh range $Z_{R}=\omega w_{0}^{2} / 2 c$ by $\tau_{R}=Z_{R} / c$.
ziolkowski ${ }^{13-15}$ makes use of the variables transformation

$$
\xi=z-c t, \quad \eta=z+c t
$$

in the wave equation to reduce it to the form

$$
\left(\nabla_{1}^{2}+4 \frac{\partial^{2}}{\partial \eta \partial \xi}\right) \psi=0
$$

Kepresenting $\psi$ in the form

$$
\begin{equation*}
\psi=\psi(\eta, r) e^{i \omega \xi / c} \tag{15}
\end{equation*}
$$

leads, wirhout any approximation, to an equation for $\psi$,

$$
\begin{equation*}
\left(\nabla_{1}^{2}+4 \mathrm{i} \frac{\omega}{c} \frac{\partial}{\partial r_{1}}\right) \psi=0 . \tag{16}
\end{equation*}
$$

A particular solution of Eq. (16) is given by
where $C$ is a constant,

$$
\begin{equation*}
w=w_{0}\left[1+\left(n / \eta_{R}\right)^{2}\right]^{1 / 2} \tag{17b}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{\mathrm{R}}=\omega \mathrm{w}_{0}^{2} / \mathrm{c} \tag{17~s}
\end{equation*}
$$

is related to the Rayleigh range $Z_{R}=\omega w_{0}^{2}, 2 c$ by $\eta_{R}=2 Z_{R}$.

Some remarks on the solutions in Eqs. (14) and (17) are in order. First, Eq. (14) is a solution of the parabolic approximation to the full wave equation. On the other hand, Eq. (17) is an exact solution of the full equation. Second, there is a factor-of-two difference between the scale length $c r_{R}$ in Eq. (1.4c) and the scale length $\eta_{R}$ in Eq. (17c). Third, the solution in Eq. (17) has infinite energy. Finally, the exact solution in Eq. (15) consists of a pulse traveling to the left which is modulated by a plane wave moving to the right.

To examine the last two points, Eqs. (15) and (17) may be combined to form a fundame:ital Gaussian pulse $\Psi_{k}$ with parameter $k=\omega / c$

$$
\begin{equation*}
\Psi_{k}(r, z, t)=e^{i k \eta} \frac{e^{-k r^{2} / V}}{4 \pi i V} \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
& \frac{1}{V}=\frac{1}{A}-\frac{1}{R} \\
& A=z_{0}+\varepsilon^{2} / z_{0}, \quad R=\varepsilon_{0}+z_{0}^{2} / E
\end{aligned}
$$

arm $\pi_{0}$ is a constant. ${ }^{13-15}$ To conform to Riolkowskis exarple, Eq. (18) repesents a pulse iraveling to the right which is modulated by a plane wave moving to the left. With an appoptiate weight function, it an be
shown that the $\Psi_{k}$ for all $k$ form a complete set on basis functions, each with total energy proportional to $\int d^{3} \underline{v}\left|\Psi_{k}\right|^{2} \rightarrow \infty$. Just as in the case of Fourier synchesis with plane waves, a general, finite-energy pulse may be obtain ! by superposing the various $\Psi_{k}$ according to a weight function $F(k)$, that is,

$$
\begin{align*}
f(r, z, t) & =\int_{0}^{\infty} d k \Psi_{k}(r, z, t) F(k) \\
& =\frac{1}{4 \pi \dot{( }\left(z_{0}+j \xi_{0}\right)} \int_{0}^{\infty} d k F(k) e^{-k s} \tag{19a}
\end{align*}
$$

where

$$
\begin{equation*}
s=-i n+\frac{r^{2}}{z_{0}+i \xi} \tag{19b}
\end{equation*}
$$

Equation (19a) indicates that $f(r, z, t)$ is proportional to the Laplace transform of $\mathrm{F}(\mathrm{k})$.

## ii) Modified Power-Spectrum Pulse .- Numerical Study

Ziolkowski has examined in detail the pulse corresponding to a modified power-spectrum (MPS):

$$
F(k)= \begin{cases}0, & 0<k<b / \beta  \tag{20a}\\ 4 \pi i \beta \frac{\beta k-b)^{\alpha-1} e^{-a(\beta k-b)}}{\Gamma(\alpha)}, & k>b / \beta\end{cases}
$$

Where $\Gamma(\alpha)$ is the Gamat function (Ref. 22) and $a, \alpha$, and $\beta$ ate arbitrary conctants. Upon substiouting Eq. (20a) into Eq. (19) one obtaims

The real part of $u$ ilis function defines the MPS pulse. The radial profile of the wps pulse at the pulse center, $\xi=0$, has the form

$$
\begin{equation*}
f(r, z)=\frac{1}{z_{0}} \frac{e^{i b n / \beta}}{\left(a+r^{2} / \beta z_{0}-i n / \beta\right)^{\alpha}} e^{-b r^{2} / \beta z_{o}} \tag{20c}
\end{equation*}
$$

In the numerical studies the pulse was replicated by superposing the Eields from a planar array of discrete points, each of which was driven by a function specified by the MPS form on some $z=$ constant plane. ${ }^{15}$ The parameters were: $a=1.0 \mathrm{~cm}, b=1.0 \times 10^{10} \mathrm{~cm}^{-1}, \beta=6.0 \times 10^{15}, z_{0}=$ $1.667 \times 10^{-3}$, and $\alpha=1$. The spectrum was approximacely flat up to 200 GHz , becoming negligible beyond 15 THz . The pulse generated in this manner was propagated forward and compared with the exact form in Eq. (20b) at several locations along the $z$ axis. The linimum radius of the array required to replicate the exact pulse form at $1,10,100$, and $1,000 \mathrm{~km}$ was determined. From Ziolkowski's results we estimate the corresponding radii of the antenna to be approximately $0.5,5,50$, and 500 m , respectively.

We shall rxamine these results by asking: What is the scale-length for diffraction of the mps pulse? The pulse has a Gaussian radial profile, as indicated in Eq. $(20 \mathrm{c})$, with a width $\mathrm{w}_{\mathrm{o}}=\left(\beta z_{\mathrm{o}} / \mathrm{b}\right)^{1 / 2}=3.1 .6 \mathrm{~cm}$ and, therefore, Ziolkowski calculates a Rayleigh range $\pi w_{0}^{2} / \lambda=0.21 \mathrm{~km}$ for the 200 GHz componeni. ${ }^{15}$ This, however, is not the appropriate scale-1ength for diffraction of the MPS pulse. The correct scale-length is given by $2 \pi w_{0} d / \lambda$, where the antenra dimension, $d$, always exceeds $w_{0}$. The point here is that the Payleigh range based on the waist wo, as calculated by Ziokowski, 14,15 is onky valid at the pulse center, $s$ A. Andy fom the plane $\langle$. O the offertive waist increcsise, as indicated by Eq. (?Oh), and

explains why the pulse propagates further than the Rayleigh range defined in terms of $w_{0}$. To calculate the actual diffraction length, we note that the perpendicular wave number ( $k_{1}$ ) spertrum given in Ref. 15 indicates that the smallest $k_{\perp}$ is on the order of $1 / w_{0}$. Hence, an estimate for the diffraction angle is $\lambda 2 \pi w_{0}$. The width of the radiation beam given by Eq. (3) can be written as $w=d+\left(\lambda / 2 \pi w_{o}\right) z$, where $d$ is the radius of the array or "antenna." The scale-length for diffraction is then simply

$$
\begin{equation*}
z_{\mathrm{MPS}}=2 \pi \omega_{0} d / \lambda . \tag{21}
\end{equation*}
$$

Note the similarity between the diffraction length in Eq. (21) and the scale--length for diffraction of the Bessel beam, $Z_{B}=2 \pi d / k_{1} \lambda$, derived in Section $V$, subsection ii). The resemblance is a reflection of the fact that in both cases the pulse energy is spread over the entire radius, d, of the aperture, which is much larger than the nominal waist of the beam, $\mathrm{w}_{\mathrm{o}}$.

According to Eq. (21) the larger the radius of the array is, the longer the distance of propagation of the pulse, consistent with the numerical results. From the numerical results, the ratio $\mathrm{Z}_{\mathrm{MPS}} / \mathrm{d}$ is equal to 2,000 which is the same as that given by Eq. (21) provided the frequency is 300 GHz . Since this frequency is well within the cutofy of the pulse spectrum, this constitutes a persuasive indication that the MPS pulse does not "defeat diffraction" as claimed by Ziolkowski. ${ }^{14}$
iii) Modified Power-Spectrum Pulse -- Experiment

Ziolkowski et al. have performed a water tank experiment to demonstrate the properties of a MPS acoustic pulse. ${ }^{16}$ The pulse was; generated by a $6 x 6$ cfil $^{2}$ squate array. The MPS pulse parameters were $a=1.9 \mathrm{mi}, \mathrm{h}-600.0 \mathrm{~m}^{\mathrm{l}}, \mathrm{B}=300.0, z_{0} 4.5010^{4} \mathrm{~m}$, and a 1 . Fiom


The experiment indicated that a Gaussian pulse with an initial width equal to 1.5 cm suffered a greater transverse spreading than the MPS pulse.

This experiment may be examined in the light of the discussion leading to Eq. (21). The expression in Eq. (21) gives the scale-length for the fall-off in the intensity of a pulse which is generated by an array (i.e., antenna) of radius $d$. Since the square array is $6 \times 6 \mathrm{~cm}^{2}$, we take the parameter d to be equal to 3 cm . Noting that the speed of sound in water is $1.5 \times 10^{3} \mathrm{~m} / \mathrm{s}$, the wavelength of the dominant frequency in the pulse, 0.6 $M H z$, is $\lambda=2.5 \mathrm{~mm}$. From this, the actual diffraction scale-length $Z_{\text {MPS }}$ is 1.1 m . This is in good agreement with the experimental observation that the MPS pulse propagated a distance of 1 m without significant spreading. Comparing the MPS pulse generated by a $6 \times 6 \mathrm{~cm}^{2}$ array with a Gaussian pulse having a waist of 1.5 cm is inappropriate. A Gaussian beam with spot size equal to the array radius used in the experiment would prop.gate a distance $\pi d^{2} / \lambda=Z_{M P S}$; i.e. as far as the MPS pulse.

We note from Eq. (21) that, in general, a Gaussian beam with an appropriately curved wavefront and an initial spot size equal to the antema dimension transfers nearly all the power onto a target of dimension $w_{0}$ in a distance on the order of 'MPS. Such a Gaussian beam, therefore, transfers mote power on the target than the corresponding MPS pulse.

## VII. Electromagnetic Bullets

In this section we shall discuss solutions of the wave equation which are confined to a finite region of space in the wave zone and are termed "electromagnetic bullets". We consider solutions of the wave equation

$$
\begin{equation*}
\left(\nabla^{2}-c^{-2} \partial^{2} / \partial t^{2}\right) f(\underline{r}, t)=-\rho(\underline{r}, t), \tag{22}
\end{equation*}
$$

where the source term $\rho(\underline{r}, t)$ is assumed to be non-zero for a finjte time interval $-T<t<T$. In this problem there are two cases of interest:

Case (a) is the direct source problem (initial value problem). In this case the solution for $t<T$ is given and the solution for $t>T$ is sought.

Case (b) is the inverse source problem. Here, the solution of the homogeneous wave equation for $|t|>T$ is known and one seeks the source term appropriate to this solution. This case is of particular interest since it would enable one to find the time-dependent source for a prescribed radiation field.

The following four subsections summarize the extensive research of Moses and Prosser on this subject. For a brief descripiion of the properties of a bullet, the reader is referred to subsection iv).
i) Non uniqueness of the lnverse Source problem

In this subsection we indicate the reason fot the non uniqueness of the inverse source problef. ${ }^{17}$ By making use of the eigenf ictions of the cur operator, the electomagnetic vector lifeld wave equation may be solved along essentially the same lines as the one dimensional poblem. The discussion in this subsertion is, thomene cont ined to the one dimentional wave equation th avod the complications ot malti dimensimal etferts.

Let $I_{+}(x, t)=f(x,+)$ ienote the solution of Eq. (22) for $t>T$, and $f(x, t)=f(x, t)$ denote the solution for $t<-r$. It is well-known that the solution of the sorce-free initial value problem for $t>T$ in terms of the values of the function $f_{d}(x, t) a t t=T$ and the "velocity" $(\partial / \partial t) f(x, t)$ at. $t=T$ is expressible in terms of a pxopagator $G(x ; t):$

$$
\begin{equation*}
\tilde{I}_{+}(x, t)=\int d x^{\prime}\left[G\left(x-x^{\prime} ; t-T\right) \frac{\partial}{\partial t}-f_{+}\left(x^{\prime}, t=T\right)+f_{+}\left(x^{\prime}, t=T\right) \frac{\partial}{\partial t} G\left(x-x^{\prime} ; t-T\right)\right] \tag{23a}
\end{equation*}
$$

Similarly, the solution of the source-free final value problem for $t<-T$ in terms of $f_{-}(x, t)$ at $t=-T$ and $(\partial / \partial t) f_{-}(x, t)$ at $t=-T$ is given by

$$
\begin{equation*}
f_{-}(x, t)=\int d x^{\prime}\left[G\left(x-x^{\prime} ; t+T\right) \frac{\partial}{\partial t} f\left(x^{\prime}, t=-T\right)+f_{-}\left(x^{\prime}, t=-T^{\prime}\right)^{3} \frac{\partial t}{} G\left(x-x^{\prime} ; t+T\right)\right] \tag{23b}
\end{equation*}
$$

The propagator $G$ can be written in terms of the Heaviside function $\eta$ as follows

$$
\begin{equation*}
G(x ; t)=\frac{1}{2} \operatorname{sgn}(t) n\left(c^{2} t^{2}-x^{2}\right)=\frac{1}{2}[n(x+c t)-n(x-c t)] \tag{24}
\end{equation*}
$$

That is, $G$ may be expressed as the difference between the advanced and the retarded Green funciions. As a result, $f_{f}(x, t)$ is influenced only by points $x$ at $t=T$ which lie in the backward light cone of the observation instant; similarly, $f(x, f)$ is influenced only by points $x$ at $t=-T$ which lie in the for sard light cone of the observation instant, as indicated in Fig. 5.

Let us now consider the effect of the source on the solution of the wave equation. le define two auxiliary functions,

$$
\begin{equation*}
\ddot{n}(k, 1)=(2 \pi)^{-1 / 2} \int^{\infty} \mathrm{i} x p(x, 1) \because i k x \tag{25}
\end{equation*}
$$

$$
\begin{align*}
\tilde{f}(k, \sigma, t) & =\tilde{E}(k, \sigma,-T) e^{-i \sigma c|k|(t+T)} \\
& +-\frac{i \sigma}{2|k|} e^{\cdots i \sigma c|k| t} \int_{-T}^{t} d t^{\circ} \ddot{\sigma}\left(k, i^{\prime}\right) e^{i \sigma \varepsilon / k \mid t} \tag{26}
\end{align*}
$$

where $\sigma=+1$ or -1 distinguishes the two directions of propagation along the $x$ axis. Note that $\tilde{p}(k, t)$ is simply the spatial Fourier transfoxm of $p(x, t)$. In terms of the two auxiliary functions, it is simple to show that

$$
f(x, t)=(2 n)^{-i / 2} \sum_{\sigma} \int_{-\infty}^{\infty} d k \tilde{f}(k, \sigma, t) e^{i k x}
$$

is a solution of the inhomogeneous wave equation in Eq. (22). The solutions for $t<-T$ and for $t>T$ are then given by

$$
\begin{equation*}
f_{ \pm}(x, t)=(2 \pi)^{-1 / 2} \sum_{\sigma} \int_{-\infty}^{\infty} d k e^{i k \ddot{i}} e^{-i \sigma c|k|( \pm T-t)} \tilde{f}(k, \sigma, \pm T) \tag{27}
\end{equation*}
$$

Equation (27) expresses the solution of the wave equation in terms $\underset{f}{7}$ evaluated at $\pm T$. This function is related to the source $\rho$ by Eqs. (25) and (26). Equation (23), on the other hand, expresses the same solutions in terns of $f$ and (a/at)f evaluated at $\pm T$. Hence, one would expect to be able to relate $\boldsymbol{f}(k, \sigma, \pm T)$ with $f$ and $\left(\partial / \partial^{+}\right) f$ evaluated at $\pm T$. Indeed, the the formula connecting $\tilde{f}(k, v, T)$ and $\hat{i}$, is

$$
\begin{equation*}
f(k, \sigma, T)=(B n)^{-1 / 2} \int_{-\infty}^{\infty} d x\left[f_{+}(x, 1=T)+i \frac{o}{|k|} \frac{\partial}{\partial t} f_{+}(x, t-T)\right] e^{-i k x}, \tag{28}
\end{equation*}
$$

and $7(k, o, T)$ is obtained in terns of $f$ by fouriex inversion of fq. (27) evaluated ar $t=T$. Thus, in the direct sotice problem, $f_{4}(x, y)$ is obianed by specitying either $f(x, t)$ and (a/at)f, $(x, y)$ evaluated at $t=T$, or $(x, \cdots)$ and $p(x, t)$.

We now turn to the inverse source problem. Inverse problems, in geseral, have been the sulject of extensive research in many branches of physics. In our case we wish to determine the source from a knowledge of the field generated by that source. Supposing that $f_{ \pm}(x, t)$ and $T$ are known, we can determine $\tilde{f}(k, o, \pm T)$ from Eqs. (27) and (28). Let ing the upper limit of integration in Eq. (26) equa) $T$, it appears that cne can then oltain the temporal Fourier transform, $s(k, \omega)$, of $\tilde{\varphi}(k, t)$, where

$$
s(k, \omega)=(2 \pi)^{-1 / 2} \int_{--T}^{T} d t^{\prime} \tilde{p}\left(k, t^{\prime}\right) e^{i \omega t^{\prime}} .
$$

The source function is then given by

$$
p(x, t)=(2 \pi)^{-1} \int_{-\infty}^{\infty} d k \int_{-\infty}^{\infty} d \omega s(k, \omega) e^{i k x-i \omega t}
$$

Thus, if $s(k, \omega)$ were known for all $k$ and all $\omega$, we could determine $p(x, t)$. However, referring to 2 q . (26), we notice that $s(k, \omega)$ is only knowr for $\omega= \pm c|k|$, which is not sufficient to reconstruct $\rho(x, t)$. This complication is intimately connected with the nor-uniqueness of the inverse problem.

Moser has shown that specification of the time-depenrence of the source is sufficient to guarantee a unique solution. ${ }^{17}$ As a concrete example, if $\rho(\underline{r}, \mathrm{t})=p_{\mathrm{e}}(\underline{r}) \mathrm{h}_{\mathrm{e}}(r)+p_{o}(\underline{y}) p_{o}(\mathrm{r})$, where $h_{\mathrm{e}}$ is an even function of $t$ and $h_{o}$ is an odd function of $t$, and both sssentially arbitrary, ther a complete soitition of the inverse problem for $p_{e}(\underline{r})$ and $p_{o}(r)$ is poscible. It musi be stressed, however, that this assumed form for the somee function is a sufficient but not necessary condision for the solvability of the inverse protlen.

Without going into details we cite the example given in Ref. 17. For simplicity taking the time dependence to be of the form $h_{e}(t)=\delta(t), h_{0}(t)$ $=\delta^{\prime}(t)$, where ${ }^{\prime}=d / d t$, and assuming the field to be cf the form

$$
f_{+}(x, t)=\sin [k(x-c t)], \quad-a<x-c t<a, \quad k a=n n
$$

the source function is found to be given by

$$
\rho(x, t)=-\left[k \delta(t) \cos (k x)-c^{-1} \delta^{\prime}(t) \sin (k x)\right], \quad-a<x<a
$$

Note that in this case the source is confined to a finite region of space, which is an important attribute for any physicaliy realizable source function. \{We should point out that the source function given by Moses is erroneous due to a sign error in evaluating the fourier transform of $h_{o}(t)$ [his Eq. (2.36')].)
ii) Solution of the Three-Dimensional Wave Equation in the Wave Zone The general solution of the source-free three-dimensional wave equation is ${ }^{18}$

$$
\begin{equation*}
f(\underline{r}, t)=(2 \pi)^{-3 / 2} \sum_{0} \int d^{3} \underline{k} e^{i \underline{x}-j o c k t} \tilde{f}(k, o) \tag{29}
\end{equation*}
$$

whers $o= \pm!$, and $k=|k|$ Making use of the method of stationary phase, it can be shown that

$$
\begin{align*}
& \lim _{r \rightarrow \infty} e^{i k \cdot r}=\frac{2 n i}{k i} \frac{\sin }{}\left[e^{i k r} \delta\left(\theta \ldots \theta_{y}\right) \delta\left(\phi \cdot 木_{y}\right)\right. \\
& \left.+e^{i k r} \dot{\partial}\left(-\quad \theta_{X}^{\prime}\right) \delta\left(\phi-\phi_{X}^{\prime}\right)\right],
\end{align*}
$$

 the ateges in the cone alone -2 axis. ${ }^{2}$ we shall define cone mote
precisely in the following. Jpon substituting Eq. (30) into in. (29), the field in the wave zone is found to be given by

$$
\begin{equation*}
f(\underline{r}, 1)=(8 \pi)^{-1 / 2} x^{-1} \operatorname{Im} \int_{0}^{\infty} d k\left[e^{i k(x-c t)} \tilde{f}\left(k, \theta_{x}, \phi_{x}\right)-e^{i k(r+c t)} \tilde{f}\left(k, \theta_{x}^{\prime}, \phi_{x}^{\prime}\right)\right] . \tag{31}
\end{equation*}
$$

Kenarkably, Eq. (3:) shows that the general solution of the threedimensional wave equation in the wave zone is, apart from the factor $1 / r$; a superposition of one..dimensional wave motion, expressed as functions of 2 - et and $r+c i$. Moreover, if initially $f(\underline{r}, t)$ is confined to a given solid angle, $\tilde{f}(k, \theta, \phi)$ will be significant for $k$ lying within that angle and, from Eq. (31), the solution in the wave zone will also be confined to the same angle. For the purposes of interpretation it is convenient to consider propagation in cones, as indicated in Fig. 6. In particular, an electromagnetic. field in a cone is defined as one that is completely confired to a cone in the wave zone.
iii) Exact Solution of the Wave Equation from the Solution in the

Wave Zone (Radon Transforms)
The purpose of this subsection is to point out that, given the soluti. of the wave equation in the wave-zone region, it is possible to determine the solution everywhere. ${ }^{18,19}$ In particular, one seaks the initial conditions $f(r, t)$ and $(\partial / \partial t) f(r, t)$ at $t=T$. This is reterred to as the inverse initial vaiue problem.

The solution of the inverse intial value problem is discussed in kef. 18 for a particularly simpie case. A systematic treatment of the getietal problem is possibie by asing Radon transforms ig

The Radon transform $F(x, \hat{f})$ of a function $f(r)$ is obtained by integrating $f$ over all planses $r . f=$ const.

$$
F(k, \hat{n})=\int d^{3} \underline{r} f(\underline{r}) \delta(\underline{r} \cdot \hat{n}-k)
$$

where $\hat{n}$ is a unit vector. 24 The usual Radon transform is defined as an integral over planes whose normals vary over a unit sphere. In general, the function $f(\underline{r})$ defines some internal distribution (such as density) of an object and $F(k, \hat{n})$ is the projected distribution, or the profile, of the object on the plane $\underset{r}{r} \hat{n}=$ constant. The Radon transform is a very useful tool in image reconstruction from projections, with applications in computer-assisted tomography (CAT)-scan, radio astronomy, remote sensing, etc.

A refinement of the usual definition of the Radon transform shows that only the transform over a hemisphere, which may consist of disjointed parts, is sufficient to reconstruct the original function. It can then be shown that the task of obtaining an exact solution of the three-dimensionai wave equation from the solution in the wave zone reduces to tak'ng the inverse of the refined Radon transform of the solution in the wave zone.

From Eq. (31) it is known that in the wave zone the solution of the wave equation is, apart from a factor $1 / r$, a function of only $r-c t$ or $r+c t$, representing propagation along rays confined to cone. The field in the wave zone, therefore, defines the range of the unit vector $\hat{A}$ and the amplitude. This information is essentiaily equivalent to knowing the projections in different directions. The exact field may then be reconstructed from the set of projections.
iv) Example of a Bullet

We close section vil by discussing an explicit example of a bullet which is a solution of the scalar wave equation. ${ }^{20}$ An example of an electromagnetic bullot is given in kef. ?O.

A bullet which is confined to a finite volume in the wave-zone is given by

$$
\begin{equation*}
f(\underline{r}, t)=n(\sigma-\theta)[\eta(r-a-c t)-n(r-b-c t)] / r, \quad r \rightarrow \infty, \tag{32}
\end{equation*}
$$

where $n$ is the Heaviside function, $a$ and $b$, with $b>a$, denote the boundaries of the bullet along the radius, and $2 \sigma$ is the vertex angle of the cone containing the bullet. Note that this solution is causal and of finite energy, and has a form which is consistent with the remarks following Eq. (31). It represents a packet of energy "shot" through a cone whose axis coincides with the $z$ axis.

This solution can be easily verified by letting $f=g(r, \theta, t) / r$ and noting that

$$
\left(\nabla^{2}-c^{-2} \frac{\partial^{2}}{\partial t^{2}}\right) f=\left(\frac{\partial^{2}}{\partial r^{2}}-c^{-2} \frac{\partial^{2}}{\partial t^{2}}\right) g+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right) g .
$$

Assuming $g(r, \theta, t)=h\left(r-c t-r_{0}\right) Y(\theta)$, one finds

$$
\begin{equation*}
\left(\nabla^{2}-c^{-2} \frac{\partial^{2}}{\partial t^{2}}\right) E=\frac{h}{r^{2} \sin \theta} \frac{d}{d \theta}\left(\sin \theta \frac{d}{d \theta} Y\right), \tag{33}
\end{equation*}
$$

which tends to zero for all contimous $Y(\theta)$ as $r \rightarrow \infty$. For the case when $Y(\theta)=\eta(\sigma-\theta)$, we let $-d Y / d \theta=\exp \left[-(\sigma-\theta)^{2} / 2 \Delta^{2}\right] /(2 \pi)^{1 / 2} \Delta$, with $\Delta \rightarrow 0$. Note that as $\Delta \rightarrow 0, d Y / d \theta \rightarrow-\delta(\sigma-\theta)=d \eta(\sigma-\theta) / d \theta$. Upon substituting this form into Eq. (33), we notice that as $\Delta$ is made to approach zero, r must increase indefinitely in order for the right-hand side of Eq. (33) to approach zero. This shows very clearly that Eq. (32) is indeed a solution in the wave zone.

The spot size may be defined by:

$$
\begin{equation*}
r_{s}^{2}=\int d r d \theta d \phi f r^{2} \sin \theta(2 r \sin \theta)^{2} / \int d r d \theta+\phi r^{2} \sin \theta, \tag{34}
\end{equation*}
$$

where $2 r \sin \theta$ is the width of a cone of half-angle $\theta$. Substituting Eq. (32) into Eq. (34), one obtains

$$
\begin{equation*}
r_{s} \rightarrow[(8-9 \cos \sigma+\cos 3 \sigma) / 3(1-\cos \sigma)]^{1 / 2} c t, \quad t \rightarrow \infty \tag{35}
\end{equation*}
$$

indicating a linear increase with time for the spot size, as in the case of the Gaussian pulse in Eq. (14b), although the constants of proportionality are different. We mention in passing that the solutions given by Moses and Prosser are distinguished from the other solutions reviewed here by not having an explicit dependence on the frequency or the wave number.

As mentioned in the previous subsection, to obtain the exact solution everywhere ore has merely to evaluate the inverse Radon transform of the solution in the wave zone, Eq. (32). Since the derivation is lengthy we shall simply quote the result The exact solution is given by

$$
\begin{equation*}
f(\underline{r}, t)=f_{a}(\underline{r}, t)-f_{b}(\underline{r}, r), \tag{36a}
\end{equation*}
$$

where

$$
\begin{align*}
f_{a}(\underline{r}, t) & =n(\sigma-\theta)\{n[a+c t-r \cos (\theta-\sigma)]-n(a+c t-r)\} / r \\
& +v_{a}\{n[a+c t-r \cos (\theta+\sigma) j-n[a+c t-r \cos (\theta-\sigma)]\} / \pi r, \tag{36b}
\end{align*}
$$

with

$$
v_{a}=\cos ^{-1} l\left(\cos \sigma-\cos \beta_{a} \cos \theta\right) / \sin \beta_{a} \sin \theta \mid, \quad 0<v_{a}<\pi,
$$

and

$$
\beta_{\bar{a}}=\cos ^{-1}|(a+c t) / r|, \quad 0<\beta_{a}<\pi / 2,
$$

and where $f_{b}(r, t)$ is identical to $f_{a}(r, t)$ except that a is replaced by $b$.

The field in Eq. (36) is identically zero for all r downstream of the bullet, i.e., for all $r<a+c t$. The wave-zone limit is obtained by taking $r, t \rightarrow \infty$. Then, since Eq. (36) corresponds to propagation in the positive cone (Fig. 6), taking $\mathrm{r}-\mathrm{ct}=$ constant $\mathrm{Eq} .(32)$ is recovered. The requirement $r-c t=$ constant is equivalent to observing the bullet in a co-moving frame. Close to the origin the exact solution in Eq. (36) spreads out of the cone significantly. However, in the wave zone the solution is confined to the cone and is independent of the angle $\theta$ therein. Finally. it has been shown in Ref. 20 that the difference between the exact solution in Eq. (36) and the wave-zone solution in Eq. (32) becomes smail quite rapidly as $r$, ct increase, with $r-c t h e l d$ fixed.

In principle, one can now use the inverse source method to determine the sources that lead to the bullet described by Eq. (32). To our knowledge, hovever, this computation has yet to be performed.

## VIII. Summary and Concluding Remarks

The motivation for much of the research reviewed herein stems from the need to propagate a beam ot radiation over long distances without an appreciable decrease in the intensity. Possible applications would include: power beaming, advanced radar, laser acceleration of particles and directed energy sources. This need has led to a great deal of interest in such fundamental subjects as diffraction and new solutions of the wave equation.

It has been reiterated that the physical basis for diffraction of waves is the well-known relation $\Delta k_{i} \Delta x_{i}=1$, for $i=1,2,3$. By virue of this, it is simple to determine the scale length for the diffactive spreading of a beam with an arbitrary transverse profile. Thus, a knowledge of the spectrum is sufficient to determine the maximum propagation distance of the beam. Since diffraction is unavoidable, by concentrating the energy in the high Erequencies one can only delay the spreading of the beam.

Four examples of the research effort on the subject of beam propagation have been reviewed herein. The conclusions are as follows. i) Electromagnetic Missil ss

Experiment indicates that a suitably tailored pulsewshape can be designed to have an energy decay rate limited by the highest frequencies present in the pulse. This is tully consistent with our understanding of diffraction.

```
ii) Bessel Beams
    It is shown that as tat as propagatjon is concerned Bessem boams ate
not "resistant to the diffractive spteadimg commorly associated with all
Wave propagation". These beams propagate mo fun they than Gauseian beams os
plame waves with the same tramsverse dimensions,
```

iii) Electromagnetic Directed Energy Pulse Trains

The diffractive properties of the pulse form studied most intensively under this generai hoading are described by diffraction theory. These pulse trains do not "defeat diffraction".
iv) Electromagnetic BuIlets

Given a radiation wave packet in the wave-zone which is confined to a suitable solid angle and extends over a finite radial extent, one can determine the source required to generate the wave packet. As of this Writang, however, this problem has not been solved for a practical case.
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The purpose of this appendix is to examine the transition from the Fresnel to the Fraunhofer region for a clipped Bessel beam and a clipped Gaussian baam within the context of the Huygens-Fresnel approximation. 25 The clipping is assumed to be caused by a finite-size aperture.

In the case of the Bessel beam the field distribution at the aperture has the form $u(r, z=0)=J_{0}\left(k_{1} r\right)$ within a circular aperture of radius $d$. Making use of Eq. (6) the ampiitude at a point on the axis of symmetry is given by

$$
\psi a z^{-1} \int_{0}^{d} d r^{\prime} r^{\prime} J_{o}\left(k_{1} r^{\prime}\right) e^{i k r^{\prime} / 2 z}
$$

The limit $k_{j}=0$ corresponds to the case of plane waves iricident on a circular aperture, as in Section III. The intensity, given by Eq. (9), falls off monotonically for $z>Z_{p}$, where

$$
\begin{equation*}
Z_{p}=2 \pi d^{2} / \lambda \tag{1,2}
\end{equation*}
$$

For $k_{1} \geqslant 0$, the oscillatory behavior of the Bessel function in Eq. (A1) tends to phase mix the integrand, effectively reducing the upper limit of the integration. Consequently, the boundary of the Fresnel region, beyond which the radiation appears io be emitted essentially from a point source, is reached prior to $Z_{p}=2 \pi d^{2} / \lambda$.

Since there is no simple analytical appoximation to the integral in Eq. (Al), consider the case of a cosine beam $u\left(x, y, z=0\right.$ (os $\left(k_{x} x\right) \cos (?, y)$, which is the ratesian equivalent of a Besssal beam. The apetture is a Iectangular opeaing in the $x y$ plate derined $b y\{(x, y),|x|<x,|y|<\gamma\}$. In ternes of

$$
\begin{equation*}
\xi_{ \pm}=(k / 2 z)^{1 / 2}\left(X \pm k_{x} z / k\right), \tag{A3}
\end{equation*}
$$

the amplitude on the $z$ axis has the form $\psi \in I_{x} I_{y}$, where

$$
\begin{equation*}
I_{x}=e^{-i k_{x}^{2} z / 2 k}\left[C\left(\xi_{+}\right)+i S\left(\xi_{+}\right)+C\left(\xi_{-}\right)+i S\left(\xi_{-}\right)\right] \tag{A4}
\end{equation*}
$$

and

$$
S(t)=(2 / \pi)^{1 / 2} \int_{0}^{t} d t \sin ^{2}, \quad C(t)=(2 / \pi)^{1 / 2} \int_{0}^{t} d t \cos t^{2},
$$

are the Fresnei integrals. ${ }^{22}$ The expression for $I_{y}$ is obtained from that for $I_{X}$ by making the replacements $\mathrm{k}_{\mathrm{y}} \rightarrow \mathrm{k}_{\mathrm{y}}, \mathrm{X} \rightarrow \mathrm{Y}$.

We are interested in the intensity well within a nominal fresnel region defined by the width of the aperture

$$
\begin{equation*}
z \ll k\left(X^{2}, Y^{2}\right) / 2 \tag{A5}
\end{equation*}
$$

but sufficiently far from the aperture so that the radiation diffracted from one edge can reach the $z$ axis:

$$
\begin{equation*}
z=k\left(X / k_{x}, Y / k_{y}\right) \tag{A6}
\end{equation*}
$$

Taking the appropriate limits of the Fresnel integrals, the intensity is $1=I_{0} / 16$, where $I_{0}$ is the intensity at the ciffracting aperture. This analysis indicates that Eq. (A6) defines the boundary of the true fresnel legion. The terms proportional to $\mathrm{k}_{\mathrm{x}}$ ak in Fif. (AB) tepresont propagation at an angle $\sin ^{1}\left(k_{\mathrm{x}} / k\right)$ to the $:$ axis. A:S a consequence the dop in intensity chataterieing the tamsition to fhe Ftaminoter beyion dakes phace at the locatan indiated by fil. (ati) wher than by the tight hand side of Fq. (A) .

Returning to the Bessel beam with $d \gg 1 / k_{\perp}$, in the region of significant phase mixing in the integrand of Eq. (A1) the Bessel function has the asymptotic formi ${ }^{22} \mathrm{~J}_{\mathrm{o}}(z) \sim(2 / \pi z)^{1 / 2} \cos (z-w / 4)$. Substituting this into Eq. (A1) and comparing the phases, it foliows that the Fraunhofer region for the Bessel heam commences at $Z_{B}=2 \pi d / k_{1} \lambda$. From the definition of $Z_{P}$ in Eq. ( $A 2$ ) we note that $Z_{B} / Z_{P}=1 / k_{\perp} d \ll 1$ for the experimental parameters in Ref. 11. Thus, we see that a Bessel beam is not optimum as far as the diffractive fall-off of the intensity is concerned.

For the Gaussian beam, substituting $u(r) \exp \left(-r^{2} / w_{o}^{2}\right)$ into Eq. (6) and performing the integat, the intensity on the axis of symmetry is found to be given by

$$
\begin{equation*}
I \propto \frac{1+e^{-2\left(d / w_{0}\right)^{2}}-2 e^{-\left(d / w_{0}\right)^{2}}}{1+\left(z / Z_{R}\right)^{2}} \cos \left(k d^{2} / 2 z\right), \tag{A7}
\end{equation*}
$$

where $Z_{R}$ is the Rayleigh range defined in Eq. (1). For the parameters in Ref. 11, $d / w_{0} \gg 2$, and the scale-lengtil for the intensity to drop to a quarter of its initial value is on the order of $2 Z_{R}$, as in Eq. (4c). This same scalo length is roughly applicable to the case of a wider Gaussian beam with $w_{0}=d$. Fot an infinitely wide beam, $w_{0} \rightarrow \infty$, and Eq. (A7) goes over to the case of plane waves, Eq. (9).

Fot the off axis intensity of the cosine beam we limit the discussion io the case where the observation point is an integral number of half periods of of the axis. ln analogy with Eq. (AS) we define

$$
\begin{aligned}
& k_{+}\left(k / ?_{n}\right)^{1 / \theta_{n}} \mid x+\left(k_{x} n_{x} n k_{n}\right) ; \\
& n_{1}\left(k \because_{n}\right)^{1 / \theta^{\prime}}\left|x+\left(k_{x} \therefore k+n_{x} n k_{x}\right)\right|
\end{aligned}
$$

where $n_{x} \pi / k_{x}$, with $n_{x}$ an integer, is the $x$-coordinate of the observation Doint. We assume ${ }^{n} x / k_{x}<x$. In terms of these variables, the amplitade has the form $\psi$ or $I_{x} I_{y}$, where

$$
\begin{align*}
& I_{x} \propto I C\left(\xi_{+}\right)+i S\left(\xi_{+}\right)+C\left(\xi_{-}\right)+i S\left(\xi_{-}\right) \\
& \left.\quad+C\left(\eta_{+}\right)+i S\left(\eta_{+}\right)+C\left(n_{-}\right)+i S\left(n_{-}\right)\right]_{1} \tag{A8}
\end{align*}
$$

where $C$ and $S$ are the Fresnel integrals defined earlier and the expression
 $Y$, and $n_{x} \rightarrow n_{y}$.

For plane waves $\left(k_{x, y} \rightarrow 0\right)$ and on the symmetry axis $\left(n_{x, y} \rightarrow \eta\right)$ the transition Erom the oscillatory to the monotonically falling behavior of the Fresne ${ }^{7}$ integrals in Eq. (A8) take. place at $z \simeq k\left(X^{2}, Y^{2}\right) / 2$. This marks the boundary between the Fresnel and Fraunhofer regions. For the cosine beam and on the symmetry axis $\left(n_{x, y} \rightarrow 0\right) ~ E q . ~(A 8)$ reduces to Eq. (A4) and hence Eq. (A.6) defines the toundary between the $t$ wr regions. Away from the symmetry axis $\left(n_{x, y}>0\right)$ the behavior is somewhat more complicated. On the aperture, $z=0$, and ${ }_{ \pm}{ }_{ \pm}, \eta_{ \pm} \rightarrow \infty$, whence $I_{x}=2(1+i)$. For z surficiently large so that $0<\eta_{-}<1$, bat $\xi_{+}$: $\xi_{-}, \eta_{+} \gg 1$, the last (wo terms in Eq. (A8) are small and $I_{x} \rightarrow 3(1+i) / 2$. From the definition of $n$ - we note that as the bservation point approaches the edge of the aperture $\left(n_{x} \pi / k_{x} \rightarrow X\right)$ this reduction in the valle of $f_{x}$ is obtained at smaller values of $z$, according to the formula $z=k\left(x-n_{x} m / k_{x}\right) k, \quad$ Figure
 parameters similar to that in Rol. 11.
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