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The Diffusion of Energy-Efficient Technologies in Industry

Chapter 1: Introduction

A.  Energy Conservation in Industry

1.  Overview of the energy consumption pattern in the United States

Oil imports in 1977 reached a record average of more than 8.6 million

barrels a day, accounting for 47.5 percent of total domestic oil supplies.

An increasing reliance on foreign oil in the United States has been evident

from the fact that oil imports rose nearly 15 percent a year between 1970

and 1975, in contrast to a declining pattern with a annual rate of 2.2-3.5

percent experienced by Japan, France and West·Germany (Economic Report of

the President, 1978).  Although this trend may level off by 1985 (New York

Times, March  19,   1978); the degree of dependence on foreign  oil will remain

very high until alternative energy sources can be developed.  In the mean-

time, United States energy policies aim at cutting down dependence on foreign

oil  in  two  ways: by energy conservation  and· by finding new domestic  sup-

plies.  This study intends to investigate how the first goal can be achieved

in-the industrial sector (manufacturing) of the economy, which accounts

for about 40 percent (about 7.3 million barrels per day) of the total energy

consumption in the United States (Stanford Research Institute, 1972).

Basic data on energy consumption in industry are given in such sources

as the Census of Manufactures (1972) and Fuel and Electric Energy Consumed

(1974).  Consumption patterns by industrial types have also been investigated,

1
by both governmental and private,agencies.,

1
For example:  National Bureau of Standards, NBS Handbook 115; Federal Energy

Administration, The Data Base and The Nine Selected Industries (Vols. 1-9);
Environmental Protection Agency, Energy Consump tion: Fuel Utilized   and   Con-
servation in Industries (1975); Stanford Research Institutg Pattern of Energy

Consumption in the U.S. (1972); and The Conference Board, Energy Consumption

in Manufacturing, (1974).



2-

In the 1972 Census of Manufactures, industries are classified according

to the Standard Industrial Classification (SIC) code with a four-digit number.

Industries are grouped into classes in a two-digit system.  Column A of

Table 1.1 illustrates   such a classification.     The  profile  of industrial energy

use by two-digit SIC group is given in Column B of this table.
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TABLE 1.1: Percent Distribution of Energy Consumption by Industry

(Two-Digit SIC Code Groups)

A              B

Industry SIC Percentage of Energy Consumption

Food                                20              7.02

Tobacco                              21              0.14

Textiles                            22              2.37

Apparel                             23      '       0.48

Lumber & wood products              24              1.98

Furniture & fixtures                25              0.41

Paper & pulp                         26              9.84

Printing & publishing               27              0.67

Chemicals                            28             11.61

1

Petroleum & coal products           29             22.52

Rubber                               30              1.86

Leather                              31              0.18

Stone, clay & glass                  32              9.87

Primary metals                       33             19.89

Fabricated metals                    34              3.01

Non-electrical machinery            35              2.64

Electrical equipment                36              1.84

Transportation equipment            37              2.78

Instruments                                          38                       0.52

Miscellaneous                        39              0.37

100.00
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As the table shows, the six major industrial energy users are:

SIC Product Percentage
1972

29 Petroleum 22.52

33       Primary metals 19.89

28 Chemicals 11.61

32       Stone, clay & glass 9.87

26       Paper & pulp 9.84

20       Food · 7.02

80.75

Together they represent more than 80 percent  of total industrial consumption,

and the three highest users alone consume more than half of the energy used

in manufacturing.  No other industry group uses more than about 3 percent of

the total energy purchased.

Industrial energy consumption  can  also be measured by "energy intensity, "

defined as the number of BTU's per dollar of output.  However, the most energy-

intensive industries are not necessarily the largest users.  For instance,

manufacturing of lime (SIC 3274) is the most intensive, and yet it accounts

for only 5% of the energy use (Conference Board, 1974).  Other highly energy-

intensive industries are hydraulic cement (SIC 3324), and electrometallurgical

products (SIC 3313).  It is generally agreed that energy conservation oppor-

tunities lie primarily among these two groups of industries:  large users and

highly energy-intensive industries.

Industrial firms can also be classified by the number of employees, with

firms with fewer  than 250 employees considered "small firms," and firms  with

more  than 450 employees as "large firms," using census  size groups. Large

firms represent only 5 to 10 percent of the total number of firms in the United

States.  Thus, to be effective in reducing energy consumption, conservation

efforts should also be pursued by medium and small firms.
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2.   Awareness of the energy problem

Since 1967, industry has been facing two interrelated problems:  higher

energy costs and uncertain energy supplies.  However, the severity of the

problem was not recognized until the 1973 Arab oil embargo.  Since the summer

of 1975, some plants have been forced to shut down intermittently because of

shortages of electricity, natural gas, and light fuel oils.  The situation

was the worst in the winter of 1976 in the Midwest region of the United States,

with workers being laid off a common phenomenon.  Industry's response to the

energy problem has been rather gradual.  For instance, in the.April 1973 sur-

vey by the Conference Board (1974), industry showed only modest concern about

energy supply difficulties.  Since then, however, along with increasing dif-

ficulties in energy cost and supply, awareness of the problem has been height-

ening. In our survey, conducted in the spring and summer of 1977, it was

noticeable that the firms in general had responded quite sensitively to the

energy problem by both implementing good-housekeeping conservation measures and

adopting energy-efficient technologies.  Additionally, the firms are organized--

for instance by having an energy committee or coordinator--to maintain their

programs and keep the momentum.  At the local level, energy councils have been

formed around Chamber§ of Commerce to promote energy conservation and adequate

energy supply efforts.

Governmental responses to the energy shortage come largely from the

federal governmens in two forms:  (1) conducting studies on energy conser-

vation opportunities and methods and new energy sources, and (2) creating

special agencies to deal with energy issues, such as the Energy Research and

Development Administration and, more recently, the Department of Energy.

The net effects are development of energy policies and establishment of

regulatory measures in addition to providing and disseminating energy

information.
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With  respect  to the latter, Jones (1977) noticed  that an "organized"

response was not realized until 1974-1975 with the creation of specialized

energy programs from the following components:

Executive

Executive Office of the President  (Council of Energy Resources)
Department of the Interior
Federal Energy Administration  (new agency responsible for managing

short-term fuel shortages)

Energy Research and Development Administration
Nuclear Regulatory Commission

We may add the energy offices  of the National Bureau of Standards and

the Department of Commerce to the above list. All of these units were re-

organized and combined into the Department of Energy in mid-1977.  The neglect

of the energy problem in the past by the federal government can be witnessed

from   the   fact    that   o f   the 35 executive   units, only three, included "energy"

in their title prior to 1974; approximately the same ratio occurs on the

Congressional side (Jones, 1977).

3.  Energy conservation opportunities in industry

The industrial sector accounts for a fairly large amount (about 40 per-

cent) of total United States energy consumption.  Until recently, it was widely

assumed that industry, guided by economic rationality, made the most efficient

use of energy.  Accordingly, the bulk of energy conservation research prior

to 1974 focused on target populations other than industry·, especially on

households and transportation (Macrakis, 1974; Connery & Gilmore, 15174;

Berg, 1974).  It is very clear today, however, that there is significant

latitude for improving the efficiency of energy use in industry through

measures that are economically justifiable.  Some investigators have esti-

mated that as much as 25-30 percent of the energy (about 1.8-2.2 million bar-

rels a day) now used by industry could be saved (Berg/National Bureau of
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Standards, 1973).  Earlier experience of Dow Chemical, DuPont, Union Carbide,

and others of the largest 100 United States corporations showed that in assess-

ments  undertaken by industry itself, technical feasibility and economic

justifications were relatively minor barriers to industrial adoption of many

energy-efficient technologies (Connery & Gilmore, p. 58; U.S. Senate, Committee

on Commerce, 1974; U.S. House of Representatives, Committee on Science and

Astronautics, 1974).  The failure to use more energy-efficient technologies

must be explained in terms of factors other than simple technological and

economic reasons.

Former chief engineer of the Federal Power Commission, C. Berg, stated

the problem cogently in Science (1974) as follows:

Influences including those of political and institutional character

may require examination if one is to explain why seemingly economi-

cally attractive fuel saving measures were not adopted in the past.
It may, in fact, be necessary to find an explanation in order to plan

for fuel conservation efforts in the future. If the influence of

fuel price alone was not sufficient in the past to promote optimally
efficient use of fuels, one may reasonably question the theory that

the influence of higher fuel price will be sufficient to promote fuel

efficiency to newly optimized levels. (Vol. 184, p. 264.)

A review of the literature on recent developments in industrial tech-

nological innovations and applications  indicates that Berg's assessment of

the institutional barriers is largely still valid.  That is, the adoption of

energy-efficient methods is technologically feasible and economically justi-

fiable; however, the question remains as to how to encourage adoptions by

industrial firms.  Only a few studies dealing with strategies for the diffusion

or spread of technologies appear in the 287 pages of the Bibliography' of:Relevent

Literature (Industrial Application Study, Volume V) compiled by Brown  et   al

(1976) under a contract with ERDA.
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Opportunities for industrial energy conservation by type of industry

have been well documented in a number of studies conducted by federal agencies

including EPA (1975), the Department of Commerce (1973-74), the Office of

Energy Preparedness (1972), and ERDA.  ERDA has sponsored numerous studies

by private research organizations,  such as "Recommendations for Future

Government-Sponsored Research.and Development in the Paper and S eel Industries,
"

by Thermo Electron Corporation (1976).  One of the most thorough studies was

carried out by Drexel University/United Technologies Research Center/Mathe-

matica, Inc., under the sponsorship of the Division of Conservation Research

and Technologies, ERDA (1977).  In this work, which emphasizes the recovery

of waste heat in industry, the technologies, with their costs and benefits

and even their payback periods, are identified according to the two-digit

industrial code.  In general, it was determined that significant waste energies

can be recovered from five areas:

*  Condensor cooling water

*  Contaminated process water

*  Process product loss

*  Boiler exhaust

*  Furnace exhaust

Again, one finds that many studies on the energy conservation oppor-

tunities related to specific industries have been carried out, such as for

the steel industry by Battelle Columbus Laboratory, and for the plastics

and rubber industries by Foster Snell, Inc.  Furthermore, a data base for

nine industries was completed by the Federal Energy Agency CFEA) in nine

volumes (selected plastics, petroleum refining, cement, copper, aluminum,

steel, glass, paper products, and styrene butadiene rubber).  All of these
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studies demonstrate that there are ample opportunities for conserving indus-

trial energy in industry.  To utilize fully the above mentioned studies and

developed technologies, this information has to reacb the potential users.

After receiving the information, industrial firms will then evaluate it on its

merits such as potential savings in fuel consumption for the technology, the cost

related to purchasing and implementing the systems, whether the company can

finance it without major capital investment, what is the payback period, and

so on.  Considering that disdemination of information is essentially the first

step in innovative efforts, the Department of Energy has been conducting users

workshops for the industrial community.  Further dissemination of the workshops'

results is by  publication of the material involved directly with the workshop,

such as Energy Conservation in the Pulp & Paper Industry (Advanced Energy &

Technology Associates, 1977).

4.   The purpose of this project

It is clear from the above discussion that industry is able to conserve as

much as 25 to 30 percent of its energy consumption by adopting simple conservation

measures and energy-efficient technologies; furthermore, these technologies

can be implemented without major alterations of the original equipment.  Yet

the problem remains, since adoption rates have been low, plants are being forced

to shut down intermittently, and energy supply shortages remain a threat.

This project was conducted to find answers to the following basic questions:

1.  What is the current level of adoption of simple conservation measures
and energy-efficient technologies?

2.    Who  are the "innovative" firms?

3.  What are the possible energy policy options, and what would be the
responses to them from industrial firms?  What factors contribute

to significant differences in firms' responses?

4.  What are the most effective and workable policies that government

can use to encourage more adoptions of energy-efficient technologies.?

5.  How do we model the effects of various policies on the rate of

adoption?
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These research questions have been formulated according to a compre-

hensive dynamic diffusion model of innovation which regards the adoption rate

as a function. of stimulation from the early adopters and policy influences

within a specific environment.  For example, the first question is designed to

identify whether there is a problem relating to the use of energy conservation

measures to cut down energy consumption in industry. The second question

addresses the characteristics of the early adopters of the surveyed energy

conservation practices and technologies.  Here we intend to disseminate energy

conservation information to the more receptive firms, hoping that after they

become adopters, other firms will follow them.  The rest of the question really

deals with public policy issues, designed to foster a more rapid rate of

adoptions  by  both the early adopters and their " followers. "

The next section discusses the schools of thought on innovative processes;

this will serve as the conceptual and methodological base of this project.

B.  The Study of Innovative Processes

The diffusion* of innovations and sequential cultural changes has been of

interest to researchers in many fields, including anthropology, geography,

sociology, economics, and political science.  The literature on the theory of

diffusion has also been extensively reviewed by Brown (1965), Havelock (1969),

Rogers and Shoemaker (1971), Hudson (1972), Gordon (1974), Rogers and Eveland

(1975), and Yin et al. (1976).  However, there is little interaction and--

communication among diffusion researchers in different disciplines.  For instance,

we noticed that in Yin's work, neither was HUgerstrand's work mentioned in the

methodology review section, nor were any of the geographic studies included among

the 140 case studies.  In 1977, to bridge the communication gap among researchers

in diffusion studies, the National Science Foundation sponsored a workshop on

*"Diffusion" in this study is defined as the spread of the adoption/adopters
of innovations such as energy conservation measures or efficient technologies.
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diffusion studies, bringing 12 scholars from different disciplines to discuss

the interdisciplinary aspects of diffusion studies  and to map out future

research directions (Radnor, 1976--The Proposal to NSF) .

A further step towards an interdisciplinary approach has been carried out

in this study of the diffusion of energy conservation measures in industry,

sponsored  by  ERDA  in  1976.    We use survey research methods from sociology,

spatial modeling from geography, systems from electrical engineering, and

policy analysis from economics.  In the following section, we will first

present a general survey of the field, and then discuss different approaches,

with comments on their strengths and weaknesses in terms of understanding and

solving real-world problems.  Finally we present a comprehensive approach and

a model specifically designed for dealing with energy technologies in conjunction

with public policies, which rarely have been considered in previous diffusion studies.

1.   A General Review

While anthropologists and archaeologists emphasize cross-cultural diffusion,

the work of sociologists concerns mainly the diffusion of innovations within a

society.  As late as 1938, however, the process of intro-societal diffusion ha
d

been little studied.  Since the 1940's, diffusion studies in sociology have
*

been carried out mainly by rural sociologists.  Most of the literature has

focused on the individual, with age, income, and social status as predictors of

adoption.  The source of information is used as a factor influencing the adoption

of innovations, although little information is given about flow of the inf
ormation

which leads to final adoption (Hudson, 1973, p. 40).  In contrast with geographers,

rural socioIogists consider the mass media (which are non-spatial) as
 a dominant

factor influencing social changes through the adoption of innovations.

Sociologists have concentrated on the interpersonal communication aspects

of the diffusion of innovations.  Adopter characteristics and th
e rold of the

change agent have been emphasized.  A few studies (Gordon, 1974; Yin, et al,

1976) focus on the structural characteristics of innovating organizations
,
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such as wealth, size, and decision-making procedures.  The research designs

employed by sociologists take adoption of innovation as the ultimate dependent

variable, and use regression analysis to identify characteristics of cate-

gories of adopters stratified by time of adoption.  A recent review of dif-

fusion research done by sociologists (Rogers and Shoemaker, 1971) shows

that dynamic models of the diffusion process are absent.  The standard

research paradigm concentrates on ·ex Post facto investigations of the adoption

process that rely on respondents' recall of their own behavior.  Little use

is made of data produced concurrently with the adoption process and, although

there is a considerable amount of literature dealing with the theory of inter-

personal communication (for example, Festinger (1957), Homans (1961), Thibaut

and Kelley (1959)), there are few bridges between the theoretical work and

empirical diffusion studies.

Their analyses have been carried out mainly by regression models  with

a series of discrete-time regression equations. For example, a total time

period from 1940 to 1960 can be divided into four stages: (1) 1940-1945,

(2) 1946-1950, (3) 1951-1955, and (4) 1956-1960, and a regression model de-

termined for each of the four stages.  Then the diffusion process through
%

time is evaluated by comparing the relative significance of independent

variables such as firm size, degree of automation, etc., among the four

equations (stages).  Comments on this approach can be summarized as follows:

(1)  The spatial dimension, specifically, neighbor-effect, is largely

neglected.

(2)  Regression analysis is usually a linear static approach; a dynamic

approach has been attempted by so-called "two-stage regression models"

(Mason & Halter, 1968).

(3)  Mutual influences among independent variables are neglected.

(4)  Recent attempts to explain the diffusion process in terms of

organization behavior (Gordon, 1974; Yin et al., 1976) add a new
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dimension to diffusion studies.

(5)  Development of predictive models is only a recent phenomenon. (Martino,

1976).

The study of the effect of incentives on diffusion rates is also very

recent. The classical work by Mansfield (1961) pointed out that profitability

and initial cost are important factors in addition to the characteristics of

the  organization.     This   set of factors   can be called "economic incentives. "

Recently, Rogers (1973) investigated the impact of incentives on dif-

fusion in the case of the diffusion of a family planning program and came to

the following generalizations:

1. "Adopter incentives increase  the  rate of adoption  of

an innovation."

2. "Adopter incentives  lead to adoption  of an innovation  by

different individuals than those who would otherwise adopt."

3.       "Al though adopter incentives increase the quantity of adoptions   of

an innovation, the quality of such decisions to adopt may be rela-

tively low, leading to limitations in the intended consequences

of adoption."

4.     "Di ffusion incentives increase  the  rate  o f adoption  of  an  inno-

vation by encouraging interpersonal communication about the inno-

vation with peers.
"
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2. Different approaches

Havelock (1969), in his Planning for Innovation through Dissemination

and Utilization of Knowledge, made a survey of the diffusion literature and

classified the approaches used by the researchers into three groups:

(a)  the research, development, and diffusion approach;

(b)  the social interaction approach;

(c)  the problem-solver approach.

This classification was also used by Yin et al. in A Review of Case

Studies of Technological Innovations in State and Local Services.  However,

we would like to add one more approach employed by geographers, the spatial

diffusion approach, which was highly successful in HHgerstrand's studies

utilizing computer simulations.  Thus, four approaches will be discussed below.

2.1.  The research, development, and diffusion approach

This model is widely used in technology transfer and the diffusion of

federally-developed technologies to the private sector.  The sequence of

events includes:  (1) innovations are developed in the laboratory, (2) further

tested and demonstrated in the field, (3) communicated and diffused to the

potential users, (4) tested by the users, and (5) adopted or rejected by the

users  (Yin,  et  al·,  1976) . Case studies using this approach are cited by

Havelock and Benne (1969), and in agricultural research and educational

organizations, Brickell (1964) and Clark and Guba (1965). A recent study

on "The Program to Conduct Ongoing Observations of Federally Premeditated

Actions to Accelerate Utilization of Civilian Oriented Research and Develop-

ment" by Innovation Systems Research,   Inc.,   is an extension   of this approach.

It uses a tracking method to follow the detailed stages of decisions made on

the development and diffusion of innovations'together with factors associ-

ated with the decisions.



15

This approach places a major emphasis on the innovation itse
lf rather

than on the adopters.  While this is valid for certain techno
logies, such as

the EMI brain scanner (Hsu, 1975), in many cases the demand s
ide of the

innovative processes cannot be totally ignored.

2.2.  The social interaction approach

This model is a classic·diffusion approach developed by Evere
tt Rogers

(1962, 1971), where an adoption process is seen through a seq
uence of events:

(1) potential adopters ' awareness of the innovations, (2) potential ado
pters

show interest in the innovation, (3) innovations are evaluate
d by the potential

adopters, (4) innovations are given a trial, and (5) innovat
ions are either

adopted or rejected.  In the model the adopters are grouped as
 (1) innovators,

(2) early adopters, (3) early majority, (4) late majority, a
nd (5) laggards.

Assuming a normal distribution of potential adopters, the cum
ulative pro-

portion of adoptions over time appears as in Figure 1.1.



- 16 -

100 Figure 1.1

ADOPTER CATEGORIZATION PLOTTED

AS A CUMULATIVE CURVE Innovation

becomes 'routine,' an

Laggards accepted and automatic part

of the adopter's behavior

- 84 Decreasing involvement with

accustomization and

internalization

Late Majority High involvement: efforts to adapt
2                                                           the innovation
 6

i                                                      2
&                                                         2
2                                                                 51 -50 High involvement: active information
2                                                                                                                    1
2                                                      1

seeking, try-out

R                                                                 a
 Early Majority                                                                R
8

-16 Moderate involvement: information seeking

Early Adopters INVOLVEMENT OF AN INDIVIDUAL

DURING THE ADOPTION PROCESS

Innovators

- Slight involvement: beginning awareness

) Time   )

Source: Ronald G. Havelock, 'Planning For Innovation,' ISR, The University of Michigan,
Ann Arbor, Michigan, 1969



- 17 -

The cumulative frequency graph results in an s-shaped curve, which is approxi-

mately a logistic curve.

In essence, this model postulates that in a social system, individuals who

have adopted an innovation will influence those who have not.  Rogers further

asserted that this interaction effect begins to decrease after half of the

individuals have adopted.

This model has been proved successful in dealing with cases where the

potential adopters are individuals (Yin, 1976).  However, its application to

innovative Lfforts by organizations is less successful (Warner, 1974).  In

view of this, a modification of the original model was attempted by Rogers and

Eveland (1975).

It is our view that Roger's general model dealing with the categorization

of adopters and stages of the adoption process is .applicable to our study, using

industrial firms as adoption units.

2.3.  The problem-solver approach

This approach emphasizes the role of the adopter as the source of change.

The individual or group first identifies the problem and then undertakes an

effort to alter the situation independently or by using outside assistance.

In this approach, the definition of innovation is broader than that of the

previous two approaches.  In industry, changes are constantly made by plant

engineers  with or without outside consultants.     In many cases, such "innovations"

will diffuse to other firms.  Many such innovations clearly originate from the

users themselves. The "innovator" in Rogers' model plays   the   role  o f modifying

the original invention.  The question of who is the original inventor is thus

very difficult to answer.
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While this approach emphasizes the importance of the receiver, it lacks

methodological rigor in terms of'diffusion processes.  As Yin (1976) points

Out,   in   the case where the "innovation" originates   from an organization,   it   is

very difficult to define the specific organizational events related to inno-

vative processes.  This approach should thus be viewed as more conceptual than

operational as a methodology for empirical diffusion studies.

As we can see, these three schools of thought actually cover and emphasize

differently three major stages of the diffusion of innovations, namely, (1) origi-

nation of ideas and research; (2) development; and (3) diffusion and adoption.

More precisely, Rogers.' model emphasizes the adoption process, the research,

development and diffusion approach emphasizes the earlier stages, and the

problem-solver approach starts the innovation process from the user's end.

The following schematic diagram illustrates these differences (Havelock, 1969,

pp. 10-28).



FIGURE 1.2  Three Approaches to Innovative Efforts
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2.4.  The spatial diffusion approack

Anthropologists were the first to study the subject of the diffusion of

innovation.  In 1927, Wissler proposed the cultural-area concept and his hypo-

theses postulated that an innovation initiated from a center and spread out-

wards until it covered an appreciable portion of the earth's surface.  His

basic model consisted of a series of concentric circles, each denoting a time

lag from the center of dispersal.  Therefore, they are also called age-areas.

The process of diffusion is, in this view, similar to the propagation of waves.

Let us explain this process in simple words:  There is a new idea originated

in a location (call it a cultural trait center), such as domestication of a

species of plant, or invention of a new agricultural tool.  This new idea will

then spread from the center and be adopted by the neighboring people.  The

people closer to the center will learn innovations earlier than the people

farther away from the center.  The earlier school of thought maintained that

the diffusion process is achieved by direct contact between people of two dif-

ferent regions.  This has been modified by the theory that innovations can

diffuse without direct contact, a theory known as stimulus diffusion.  The

approach here is essentially archaeological, historical (documentary), and by

field investigations.

Diffusion studies in geography can be classified into two groups of thought,

branching out from the original anthropological diffusion model.  The Berkeley

(Carl Sauer) school of cultural geography has a strong tradition of diffusion

studies very similar to those of anthropologists.  The classical work is Sauer's

Agricultural Origins and Dispersal (1952).  His followers have carried out

"origin and dispersal" studies of other visible cultural traits,   such as house

types. The extension  of this school  is the "cultural landscapes" school  of

geography.
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Since the 1950's, HUgerstrand (translated in 1967), of Lund University in

Sweden, and his followers have launched a very different type of diffusion

study in geography.  Their approach is mathematical and in the framework of the

wave model, although they still emphasize the importance of spatial processes

and distributions over time.

The contributions of the HMgerstrand school of diffusion research can be

noted as follows:

1.  Introducing mathematical models into diffusion studies.

2.  Introducing  computer simulations for understanding diffusion

processes.

3.  Summarizing the total time/space diffusion results by a simple

S-shaped curve of the logistic function (Morril (1968, 1970), Casetti

and Semple (1969)).

The major contribution of HUgerstrand and his followers is in using mathe-

matical models to simulate the time-space adoption phenomenon, with certain

computed probability values assigned to potential adopters.  If past adoption

patterns can be simulated accurately and if the behavior underlying the model

continues to hold, this approach should be capable of predicting future adoption

patterns.  Compared to Rogers' model, although this approach lacks sophisti-

cation as a sociocultural explanation, it does have a certain degree of pre-

diction power which is quite useful in terms of commercialization of technologies.

The major drawback of this approach is that the diffusion process is

analyzed only in terms of distance-decay functions,  i.e., other non-spatial

\

variables are neglected completely.  Although HUgerstrand has demonstrated

that diffusion factors of interaction and communication among individuals can

be translated into the distance-decay function, there are some other obvious



- 22 -

socio-economic factors that cannot be translated into spatial terms, suc
h as

inslitutional behavior and the profit incentive.  Moreover, in some (non-

Western) societies, the decision-making process regarding accepting or re
jecting

an innovation is done by community consensus.  Such a case, for exam
ple, is the

adoption of dairy farming by Japanese farmers.  These cannot re
ally be captured

in spatial process analysis alone.

Recent methodological "adventures" by geographers have been carried out

mainly by Brown (1969) and Hudson (1972).  Brown proposed an 
epidemic diffusion

model to study neighborhood effects, and Hudson takes into consideration the

size  o f neighbors  in  a dif fusion model. The former is called "neighborhood

effect, "  and the latter, "hierarchical effect. " The validity of these  two

approaches has not been extensively tested.  Some of these id
eas were discussed

in a series of articles published in Economic Geography (Vol.

Brown and Hudson's models are mostly static in nature because they do not

treat spatial and temporal diffusions as continuous processes.
  A more serious

drawback arises from the fact that they completely ignore outsid
e influences,

such as  policy efforts and institutional barriers.
In this project,

a dynamic model is developed to address these two aspects of d
iffusion simultane-

ously:  a time/space continuous process and the influence of 
outside factors

in Chapter 6.
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3.    A comprehensive approach for this energy technology study

Although approaches to diffusion studies vary according to the academic

specialty of the investigator, a review of the several approaches shows that

some invariant characteristics of the diffusion process emerge. These invariant

characteristics provide a guideline for an integrated approach to solving real-

world diffusion problems.  We enumerate below these common factors and take them

as a point of departure for the development of research hypotheses to be tested

in the context of the diffusion of energy-efficient technologies.

1.  The adopter's behavior is the central issue in diffusion research.

Adopters may be individuals, groups, or institutions.  The most

important question should be:  "Why do the potential adopters

accept or reject, or favor or show indifference toward the

innovation?"

2.    A  chain of information  flow, or "telling, "  is a necessary  but

not sufficient condition for diffusion to take place.  The

information flow affects,  and· is affected by, certain identi-

fiable factors.  The factors that emerge as important predictors

of diffusion patterns are:

a.  The distance friction or inverse factor, or neighbor-effect

b.     The size 'factor,  as a measurable trait  of  both  the

adopter unit and its surrounding environmental system

c.  Perceived characteristics of the innovation

d.  Characteristics of the potential adopters

e.  Incentives exterior to the adopter

f.  Benefits to the adopter (for example, reducing fuel cost

and reducing effects of uncertainty of adequate energy supplyl
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3.  The diffusion process is essentially dynamic in both time and

space.  The choice of time and space intervals in a discrete

approach to diffusion may artificially distort results.

4.  Factors which influence the process have mutual impacts in a dynamic

time-space framework.  Therefore, diffusion models should be de-

Signed from a dynamic systems analytical point of view, similar to

compartment systems in ecological analysis.

The approach used in this project takes into account all four of these

characteristics.     It is, therefore, an integrated approach combining  (1)   the

behavioral/organizational,    (2) the spatial and socio-economic,   and   (3)'  the   time/

space dynamic aspects of diffusion studies.

The behavioral approach will focus on revealing the decision-making

processes of adopter units.  Here we would like to know specifically the following

items which may influence the diffusion rates:

1.  The potential adopter's perception of the merits of the innova-

tions, i.e., their technological capability; the expected consequences

after adoption.

2.  The influence of organization structure and the interaction

among components of the structure on the adoption probability.

3.  Direct answers as to why the adopter units accepted or rejected

the innovations.

4.  The role of information flow networks in the adoption of innovations,

both among adopter units and between adopter units and change agents.

To accomplish these four goals, this project used a survey research method,

i.e., we used field interviews to gather the data on adoption rates of energy-

efficient measures and technologies, and on characteristics of the potential

adopters, and to tape conversations on adoption decisions and comments on
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energy policy options.  In addition, a system identification method is utilized

to model and simulate the time-space dynamics of the adoption process,using

policy behavioral types as "forcing functions, " and "coupling coe fficients  o f

adoption probability" among neighboring adopters as "contagious effect" or

"band-wagon e ffect. "

Compared to past studies, the uniqueness of this approach can be summarized

as follows:

1.  Data on influencing factors were gathered concurrently with data on

the adoption process.

2.  A dual approach was employed:  statistical analysis to ensure the

objectivity of the data analysis, and behavioral process analysis to

interpret the statistical results.

3.  Policy analysis is coupled with the adoption rate and influence

factor analyses.

4.  A dynamic diffusion model was developed to simulate adoption rates

under the impact of various policy options.

Aspects of the research design will be discussed in detail in the next

chapter.
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Chapter 2:  Methodologies and the Data Base

To accomplish the research goals set forth in Chapter 1, a pilot study on

the diffusion of energy-conservation measures was carried out using three comple-

mentary approaches:  (1) field interviews to obtain concurrently (a) adoption

rate information, (b) factors influencing adoptions, and (c) responses by indus-

try to energy policy options; (2) statistical analysis to determine the signifi-

cance of the factors, including firm characteristics and perceptions of policy

options; and (3) systems analysis to simulate the effect of different types of

policies on adoption rates.  These approaches and related base-line data for

the project are discussed below.

A.  Survey Research Approach

1.  Rationale and some background literature.

It was pointed out in Chapter 1 that diffusion studies generally failed

to reveal precisely the factors influencing the adoption process because the

data were collected after the facts, i.e., they were based on someone's recall

or on secondhand material.  Intended to pinpoint how adoptions take place, an

empirical survey approach was utilized to collect the data.  Specifically, the

data dealing with adoption rates and the possible relevant factors, such as

firm characteristics, information network, etc., were gathered concurrently in

intensive interviews.

For this approach to be successful, cooperation of the industrial firms

with the researchers is an absolute necessity.  Thus, one of the major tasks

in the project was to investigate how such cooperation can be achieved.  Con-

tacts made through common friends, local Chambers of Commerce, local energy

Councils, utility companies, etc., were tried in a three month pre-test period.

It was determined that the best strategy is highly dependent on the local
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conditions. Therefore, a "trial-and-error" method is necessary for arriving

at the final strategies.

Since some industrial firms have been experiencing hardships from energy

shortages, a direct way.to obtain such knowledge is to let them tell us about

their experiences with energy cut-backs, lay-offs, or similar problems and

their feelings -on energy policy options.

The literature on survey research is extensive.  A general discussion of

the subject is given by Selltiz (1976).  An in-depth discussion of different

approaches is given by Douglas (Sage Library of Social Research, Vol. 29, 1976).

While these materials can give us general guidelines for research procedures,

specific survey instruments have to be developed according to the subject matter

of the inquiry.  Here, our interest is in the diffusion of innovations and our

sample selection and questionnaire design reflect that concern.

For intensive interviews, we designed fifty-nine questions covering these

areas of concerns:  (1) the plant's experience in energy cutbacks and its

coping processes; (2) characteristics of the firm  and its energy officers;

(3) the adoption rate of the energy conservation measures and technologies of

the firm; (4) the firm's response to energy conservation policy options.

Whereas detail of the instrument is given in Appendix 1 of this chapter, the

individual components of the instruments are discussed in the next sections.
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2.  The population and the sample

2.1.  Background

Because the current project was intended as a pilot study for a larger

study using a national sample, the study  area was limited  to  two S tandard

Metropolitan Statistical Areas (SMSA's) located at Binghamton, New York, and

Allentown, Pennsylvania.  Using data from the 1972 Census of Manufactures  and

the 1976 Industrial Directory for the states of New York, Pennsylvania, and

New Jersey, 16 firms were selected from the Binghamton area and another 16

firms from the Allentown area.  These sampled firms were selected to represent

small, medium, and large firms, as well as high and low energy-intensive firms.

It was a cross-industry sample, based on the existing evidences that to a

certain degree the energy problem is common to all industries, and that there

are numerous groups of energy-efficient technologies that can be used by

industry in general.  Thus the study was not aimed at investigating a single

type of industry.

The two regions studied also differ in that the Binghamton SMSA repre-

sents the industrial trend of the Northeast United States with its slightly

declining industrial employment from 1958 to 1972, while the Allentown SMSA is

closer to the United States norm of a slight increase in industrial employment

during the same period.  Additionally, the Allentown SMSA includes large,

heavy industry in contrast to the small, light, industry makeup of Binghamton.

With this design, then, a regional comparison  can be made to reveal differences

in industrial development and different communication networks and energy

supply patterns.  We were also interested in mutual influences or interactions

among these forces  which have acted together to produce different ways of

coping with energy shortages.  Conceptually, the basic design can be illustrated

as follows:
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Test 1: Regional and Energy Intensity

Region

Binghamton SMSA Allentown SMSA

Energy High Firms: (Bing., high) Firms:  (Allentown, high)

Intensity Medium

&        Firms: (Binghamton, Firms: (Allentown,      1
Low low) low)

From this test, we can investigate the influence of the two factors, location

and  energy-intensity,   on   the adoption rates in three  ways:      (1) the effect  of

a single factor (such as regional), (2) the effect of the factors together, and

(3) the interaction between two factors.  In the analysis, the adoption rates

are called dependent variables, and the factors which influence them are

the independent variables.

2.2.  The sampling design

The population of this study thus encompasses all manufacturing firms in

the Binghamton, New York SMSA (including Brocme and Tioga Counties in New York

and Susquehanna County in Pennsylvania) and Allentown,  Pennsylvania. SMSA

(including Lehigh, Carbon, and Northampton Counties in Pennsylvania and Warren

County in New Jersey).  From the 1972 Census of Manufactures, we have the distri-

bution of industrial firms by SIC code and number of employees.

Tables 2-1  and 2-2 list the number of firms by two-digit SIC code for

each county, and by number of employees in ·four groups:  1 to 19, 20 t
o 99, 100

to 249, and 250 and above.  Since the majority of industrial firms in the

Binghamton SMSA are located in Broome County, the Binghamton sample was mostly

drawn from that county.

From Table 2-2, it can be seen that the majority of the manufacturin
g

firms in the Allentown SMSA are located in Lehigh and Northampton count
ies·

/
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Sample firms were therefore selected mostly from these two counties.

In addition to the first test, the sample also permits a second test

using firm size and energy intensity in combination as follows:

„                                                                                                              1f                 Size

Energy Intensity Large Small

(250 or more em- (Fewer than 250

ployees) employees)

High Firms: large;high Firms: small;high

Medium & low Firms: large;mediun Firms: small;medium
& low & low

The classification of sampled firms (Table 2-3) reflects the basic design

for testing the hypotheses that regional, energy-intensity, and firm size

differentiations, singly or in combination, have effects on the adoption

rates of energy-efficient technologies.



TABLE 2-1:  Number of Manufacturing Firms in the Binghamton SMSA by Number 6f Employees and SIC Code
1

'

Number of Employees by County
2

1-19 20-99 100-249 250 and overSIC

CODE    Al     Bl     Cl          A2     B2    C2          A3     B3     C3          A4     B4     C4

20    14      0      3            8      2     0            4      0      0            0      0      0

21     0      0      0           0      0     0         ,0      0      0           0      0      0
22     0      0      0           2      0     1           0      0      0           0      0      0
23     5      2.4           6      2    10           1      0      1    ' '    0      0      0
24     6      8     12           3      1     2           0      1      1           0      0      0

25         2           1           0                    2           2         0                                 0           1                    1           0           0
'

26     2      0      0           2      0     0           1      0      1           0      0      0

27    39      3      5            6      0     1            0      0      1            3      0      0

28    2     2     0          6     1    0          1     0     1          0     0     0
29     2      0      0           1      0     1           0      0      1           0      0      0

30     6      1      2           3      0     1           3      1      1           1      0      0                
3 1 2 1 2 3 0 0 0 0 0 0 0 0
32    10      1      2            3      0     0           0      0      0            0      0      0

33     0      1      1           0      0     0          1      1      1           0      0      0
34    10      1      0            4      0     0            5      0      1            1      0      0

35    25      5      0            8      1     2            2      0      1            3      0      0

36          6            0            0                      4            1          2                      2            0            0                      4            1            1
37     2      0      0            1      0     0           0      0      0            0      0      0

38     3      0      0           1      0     0           0      0      0           3      0      0

39     2       1       0            1      0     0            0      0      0            0       0      0

CAD         6           1           1                    6           0         0                    2           0           0                    0           0           0
TOTAL

NUMBER

OF FIRMS 149     27     30          81     10    20          24      5      3          20      1      1

1
Source:  Census of Manufactures, 1972, Vol.

2
County Code:  A-Broome, B-Tioga, C-Susquehanna.



1
TABLE 2-2:  Number of Manufacturing Firms in the Allentown SMSA by Number of Employees and SIC Code

2
Number of Employees by Countyi

SIC 1-19 20-99. 100-249 250 and over

CODE     Dl    El    F1    G1     D2    E2    F2    G2      D3    E3    F3    G3     D4    E4    F4    G4

20     19    19     7     4     16     6     1     2       2     2     0     0      5     1     0     1
21           0         0         0         0           0         0         0         0             0         0         0         0           0         0         0         0
22         13         6         4         3         29         9         3         1             6         0         1         3           4         3         0         0
23     18    24     3     7     60   101    26     8      14    21     9     3      5     7     1     0

24           5         5         5         2           1         2         1         1             0         0         0         0           0         0         0         0

'                 25          3        5         3        1          7        4        1        0            1        0        0        1          0        0        0        0
26           3         4         1         0           2         3         0         5             2         1         0         2           0         1         0         1
27     37    24     1    11      9     4     1     5       1     4     0     2      2     1     0     0

28     7    4    1     3     8    4    0    4  .    0    1    0    1     1    1    1    2
29          3        1        0        1          0        0        0        0            0        0        0        0          0        0        0        1

30         2        2        0        5         5        4        0        1           0.2        0        3         0        1        0        2                     w
3 1 0 0 0 2 0 0 2 0 2 1 0 0 0 0 0 O N
3 2 1 7 1 2 6 3 4 1 3 1 2 1 7 0 0 0 1 0 0   1
3 3 5 2 2 0 2 2 3 0 3 0 2 1 0 4 1 2
34     20    16     1     7     11    11     1     6       3     2     0     1      4     3     0     0

35     27    14     2     7      8     3     1     3       1     3     0     0      3     1     0     4

-        36         6        4        1        7         1        1        2        2           4        2        1        0         6        1        0        1
37          1        2        0        4          2        0        0        0            0        0        0        0          2        1        0        1
38          3        2        0        1          2        1        0        0            0        0        0        0          1        1        0        0
39          7        6        1        3          2        1        3        0            0        2        0        0          1        3        0        0

C A D 3 6 3 0 1 5 5 1 0 3 1 0 2 5 0 0 0

TOTAL 202 160    38    42 175 174    47    40      43    49    13    19     39    29     4    14

1
Source:  Census of Manufactures, 1972, Vol. , pp.

2
County code:  D = Lehigh, E = Northampton, F = Carbon, G = Warren

3

CAD means
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TABLE 2-3:  Classification of Sampled Firms by Industry, Energy Intensity, and Size

Binghamton SMSA Allentown SMSA

Description Intensity* Firm Description Intensity Firm
Size** Size**

1      Fertilizer Company           L      1       1   Paper Box                 H         4

2      Chemical/Paper               H      1       2   Food                      H         4

3      Stone, Clay type             H      1       3   Heavy Industry            H         5

4      Plastics Company             L      1       4   Cannery                   M         2

5      Forging '                    H      3       5   Stone, Clay               H         5

6      Camping Equipment            L      2       6   Cement                    H         2

7      Candy Company                L      1       7   Printing                  L         1

8      Food                         H      2       8   Cement                    H         5

9      Instrument                   L      5       9   Food                      H         5

10      Furniture                    L      4      10   Primary Metal             H         5

11      Chemical                     L      2      11   Insulation Material       L         1

12      Foundry                      H      2      12   Chemical/dye              H         3

13      Casting                      H      2      13                             H         1

14      Light Instrument             L      3      14   Refrigeration             H         1

15      Printing                     L      4      15   Brewing                   L         4

16      Stone, Clay                  M      1      16   Instrument                L         5

*Energy Intensity  H - High, M = Medium, L = Low

(Conference Board:  Energy Consumption in Manufacturing, 1974)

**Firm Size:  1= < 100 4 = 501-1000

2 = 101-200 5   =   71000

3 = 201-500
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If  we  enter   the  data from Table   2-3   into   the  t est designs  we  have   the

following patterns:

Test 1:

Binghamton Allentown Total

High Intensity            6                    11               17

Medium & Low
10                    5          ·     15

Intensity

TOTAL 16 ,                         16                     32

Test 2:

Large Firms Small Firms Total

High Intensity             7                   10               17

Medium & Low
5                  10               15

Intensity

TOTAL                      12                  20               32

The above sampling design of firm characteristics is intended to serve

several purposes:

1.  A large number of industrial types can be represented,

2.  Disproportional stratified sampling in favor of larger firms can be

used, following the method of Census of Manufacturers.

3.  Cell sizes in the above tests can be balanced so that better statisti-

Cal results can be expected, in view of the fact that the total sample

size is already small (N=32).

Since this is only a pilot study, statistical inference is not intended to

go beyond the study area, thus lack of true randomness can be excused  (Cochran,

Sampling Techniques,   1963)  . The sampling scheme is close to stratified random

sampling, however.
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3.  The measure of adoption rates (Question 19, Appendix 1)

In general, adoption rates are often defined as the ratio between adopters

and potential adopters during a given time period.  In terms of the adoption of

innovations by industrial firms, this definition implies that the number of

adopters is the number of firms.  Then the potential adopters can be defined as

the firms in a specific geographic area, such as a county or an SMSA.  However,

in this study, the adoption rate is defined as the number of technologies adopted

over the total applicable technologies, since a number of technologies are appli-

cable to each individual firm.  Thus, for this project, the adoption unit is an

individual firm instead of a geographic area.

Since the target population is industrial firms in general rather than

specific types, energy-efficient technologies should be applicable to the

majority of firms.  With this criterion, 10 (generic) technologies were selected

by Dubin-Mindell-Bloome Associates of New York City for assessing adoption rates.

They are listed in Table  2-4. An eleventh category, "other technologies being

adopted, " was added to cover energy conserving devices that might  have  been

overlooked.
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TABLE 2-4:  The Energy-Efficient Technologies List

1.  Waste heat recovery devices from hoods, or from heat-producing equipment,
or from hot stocks

2.  Devices or equipment for pre-heating combustion air

3.  Heat recovery devices, e.g., from compressors used for cooling, or others

4.  Load levelers

5.  Devices for raising suction temperatures for refrigeration units

6.  Devices for using steam condensate for heat or using waste steam

7.  Variable speed pumping devices

8.  Recuperator or regenerator

9.  Heat pump

10. Heat exchanger

11.  Other technologies being adopted.
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The list was pre-tested on five firms and proved satisfactory.  The response

options include:

1.  Not applicable.

2.  Applicable, but we have not adopted it.

3.  We have adopted it, but it is a normal maintenance procedure

rather than an energy conservation measure.

4.  We have adopted it for energy conservation reasons.

Since some of the listed devices have been in existence for more than 30

years, they have been regarded as a part of normal maintenance practice in some

cases.  This is true for many of the large firms we interviewed.  If the adoption

of these technologies had occurred prior to the 1973 Arab oil embargo, response

option (3) was recorded.  On the other hand, some firms adopted technologies

mainly in response to the recent energy crisis.  This tended to be the case for

smaller- firms : Since this distinction in adoption processes exists, two measure-

ments are used for the adoption rate:

(1)  Recent adoption probability of a given firm equals the number of tech-

nologies adopted after 1972 divided by the total number of applicable

technologies.

(2)  Total adoption probability equals the number of technologies adopted

(including post-and pre-1972 adoptions) divided by the total number

of applicable technologies.

In the analysis, these are called Innovation 1 and Innovation 2.  They can

be analyzed singly or in combination.  The former process yields two univariate

analyses,   and the latter produces one multivariate analysis. There fore, altogether,

there are three measurements for assessing the significance of the adoption rate.
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4.  Possible factors influencing adoption  (Questions in Appendix 1)

In section B, Chapter 1, we discussed four approaches to understanding

the process of adoption of innovations.  Each school places a special emphasis

on a certain portion of the total spectrum of the diffusion process that begins

with the origination of ideas  and ends with the final adoption by the users.

Furthermore, there  is no agreement among the researchers  on the "common" factors

which explain the general innovation diffusion phenomenon, although tens of

possible factors have been hypothesized (Rogers, 1961; Yin, 1976).  In vie
w of

this, we relied  on  our  own j udgment to compile  a  list  o f 26 possible factors

that we think could have some explanatory value for the adoption of technologies

by industrial firms (Table 2-5).  The list is based largely on experience and

6n the knowledge gained from pre-test interviews with local firms and partially

on the literature dealing with the measurement of organizational behavior (Price,

Handbook of Organizational Measurement. 1972).  For example, about half of the

26 possible factors are directly related to current energy issues, such as

energy supplies, energy information, existence of an energy officer, and even

energy management.  Thus, we are hypothesizing that the diffusion of energy-

efficient technologies is unique as compared with other diffusion studies.  We

should be able to contribute some new knowledge to the existing literature of

diffusion studies.

In general, the 26 possible factors on our list can be grouped into four

major elements of innovative effort, plus an unspecified category:

A.  Immediate circumstances, consisting of both environmental and organi-

zational factors;

B.  General background, also with both environmental and organizational

factors;
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TABLE 2-5:  Pessible Factors Influencing Adoption

1.  Regional  (Binghamton vs. Allentown)

2.  Energy cutback  (cutbacks vs. no cutback)

3.  Disruption of production  (disruption vs. no disruption)

4.  Dependence on natural gas  (yes or no)

5. Energy officer 1: energy is officer' s only .responsibility

6.  Energy officer 2: energy officer is also the chief officer

7.  Energy officer 3:  energy officer with technology/science background

8.  Energy officer 4:  energy officer with business/finance background

9.  Energy committee  (Yes or no, within the firm)

10.  Energy intensity  (high vs. medium & low)

11. Firm size  (five levels)

12. Degree of automation (three levels)

13.  Age of equipment (three levels)

14.  Centralized authority  (total autonomy vs. firm dependence on a mother company)

15.  Degree of communication within the firm  (four levels)

16.  Energy information 1:  industrial association  (yes or no)

17.  Energy information 2:  utility company  (yes or no)

18.  Energy information 3:  government  (yes or no)

19.  Energy information 4:  other firms  (yes or no)

20.  Energy information 5:  consulting firms  (yes or no)

21.  Energy information 6:  within the firm  (yes or no)

22.  Member of an industrial association  (yes or no)

23.  Consideration of a longer payback period  (yes or no)

24.  Growth state  (three stages)

25.  R&D  (yes or no)

26.  Perceives the government as the major cause of the recent energy

disaster  (yes or no)
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C.  Economic factors;

D.  Information network; and

E.  Others

While the general background factors have been studied extensively by

researchers in diffusion studies, our examination of the immediate circumstances

that producdd the energy problems and the ensuing responses of firms is unique.

In our pretest interviews, we discovered that the industrial firms were the most

concerned about energy supplies, specifically the supply df natural gas during

the time of interview in 1977. This immediate environmental factor then leads

to a set of organizational responses designed to cope with the energy problems.

The two sets of factors constitute the first elements of the innovative effort

listed above. Let us list them as follows:

TABLE 2-6:  The Immediate Circumstance Variables (A)

Environmental Factors Organizational Factors

1. Regional 5. through 8.  Energy officers

2. Energy cutback 9.  Energy committee

3. Disruption of production

4. Dependence on natural gas

The factors related to the general background setting, B. in the above

grouping, are rather straightforward.  Although they have been emphasized by

classic diffusion researchers (Yin, et al. 1976), we will treat them only as

working hypotheses because conflicting views exist.  Table 2-7 lists these

variables. It should be noted that we listed several more variables related
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2

to the "organizational setting"  of the firms,   such as "formalization"  and  "inno-

vativeness,"prior to our pre-test interviews; however, they were dropped from the

final list because any measurement for these variables was very difficult to

obtain.

TABLE 2-7: The General Background Variables

Environmental Factors Organizational Factors

10. Energy intensity level 14. Centralized authority

11. Firm size 15.  Degree of communication within the firm

12. Degree of automation

13. Age of equipment

The significance of economic variables in the innovative process has been

well documented in Mansfield's work (1968), with findings that the adoption rate

is (1) positively correlated with the profitability of the innovation; (2) nega-

tively correlated with the capital investment needed to adopt the innovation;

(3) positively correlated with firm size; and (4) does not appear to be correlated

with the growth rate of the firm, with the past profits of the firm, with age of

the firm's management, with liquidity of the firm, or with the profit trend of

the firm (Martino, 1976).  Extensions of his work can be obtained from Blackman,

et al·,  (1971), and Bundegaard-Nielsen and Fiehn (1974).

From our pre-test interviews, we discovered the firms viewed economic

factors as significant, and that an acceptable payback period for a technological

adoption and the deregulation of energy prices would be "enough incentive" for

investment in energy technologies. Since "deregulation of energy price"  is  a

policy question, it was not listed as a factor.  In the economic factor group, C.,
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we then hypothesized that "consideration of a longer payback period"  (23),

"growth stage of the firm" (24) , and "the existence of R&D at the firm" (25)

were factors that could have significant effects on adoption rates.  Data on

other variables are difficult to obtain by interviews.

The information elements of innovative effort (D., above) are given in

factors #16 through factor #22. While the use of industrial associations,

utility companies, and the government as energy information sources is well-

known, the use of outside consulting firms for improving energy conservation

efforts is rather a recent practice.  We feel that energy consulting services

will become increasingly important in the near future.

The only factor we have not classified is the perception factor ( #26)

relating to the government as the major cause of the recent energy disaster.

We place it as a hypothesized factor because many firms reported that they feel

that way, and designed strategies for coping with the energy problem accordingly.

For instance, several  df the firms  did  not  wait for "action"  from the govern-

ment and proceeded with their conservation efforts as early as ppssible.  We

thought this might have some effect on the adoption rate, and therefore, listed

it as one of the factors.

In the next section, we will discuss the statistical methods used in this

project   to   "sort out" these factors by evaluating whether they, singly  or  in

combinations, have significant effects on the adoption rates.

5.  Policy preference survey

In the past, public policies were rarely considered as factors influencing

the innovative effort.  In Yin's work (1976) where 140 case studies dealing with

technological innovation in state and local governments were examined, it was
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concluded that federal policies had no concrete effect on specific innovative

efforts although they may be important in creating an innovative environment.

Since the Arab oil embargo, however, energy policies have been pursued

rigorously by the federal government with two goals:  cutting down energy con-

sumption and increasing the domestic production of oil and natural gas.  It is

hoped that the degree of dependence of the United States economy on foreign 6il

can be reduced gradually.  This was epitomized by the 1974-75 "Project Inde-

pendence" (FEA, August, November, 1974).

Therefore, it is likely that energy policy options will affect the rate of

adoption of technologies from now on in many ways.  Let us take the controversial

1,

deregulation of energy prices" option, for instance.  If energy costs increase,

industrial firms will tend to install energy-efficient equipment for several

reasons: (1) ·savings in energy from the new equipment will cut down the pay-

back period of the capital expenditure and (2) to be competitive, they have to

keep product cost down by using more energy-efficient technologies.  Of course

many other policy options, such as tax credits for the capital expenditure on

energy-saving technology, can also provide such incentives, directly or indirectly.

To encourage energy conservation in industry, the federally proposed

policy options can generally be grouped into three areas:

*  Those dealing with tax incentives;

*  Those using energy taxes to discourage consumption; and

*  Those dealing with energy management programs.

In the popular idiom, we enumerated 12 policy options (Table 2-8), and sub-

mitted them to our industrial firms for evaluation and rating regarding (a) the

firms' preferences, and (b) their perceptions as to the policies' effectiveness
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in energy conservation in general, and attractiveness to the firm in particular.

The firms were asked to rate each option as follows:

1.  Potential effectiveness for energy conservation  (good, fair, no effect)

2.  Attractiveness to industry in general  (high, moderate, low)

3.  Attractiveness to your firm  (high, moderate, low)
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TABLE 2-8: Policy Options

1.  Use of recycled material: incentive for use coupled with penalties for

use of virgin material.

2.  Deregulation of energy prices.

3.  Federal tax on energy purchases, based on national energy consumption

patterns.

4.  Price incentives for off-peak energy use combined with penalties on

increments of energy consumed in excess of (peak) base.

5.  Federally mandated energy allocation limits based on past energy use
per unit of output.

6.  Subsidized federal loans for energy conservation capital expenditures.

7.  Federally guaranteed loans for energy conservation capital expenditures.

8.  Tax credits for energy conservation capital expenditures.

9.  Government sponsored services of energy conservation consultants at no

cost to industry.

10. Tax credits for cost of implementing and maintaining energy management

programs.

11.  Federally sponsored R&D efforts in energy efficient technologies.

12.  Industry based R&D efforts in energy efficient technologies, subsidized
by the federal government.
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These questions were designed to discover patterns in the firms' responses

which might serve as guides for energy policy formation.  We were looking for:

(1)  Their general preferences with respect to each of the policy options.

(2)  Whether there are statistically uniform responses to each option; if

not, what factors contribute to the variability?

(3) From industry's perception, which- policy options  will be effective  to

increase adoption rates?

(4)  How do we derive the "most workable policy options" that can be used

by the federal government to design a comprehensive energy manage-

ment program?
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B.  Statistical Approach

The statistical approach is intended to analyze the relationships among

the data sets on the adoption rates, the factors influencing adoption, and

the responses to the policy options.  Specifically, discriminant analysis is

used to determine the significance of the influencing factors as well as the

policy responses, and some combinations of these, on the adoption rate.

Let us use the regional factor as an example to explain the basic model.

Note that there are 16 sampled firms in the Binghamton, New York and 16 in the

Allentown, Pennsylvania area and we have data on the adoption rates for each

firm, using two measurements--the pre-1973 adoption rate, and the total adoption

rate.  The data structure for the first set of the discriminant analysis follows

the following format  (Test'3, Table 2-9).

In Table 2-9, Y denotes the adoption rate with the first subscript repre-

senting the firm identification, and the second subscript identifying which

adoption rate is specified.  Letter M stands for the average of the adoption

rates,   with the first subscription identifying the -factor (e.g. , Binghamton  vs .

Allentown), and the second subscript again, the particular adoption rate meant.
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TABLE 2-9: Data Structure of Test 3 Discriminant Analysis

Sampled Binghamton Allentown,Pa
Firm Rate 1 Rate 2 Firm Rate 1 (Total)

(pre-1972) (Total) Sampled (pre-1972) Rate 2

#1   . Yl,1 Yl,2
#16      Y

17,1 Y17,2

#2
Y2,1 Y2,2

#17      Y               Y
18,1 18,2

#3        y v #18      Y
3,1 13,2 19,1 Y19,2

#16        Y               Y             #32      Y                Y
16,1 16,2 32,1 32,2

Mean
MB,1 MB,2

M              M
A,1 A,2

The purpose of discriminant analysis, in this example, is to test whether there

is a significant difference in the mean adoption rates, partitioned by a

locational grouping.  We can assess the possible outcomes in three ways (or

statistical tests, to be precise):

(1)     Is   there a significant difference
between  M8,1  and  M       ?A,1

(2)  Is there a significant difference between M 
2

and M    
A,2

(3) Is there a significant difference between the combination of

(MB,1   plus   M E,2)    and    (MA,1   plus   MA,2) 

'.
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(1) and (2) are called univariate analyses because there is only one depen-

dent variable (or adoption rate) involved, while (3) is referred to as a multi-

variate analysis because two or more dependent variables are utilized (Morrison,

1976).

A natural extension of Test 3 is to look at the effect of two factors on the

adoption rate, corresponding to the sampling design mentioned earlier.  Using

regional and energy intensity in a two factor design, the data structure follows

the format of Test 4, in Table 2-10.

TABLE 2-10:  The Data Structure of Test 4 in a Two-Way Design

Binghamton, NY Allentown, PA

Adoption Adoption Adoption Adoption

Rate 1 Rate 2 Rate 1 Rate 2

High Cell Cell Cell Cell
Energy 1,1 1,2 3,1 3,2

Intensity Medium

&         Cell 2 1
Cell

2,2 4,1 4,2
Cell Cell

low

In this table, "cell" represents a group of adoption rates corresponding to firms

having specific characteristics governed by the factors.  The first subscript

stands for the location of the cell with respect to the factors ( region and

energy intensity),while the second subscript is the specific measure of the

adoption rate, as Test 3.  Using data outlined earlier, cell 1 contains 6 firms,

cell 2, 10 firms; cell 3, 11 firms; and cell 4, 5 firms.
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The objective of this analysis is to test whether there exists a second

Significant factor, when two factors are analyzed together. Additionally, it can

determine whether the combined effect of Factor 1 and Factor 2, called inter-

action, is significant. ,

In this project, n-factorial design, that is, tests involving three or more

factors, are not used for several reasons: (1) the interaction effects are diffi-

cult to explain when three or more variables are involved, (2) cell size in a

n-way design tends to become zero for certain cells because our sample size is

small;   and   (3) the sampling desi.gn follows essentially a two-way design rather

than an n-way design.

C.  Systems Identification Approach

As was discussed earlier, federal energy policies are designed to create a

significant impact on the adoption rates of energy efficient technologies.  How-

ever, past studies have ignored the question of how to assess such impacts using

diffusion models.  In this study, we propose to use a dynamic (i.e. time-space

continuous) diffusinn model to simulate changes in adoption rates over time,

under the influence of two major elements:  mutual effects among neighboring

sites, and the type(s) of polic) accepted by the specific site.  The resulting

model can be used as a policy impact simulator to check the per formance of

particular policy options against actual diffusion patterns obtained from field

observations or a market monitoring system.
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Conceptually, the system of this policy impact model can be illustrated as

follows:

Stage 1 Stage 2 Stage 3

Adoption rate = Function of policy types r Primary impact
& mutual stimulation effect --9 Simulation

_» 

measures: change

A
model of adoption rate over time

(for policy change) Stage 4

Stage 5
Secondary impact measures: 

- - ·      --                                       such as economic benefits

increase in jobs, etc.

Here Stage 1 indicates the initial condition of the adoption pattern.

Stage 2 indicates that a model is constructed to assess the impact of the
policy effect on the adoption rate under the conditions of mutual

stimulation and the types of policy options accepted by the receivers.

Stage 3 indicates the performance of the policy option measured by changes

in the adoption rate over time.

Stage 4 indicates that along with the adoption or energy-saving technologies
the general socio-economic conditions are being affected also.

Stage 5 means that the policy maker can change Ehe policies after a certain
period of time, depending on the adoption trend.

In this study, effort will be placed on developing a policy impact simu-

lation model indicated as Stage 2 and Stage 3.  The general technique lies in

the  area of systems identification as given by Graupe (1972),  Sage   (1971 ), Tabak

&  Kuo   (1971   ) , and Eykhoff  (1973) . By doing  this,  we  are  able to integrate

spatial diffusion processes with policy analysis and create a truly dynamic dif-

fusion approach.  Then the S-shaped pattern of cumulated adoptions can be
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simulated by changing the adoption probability values of mutually-influencing

sites and for changing the policy types.  If early adopters are identified by

using the statistical analysis discussed earlier,  we  can  use  them  as the "target

population" for federally-sponsored technology transfer programs.      This   way,

these early adopters will become a part of the sites in the dynamic diffusion

model.

The resulting approach is then an integrated diffusion model which will

allow for the following sequence of events:

1.  Implement the most appropriate policy options to facilitate the develop-

ment of technologically reliable and economically feasible technologies.

2.  Use the statistical analysis to determine early adopters.

3.  Transfer the technologies to the early adopters.

4.  Stimulate more adoptions by implementing appropriate policies.

5.  Use the dynamic diffusion model to assess the performance of the

policies, i.e., their effects on adoption rates.

These topics will be discussed in the following chapters.
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CHAPTER 3:  Current Adoption Rates

of Energy Conservation Measures

A.  Introduction

Energy conservation measures are generally classified into two groups:

minor equipment modification (or good housekeeping) and major process change

measures.  The first approach involves simple, low cost conservation methods such

as setting back thermostats, plugging leaks to prevent heat loss, installing

timers on light switches in little used areas, repairing insulation on condensate

lines, and so on.  The second approach usually requires capital investment in

energy-efficient technologies, which range from simple heat exchangers to more

sophisticated technologies for changing industrial processing methods.  Since

an industrial complex requires energy for space heating and cooling and for

industrial production/processing, both kinds of conservation measures have been

actively pursued.      In many cases, "space heating and cooling" and "industrial

processing" are treated as an integrated system, where industrial waste energy

is recovered for space heating, and at the same time energy allocated for space

heating or cooling is used for processing.  This concept has been termed a total

energy system.

Since the 1973 Arab oil embargo, awareness of energy shortage problems

has been increasing.  Methods of reducing energy consumption have been studied

and proposed by many federal agencies and private corporations.  For instance,

from the earlier literature, we have the National Bureau of Standards' Handbook

(EPIC) 115 (1974) for industrial energy conservation purposes, and the Federal

Energy Administration/Dubin-Mindell-Bloome's handbooks for energy conservation

opportunities in buildings (1975).  More recently, the General Electric Corpor-

ation issued a handbook containing 101 ideas for energy conservation practices

(GE:  Industrial Energy Conservation:  101 Ideas at Work?).
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Additionally, at local community levels, we have witnessed energy conservation

groups being organized by local industries, merchants, utility companies and/or

environmentalists, holding monthly meetings to promote conservation practices

and  giving out awards  for "big" energy savers.

For industrial firms, reduction in energy consumption is a "must," for

their own survival  more  than "for ethical and patriotic" reasons.     This  is

because (1) fuel prices have been rising steadily; (2) mandated allocations

have been instituted by utility companies in conjunction with some state public

service commissions; and (3) natural gas supplies have been cut off intermit-

tently.  Thus, to keep plants open, which is the ultimate goal of industry under

current energy shortages according to our survey, firm officials must determine

out ways to keep energy supplies from being cut off.  Making an effort to con-

serve energy is only one of many measures firms have taken to achieve their

goals.  Other strategies usually involve switching fuels or developing a dual

fuel capability.  Using oil plus natural gas, converting to coal, using a mix-

ture of oil and coal systems, and changing to hydroelectric p
ower by building a

new plant near the energy source are examples.  The extreme case is to move the

plant  from  the  "snow  belt"  to  the  "sun  belt.
"

Although  many such alternatives

exist, energy consumption by means of conserv ation techniques is certainly  one

of the best approaches for the obvious reason that saving fuel costs and re-

cycling waste energy produces efficiency and thus profit.  We will present our

research findings regarding the current status of conservation efforts pursued

by the sampled industrial firrns  in  the next sections.

B.  The Adoption of Short-Term Energy Conservation Measures

In terms of short-term energy conservation procedures, the National Bureau

of Standards' Handbook 115 is very comprehensive as judged by the industrial



-55-

firms questioned in our pre-test period.  Thus we have used it to formulate

our measure of the current adoption rate of short-term conservation measures.

We originally selected 150 items from the Handbook for our survey, but we found

many of the items were not applicable.  Therefore we finally used an edited

version composed of 63 items for the analysis.  These are listed in Appendix

2.

The energy conservation opportunities are grouped into 7 areas as follows:

A.  Buildings and grounds:  22 items

B.  Electrical power :   5 items

C.  Steam :  19 items

D.  Heat recovery :   8 items

E. Combustion :   2 items

F. Scheduling :   3 items

G.  Process changes :   4 items

Since it usually took 40 minutes or more to respond to this whole list of

items, not all firms would consent to participate in the full questionnaire.

Thus we have only 16 complete sets of the data:  10 from Binghamton firms and

6 from Allentown.  Table 3-1 shows the adoption pattern by region with four

measures used to assess the adoption rates:

Measure 1:  Recent adoption rate -- number of items adopted plus

adoptions in progress divided by applicable number of possible

ttems as indicated by the firm

Measure  2: Old adoption  rate  -  number  of  iteme  considered  as  standard

operational procedures divided by the (same) applicable number

of possible items as indicated by the firm
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TABLE 3-1: Adoption Rates of the Short-Term Measures

Firms Adoption Rates

Measure 1 Measure 2 Measure 3 Measure 4

(Recent) (Old) (Total) ("Actual")

Binghamton

1 0.77 0.22 0.99 0.29

2 0.74 0.00 0.74 0.32

3 0.48 0.46 0.94 0.84

4 0.80 0.01 0.81 0.74

5 0.72 0.00 0.72 0.46

6 0.77 0.02 0.79 0.56

7 0.76 0.00 0.76 0.38

8 0.90 0.05 0.95 0.61

9 0.55 0.00 0.55 0.38

10 0.04 0.63 0.67 0.24

MEAN 0.66 0.14 0.80 0.48

Allentown

1 0.80 0.07 0.87 0.77

2 0.52 0.08 0.60 0.56

3 0.59 0.32 0.91 0.54

4 0.65 0.17 0.82 0.20

5 0.45 0.33 0.78 0.61

6 0.37 0.43 0.80 0.72

MEAN 0.56 0.23 0.80 0.56
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Measure 3:  Total adoption rate -- sum of (a) and (b)

Measure 4: "Actual" adoption  rate -- total adoptions divided  by  the

number of items (63) being surveyed.

From the summary statistics of Table 3-1 it can be seen that using the

number of applicable procedures as the base, the total adoption rate (measure 3)

is 0.80 for both Binghamton and Allentown.  As for the recent adoption rate

(post-19737, Binghamton is slightly ahead of Allentown, while the pattern is

reversed for the old adoption rate.  In terms of the 63 surveyed items, the

average "actual" adoption rate, measure 4, is 0.48 for Binghamton and 0.56

for Allentown.

It can be concluded that these industrial firms have made progress in

reducing energy consumption using available short-term measures. This was also

reflected in their deep concern about fuel costs and mandated energy cutbacks.

The use of an "energy officer" or an "energy committee" approach, which is almost a

universal phenomenon,seems quite effective here.  Another approach which proved

to be effective for some firms was to keep the energy bill constant, regardless

of increases in utility or fuel prices.  These firms set an energy conservation

target for themselves: attempting to offset the rise in fuel costs with savings

in energy consumption, through conservation measures.  Other firms have tried

to use the same amount of energy consumed in a past period to manufacture more

products  in  the next period. These last approaches are considered "visible

goals"   for  the firm, specifically the energy officer to achieve. Moreover,   the

firms consider achieving the goals a measure   o f "success. "
Indeed, savings   in

terms of BTU's was too abstract a measurement for many workers and even some

officers to understand.
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While this sort of goal setting works well for implementing the minor

conservation measure, it may not be effective for inst
ituting major measures, the

adoption of energy-efficient and process change technologies.
  The background

material and the adoption rates relevant to these major measu
res will he discussed

in the next section.

C.  The Adoption of Energy-Efficient Technologies

1.  Energy conservation opportunities

In Chapter 1 we mentioned that this study intends to investigate the

adoption rates of energy-efficient technotogies that can be used by industry

in general (rather than industry-type specific devices of systems).  Accordingly,

the selection of technologies for this survey had also to be based on this

criterion.  A discussion of the general energy flow system at a generalized

plant will thus be helpful for understanding the role of the 10 specific tech-

nologies surveyed (Table 2-4).

In a very broad sense, energies used in an industrial plant serve two·

functions: (1) space lighting, heating and cooling, and (2) production of

industrial goods.  While the first is more or less universal, the second varies

from one type of industry to another in terms of specific processing methods.

Typically, processing energies are derived from boilers and/or furnaces directly

or indirectly, although in some cases electricity is used directly.  However,

in the course of this energy transformation, a certain amount of energy is lost,

meaning not used for the intended purposes.  For instance there is heat loss

from boilers and furnaces, waste steam, etc.

A schematic diagram of an energy flow model applicable to industrial firms

is given in Figure 3-1.  The numbered items in this figure are described on the



-59-

page which follows the diagram.  With the description of each item is a rough

estimate of the amount of energy involved for all manufacturing industries

(SIC 20 through 39) in the United States for 1977 (DOE, CONS/2862-1 by Drexel

University, 1976).
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Figure 3-1

INDUSTRIAL ENERGY FLOW*

(1) Purchased Electricity
>

(6)
Boiler Losses              /4                                                          >
and Exhaust

1(10)
Condenser Cooling

Water

( 8 ) Mechanical   ( 2 ) Fossil
)                 and On-Site Electricity

Fuel Boiler

(9)   Thermal
' ProcessSteam and

Hot Water

> (11)
Steam Condensate

(not returned)

(7) A
Furnace Losses

and Exhaust

r\V > (12)
( 3 ) Fossil  Process/Product

Direct Heat.

Thermal Losses
Fuel

Process              S'               > ( 13 )
Process Water

(Contaminated

(5) |

Electric Input
to Furnace

( 4 ) Feedstocks

*Source:  Industrial Application Study, Vol. 1 (DOE, CONS/2862-1, Drexel University, 1976),

p. 73
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Figure 3-1, Cont.

SIC 20-39
12   -

ITEM DESCRIPTION BTU x 10

1             Electric energy purchased for space heating, 2074

process heat, mechanical drives, refrigeration,

cooling, lighting, etc.

2             Fossil energy used for engines and steam 4560

generation

3             Fossil energy used for direct heat thermal 5956

processes and space heating

4             Chemical feedstocks 1200

5             Electric energy for proeess heat and space 315

heating.  Includes both purchased and on-site

generated electricity

6             Stack and radiation losses from boilers 1177

7             Stack and radiation losses from furnaces 2528

8             Mechanical and electrical energy produced by 528

turbine drives and engines

9             Steam and hot water used for thermal processes 2314

and space heating. Includes turbine steam which
was initially used to produce mechanical and

electrical energy in item 8.  Does not include

condenser cooling water or non-returned condensate
from 8.

10             Condenser cooling water from turbine drives and 1100

cooling and refrigeration systems

11             Non-returned steam condensate from thermal 156

processes, space heating, and turbine drives

12             Product/process losses from thermal processes 4016

13             Contaminated process water from thermal processes 1683

27607
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From the preceding model it is evident that industrial energy losses come

from these areas:  condenser cooling water, contaminated process water, process/

product losses, condensate, boiler exhaust, and furnace exhaust.  For some of

the specific components the over-size amount of loss has been estimated as

follows:  process/product losses, 38 percent of energy input; for furnace ex-

haust, 25 percent; boiler exhaust, 9 percent; and condensate, 2 percent.  How-

ever, these averages conceal a great deal of variability since the distribution

of loss is highly dependent on the particular industry, at the four-digit SIC

level.

Table 3-2 gives a more detailed description of the generalized sources of

the waste streams.  These may conveniently be grouped into two major areas of

opportunities for energy conservation: (1) improving processing technologies,

that is, item 2 in Table 3-2, and (2) recovery of waste energy and preventing

excessive losses (the rest).  Since the first area is specific to industry type,

our surveyed technologies belong to the second.

TaBle 3-3 relates our surveyed technologies to the waste streams cate-

gories given in Table 3-2.  The list of surveyed technologies was meant to cover

essentially the whole range of waste energy recovery opportunities.  This was

confirmed in our field interviews.
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TABLE 3-2: The Waste Streams*

1.  Condenser Cooling Water

(a)  Refrigeration
(b) Electric generation
(c)  Converters

/

2.  Process/Production

(a)  Process water (contaminated in contact with product)

(b)  Process cooling

(c)  Forced air

(d)  Natural conversion
(e)  Product carry from process to process

(f) Radiative from process equipment

3.  Steam Condensate

(a)  Returned

(b)  Not returned

4.  Boiler Operations
(a)  Radiative

(b) Stack

(c)  Additional losses (improper operations & maintenance)
.'

5.  Furnace Operations

(a) Radiative

(b) Stack

(c)  Additional loss (improper operation & maintenance)

*  Industrial Applications Study:  Vol. 1  (DOC/Drexel University, 1973), p. -
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TABLE 3-3:  The Surveyed Technologies List in Relation to

the Waste Streams

Surveyed Technologies Related Waste Streams

1.  Waste heat recovery devices from hoods Boiler/furnace

or heat producing equipment exhausts

2.  Device or equipment to preheat combustion air Boiler/furnace system

3.  Heat recovery devices from compressor or others  Cooling system

4.  Load levelers Electrical system

5.  Device for raising suction temperature Refrigeration system

for refrigeration units

6.  Use of steam condensate Steam condensate

7.  Variable speed pumping Electrical/mechanical system

8.  Recuperator or regenerator Furnace exhaust

9.  Heat pump Cooling water/condensate/process
water

10.  Heat exchanger Boiler exhaust/furnace exhaust/

cooling water/condensate/process
water

11. Other Category for process/product
technology changes



-65-

2.  The adoption rates

In Chapter 2 we mentioned that the measurements we use for the technology

adoption rates are (1) post-1973 adoption rate and (2) the total adoption rate.

They are computed as the number of technologies adopted divided by the number

of applicable technologies.

Using the regional breakdown, Table 3-4 presents both the recent and total

adoption rates for each firm.



-66-

..

TABLE  3-4: The Technologies Adoption  Rate

Firm BINGHAMTON, N.Y. ALLENTOWN, Pa.

Measure 1 Measure 2 Measure 1 Measure 2

(Post-1973) (Total) (Post-1973) (Total)

1           0                 0 0.33 0.67

2 1.00 1.00 0.42 0.71

3 0.60 0.60                0               0.71

4           0               0.14                0                 0

5 0.57 0.57                0                 0

6           0                 0 0.50 0.50

7 0.20 0.60 0.50 0.50

8 0.42 0.42                0               0.57

9 0.74 0.75                0               0.44

10 0.14 0.14                0               0.83

11 0.75 0.75 0.17 0.33

12 0.13 0.13                0               0.43

13 0.28 0.28                0                 0

14 0.41 0.41 0.80 0.80

15           0                 0                 0               0.43

16 0.16 0.16 0.11 0.22

MEAN 0.34 0.40 0.17 0.44



TABLE 3-5:  Frequency Analysis of the Energy-Efficient Technology Adoption Rates

Number and Percentage Distribution of Firms by Region

Binghamton, N.Y. Allentown, Pa.

Measure 1 (Post 1973) Measure 2 (Total) Measure 1 (Post 1973) Measure 2 (Total)
Number Percent Number Percent Number Percent Number Percent

1.  Very low rate          8        50.00            7        43.75       11        68.75          4       25.00
(0.00-0.24)

2.  Low rate               3        18.75            3        18.75        2        12.50          4       25.00
(0.25-0.49)

6
3.      Medium   rate                                  2                       12.50                                  3                      18.75                       2                       12.50                            6                    37.50              1

.J

(0.50-0.74)

4.  High rate              3        18.75            3        18.75        1         6.25          2       12.50

(0.75-1.00)

TOTAL                 16       100.00           16   ·   100.00       16       100.00         16      100.00
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The data in Table 3-4 can be summarized further by frequency distributions

in four categories (Table 3-5) which we have labelled:

1.  Very low rate :  0.00 - 0.24

2.  Low rate :  0.25 - 0.49

3.  Medium rate : 0.50 - 0.74

4.  High rate :  0.75 - 1.00

It can be seen that the adoption of energy-saving technologies by

the Binghamton firms is a recent phenomenon since there is little difference

between the distribution of the post-1972 and the total adoption rates.  The

pattern is different for the Allentown firms where most of the adoptions occurred

prior to 1972.  For an additional regional comparison, slightly more Allentown

firms belong to the (sum of the) medium and high adoption rate categories,

although the average total adoption rate for each region is about 0.40 (Table 3-4).

D.  Adoption Rates for Individual Technologies

In section C, we discussed the adoption rates for the 10 surveye
d tech-

nologies as a group.  We can show some differences in reactions
 to the tech-

nologies by examining the rate of adoption of each individual technology.

To do this, a new adoption rate is defined as the number of firm
s which

adopted and are in the process of adopting the specific technology, divided

by the number of the potential adopters ; the denominator excludes firms which

indicated that the technology is not applicable.  Thus; the 32 surveyed firms

are classified into three groups for each of the ten energy-saving technologies:

(1)  Adopters

 
potential adopters

(2)  Not adopters

(3)  Not applicable



TABLE 3-6:  Adoption Pattern of the Ten Surveyed Technologies

A B C D E F

Applica- Adoption Adoption

Not Not bility Rate Rate

Technologies Adopters  Adopters Applicable ranking (percent)  Ranking

1.  Waste heat recovery                12        13         7        1       48          2

2.  Preheater                           9        13        10        2       41          4

3.  Heat recovery from compressor       4        11        17        6       27          6

4.  Load leveler                        8        13        11        3       38          5

5.  Raising suction temperature         1         7        24        7       13          8

6.  Use of steam condensates            7         9        16  
      5       44          3'

7.  Variable speed pumping              4        13        15        4       24          7

8.  Recuperator                          8         8        16        5       50          1

9.  Heat pump 3        21         7        1       13          8

10.  Heat exchanger                     12        13         7        1       48          2
-                                                                                                -                                                                                                                                                                                                                                                                                                                                -

Total or Average                       68       121                          36
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Table 3-6 shows the frequency distributions of these three groups, the

adoption rates, and the ranking of the technologies by adoption rates.

In terms of the adoption rate ranking (column F of Table 3-6), the following

technologies reached the rate of 40 percent or more:

Recuperators (50%)

Heat exchangers (48%)

Waste heat recovery devices (48%)

Use, of steam condensates (44%)

Preheating combustion air (41%)

From the frequency  data  of "not applicable, "  we   can  also  make some assess-

ment of how widespread is the applicability of these technologies.  From Column

D, we can conclude that the five most widely applicable technologies of those

surveyed as follows:
Ranking in Applicability to Industry

Heat exchangers (#1)

Waste heat recovery devices (#1)

Heat pump (#1)

Preheat combustion air (#2)

Load leveler (#3)

By comparing these two lists (adoption rates and applicability ranking),

we can predict that load levelers and heat pumps will become more and more popu-

lar.  In particular we expect a rapid rate of adoption of load levelers because

they can really lower the cost of electricity since the price of electricity

is closely related to the peak load, not the average.

Since heat exchangers are one of the most widely adopted technologies, they

will be discussed further in the next section.
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E.  The Adoption of Heat Exchangers and Recuperators

In our interviews, we discovered .that some highly energy-intensive firms

have adopted heat exchangers recently in order to increase the efficiency with

which they use energy.  This is particularly true for firms who must use natural gas

in their production processes, and whbse supplies have been subject to limited

allocations since 1973. The idea is to maximize the use of this scarce fuel in

the industrial processes and to use waste energy from these processes for space

heating and other non-product-processing needs. This helps the firm ensure full

utilization of its capacity.  The use of consulting engineers to implement this

sort of system is a common phenomenon.

A heat exchanger is a device or a system employed to transfer heat from one

energy source to another place'for another function.  A variety of types is

available commercially:  shell and tube, stationary and rotary matrix, plate fin,

heat pipe, and intermediate fluid (DOE:  CONS/2862-1, 1976).  The most common one

is the shell and tube, applicable to gas-gas, gas-liquid, and liquid-liquid heat

transfers at an effective rate of about 85 percent.  A comprehensive discussion

of other types can be obtained from the above-quoted DOE document.

One of the most frequently mentioned barriers to the adoption of energy-

saving technologies ih the long payback periods required for some of these invest-

ments.  The firms we interviewed generally expect a payback period of three years

or less for their normal equipment, while some energy-saving equipment does not

generate enough saving to cover its costs in such a short time.  The estimated

payback periods for a number of heat exchanger technologies are given in Table

3-7 , as presented in a DOE study (CONS/2862-1) . Although for some industries

and some types of heat exchangers the payback periods are less than three years,

others--especially among the liquid/gas exchangers--take from 10 to 20 years or

more to recover their costs at the installation and fuel costs used in the table.



TABLE 3-7:  Payback Period For Heat Exchanger Technologies

(Average Fuel Costs:  $2/106 BTU)

Industry Cooling Water Process Water Condensate Boiler Exhause
,
Furnace Exhaust

SIC Code Liq/Liq Liq/Gas Liq/Liq Liq/Gas Liq/Liq Liq/Gas  Gas/Liq Gas/Gas Gas/Boiling Gas/Liq  Gas/Gas  Gas/Boiling

20        A      D        A      C        A      D         B       B         B         A        B        A

21        A     D       B      D       A     D        B       B         B         B        B        A
22        A      D        B      D        B      D         B       B         B         B        B        B
23       B     D      'B     D       B     D        B      D        A        D       D       D
24        B      D        B      D        B      D         B       C         B         B        B        B
25        B      D        B      D        B      D         B       C         B         *        *        *

26        A      C        A      B        A      C         A       A         A         A        A        A

27        B      D       B      D       B      D         B       C        B         B        D        C
28        A      C        A      B        A      B         A       A         A         A        A        A

29        A      C        A      B        A      B         A       A         A         A        A        A

30         A      D         A      C         B      D          B        C          B          B         B         A

31    A   D    B   D    B   D     B C'    B     B    B    B    Z
32        A      C        A      B        A      B         A       B         A         A        A        A

33        A      C        A      B        A      C         A       A         A         A        A        A

34             A          D             A          C        '    B          D               C            C               B'              BBB
35                 A            D                 A            D                 B             D                   B               C                   B                   B                 B                 B
36                 A            D                 A             C                 B             D                   B               C                   B                   A                 B                 A
37        A      D        A      D        B      D         B       C         B         A        B        A

38        A      D        B      D        B      D         B       C         B         B        C        B

39                 B             D                 B             C                 B             D                   B               C                   B                   B                 C                 B

Payback In Years

NOTE:  A:       3

B:  3 - 10
C: 10 - 20

D:      20

*

no significant furnace exhaust

t
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Consulting services are ordinarily required for installation of heat exchanger

units in specific plants, since plant layouts and equipment vintages differ.

Once installed, however, in our experience, firms that have adopted heat exchangers

are very satisfied with their performance and with the savings in fuel costs.

The early adopters in our sample were foundries, in the primary metals industries.

It is believed that other types of industries will pick up this approach to the

reuse of existing energy sources rather quickly. It should be noted that these

technologies are applicable to all industries.

Recuperators or regenerators are generally associated with the steel industry

for recovering waste heat from blast furnaces.  They are a standard practice with

large furnaces historically, but they have been installed less frequently for

small furnaces. For instance, it has been documented that until 1973 there were

virtually no recuperators on radiant tube furnaces (Nydick & Dunley, 1976.)  With

higher fuel costs now, it is attractive for small firms to invest in such tech-

nologies, especially in view of the fact that a rate of return of 18 percent is

easily available (Nydick & Dunley, 1976, p. 2-55).

In our field interviews, we found some small firms have either installed

recuperators or are interested in knowing more about them from engineering consul-

ting firms and/or their trade associations.

Since the payback period is a crucial variable to decision makers in the

management of energy issues, we list this information for some technologies

examined by DOE (in the CONS/2862-1 document) in Appendix 3.

A matrix of the energy recovery possibilities from the different waste energy

streams (of power, heating, and cooling systems) precedes these payback period

tables.

Appendix 4 lists the names of the industries with their.two-digit SIC codes.
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F.  Effect of Adoption Energy Conservation Measures

Though it is obvious that the net effect of the adoption of energy conservation

measures will be some reduction in industry energy consumption, it is important

to translate these savings into certain more tangible social meaning at both the

plant level. and national economic level.

At the plant level, we have been told as well as witnessed that the

adoption of energy-saving devices has allowed some plants to stay open instead of

being shut down after a substantial energy supply cut-back by the utility companies.

One firm in Binghamton, New York, was able to double its production in four

years with the same amount of energy allocation mainly through savings in both

space-heating with energy-saving devices and production with process-change

technologies.

On the national scene, the net effect is in the ratio between the increase

in GNP and the increase in the total energy use.  Historically (1950-1970), the

ratio is one to one.  However, recent data indicates that the ratio is 1:0.70 in 1976;

and 1:0.60 to 0.65 in 1977.  Again, this phenomenon can be obtained from another

indicator; in 1977, when the economy grew at the rate of five percent, industrial

use of energy increased only 1% (Time Magazine:  August 21, 1978, p. 74).
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CHAPTER 4:  The Early Adopters

4.1  Introduction

In Chapter 1, we mentioned that the population of adopters can be cate-

gorized as: (1)  the innovators, (2) the early adopters, (3) the early majority,

(4) the later majority, and (5) the laggards.  The early adopters are important

for the processes of generating more adoption because they can disseminate infor-

mation to and initiate contact with potential adopters. If adoptions spread

in this way, the process can benefit from what is often called the "bandwagon"

effect.  Such a natural stimulation of innovative effort creates virtually no

out-of-pocket costs for the diffusing party (or sender).  It is important f
or us

to identify those early adopters, since individuals or firms possessing chara
cter-

istics similar to those 6f the sampled early adopters are the logical target

population of the technology transfer effort on two grounds:  (1) they can be

expected to be more receptive to the innovations, and (2) they can be expected

to become information senders, or opinion leaders of the innovation process

without costly incentives.  Point (2) may have to be examined further
 because

these early adopters may not wish to become information senders.

To identify the characteristics of early adopters of the energy-efficient

technologies discussed earlier, a field interview survey was conducted, using

the same sample of 32 firms:  16 from the Binghamton, New York SMSA,
 and 16 from

the Allentown, Pennsylvania, SMSA.

4.2  Hypotheses on Predictors for the Early Adopters

Diffusion theorists like Rogers and Mansfield have hypothesized tha
t, in a

broad sense, predictors for the adoption of technologies includ
e three variables:

characteristics of the innovations, characteristics of the firms, and character-

istics of the decision-makers.  In more detail, these variables consis
t of several

parameters with respect to our study.  They may be expanded as follows
:
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(1) Characteristics of innovations: cost-effectiveness, ease of imple-
mentation and removal (if unworkable), and technical complexity.

(2)  Characteristics of firms: centralization, formalization, innovativeness,
technological complexity, mechanization, coordination, communication,

autonomy, size, and dispersion.

(3) Characteristics of decision-makers:  position in relation to the energy
coordinator, attitude toward energy problems, perception of cost-
effectiveness of technologies, professional affiliation and activities.

To specify these and other parameters as potential predictors for technology

adoption rates, a survey instrument was devised and an initial test made of its

applicability to this industrial energy conservation study.  This instrument was

revised twice, after five interviews.  The final format of the survey instrument

is given in Appendix 1.

From this instrument, 26 variables can be extracted for tests of the hypo-

thesis that a given factor can be used to discriminate between firms with high or

low probability of adopting the technologies.  These variables are:

(1) Regional Factor:

It is hypothesized that (or, Ho:) there is no significant difference*

in the technology adoption rate between Binghamton, New York, and

Allentown, Pennsylvania (16 firms in each group).

*Because we are dealing with a sample of firms rather than all firms, random
factors would lead to differences between the average adoption rates of our two
areas even if the average rates are the same for all firms in each of the two
places.       I f   the di fferences   in our sample averages are "large," however--for
instance, larger than would be expected to occur 5 times in 100 chances if the
averages for all firms in the two areas were really the same--we say there is a
significant difference between  the two adoption rates.    Then  the "null" hypothesis

(Ho), that there  is no difference,  will be rejected. The probability level  (5
times  in 100, chances,  1  time  in  1QO, 10 times., in '100,  or whatever) at ·which the
hypothesis is rejected can be chosen by the investigator, and is called the "level
of significance."  Since the lower the level of significance the more unlikely it is

that the sample difference occurred by chance, a lower probability here implies a

higher likelihood that the factor is a predictor within the context of a specific

experimental design. The actual probability levels are indicated in Appendix   6.

This procedure for defining significant differences follows for the rest of
this list of hypotheses.
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(2) Energy Intensity Factor:

H(:  No significant difference in adoption rates between firms with

high energy intensity and firms with low energy intensity.

(Low:  13 firms; Medium: 2; High: 17)

(3) Energy Cut-Back Factor:

Ho:  No significant difference in adoption rates between firms which

experienced energy cut-backs and firms with no cut-back.

(19 firms vs. 13)

(4) Disruption of Production Factor:

Ho:  No significant difference in adoption rates between firms

which experienced disruption of production due to supply cut-

backs by the utility companies and firms with no disruption

of production. (8 vs. 24)

(5) Firm Size Factor:

Ho:  No difference in adoption rates among firms of different sizes

(measured by the number of employees). (In five groups of firms,

from small to large: 10, 7, 3, 5, 7)

(6) Centralized Authority Factor:

Ho:  No difference in adoption rates between firms with total

autonomy  and  f irms which are dependent  on a "mother company. "

(14 vs. 18)

(7)  Degree of Automation Factor:

Ho:  No difference in adoption rates among firms with different

levels of automation in production. (In three groups, from low

to high:  12, 13, and 7)
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08)  Dependence on Natural Gas Factor:*

Ho:  No difference in adoption rates between firms dependent on natural

gas and those independent of natural gas. (8 vs. 24)

(9)  Age of Equipment Factor:·

Ho:  No difference in adoption rates among firms the bulk of whose

equipment is either new, or not-quite new, or old. (14, 7, 11,

scaled by three equipment age classes: 0-10 years, 10-20 years,

and 20 years and older)

(10) Growth State Factor:

H0:  No difference in adoption rates among firms in a steady state

and ·firms experiencing growth and rapid growth in business

operations (10, 19, 3)

(11) R&D Factor:

Ho:  No difference in adoption rates between firms with R&D effort

and those without. (14 vs. 18)

(12) Special Consideration of Payback Period Factor:

Ho:  No difference in adoption rates between firms that would give

investment in energy -ef f icient technologies special consider-

ation in  pay-back period--that is, allow a longer pay-back

period than for other types of investments--and firms giving

no special consideration. (5 vs. 27)

(13) Energy Officer Factor 1--Only Responsibility:

H      No  difference in adoption rates between firms which assign

an officer whose sole responsibility is energy matters, and firms

having energy officers with a mixture of duties. (5 vs. 27)

*Natural gas is used by industry either for boiler fuel or for direct process,
or both. "Dependence on natural gas" in this study refers to any form of use.

i.e., heating, processing, and so on.
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(14)  Energy Officer Factor 2--Chief Officer:

Ho :  No difference in adoption rates between firms whose chief officer

is the enefgy officer and those having someone else as energy

officer. (7 vs. 25)

(15)  Energy Officer Factor 3--Technology/Science Background:

Ho:  No difference in adoption rates between firms having an energy

officer with science and technology background and firms having

an energy officer with other types of background. (14 vs. 18)

(16)  Energy Officer Factor 4--Business/Finance Background:

Ho:  No difference in adoption rates between firms having an energy

officer with a business/finance background and firms having

someone else as energy officer. (8 vs. 24)

(17)  Energy Information Factor 1--Industry Association:

Ho;  No difference in adoption rates between firms which use industrial

associations as one of their energy information sources

and those that do not. (22 vs. 10)

(18)  Energy Information Factor 2--Utility Companies:

Ho:  No difference in adoption rates between firms which use.utility

companies as one of their energy information sources, and firms

which do not. (18 vs. 14)

(19)  Energy Information Factor 3--Government:

Ho:   No difference in adoption rates between 'firms which use govern-

ment as one of their information sources, and firms which do not.

( 8 vs.  24)

(20)  Energy Information Factor 4--Other Firms:

Ho:  No difference in adoption rates between firms which use other

industrial firms as one of their energy information sources and

firms which do not. (9 vs. 23)
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(21)  Energy Information Factor 5--Consulting Firms:

Ho:  No difference in adoption rate between firms which use consulting

firms as one of their energy information sources, and firms

which do not. (10 vs. 22)

(22) Energy Information Factor 6--Within the Firms:

Ho:  No difference in adoption rates between firms which use within-

firm communication as one of their energy information sources,

and firms which do not. ( 18 vs .  14)

(23) Industrial Association Factor:

Ho:  No difference in adoption rates between firms which belong to

industrial associations and firms which do not. (22 vs. 10)

(24) Energy Committee Factor:

H :  No difference in adoption rates between firms which have an energy

committee and firms which do not. (10 vs. 22)

(25)    Perception that the Government  is the Major Cause of Energy Crisis

Factor:

Ho:  No difference in adoption rates between firms which perceive

the government as the major cause of the recent energy crisis and

firms which do not. (12 vs. 20)

(26)  Degree of Communication within the Firm Factor:

Ho:  No difference in adoption rates between firms which have good

communications within the firms and those which do not. (Ranked

from satisfactory to poor in four groups:  7, 8, 4, 12)
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4.3. Tests of Hypotheses and Findings*

The statistical method used to determine the predictors is essentially

a discriminant analysis, a detailed discussion of which can be obtained from

Morrison (1976).  Since there are two dependent (adoption rate) variables as

discussed in Chapter 3, the analysis can. be either univariate or multivariate.

In this study, three analyses are performed: two univariate analyses,

taking each dependent variable separately, and one bivariate analysis using two

dependent variables in combination.  The purpose of discriminant analysis is to

determine whether a given factor can be used to separate or discriminate groups

on the basis of a given response.  Using the technology adoption rates in Table 3-4

for example, we are interested in seeing whether there is a significant difference

between the adoption rate of the Binghamton, New York firms, and that of the

Allentown, Pennsylvania firms.  If the difference is significant according to a

statistical test, we can conclude that region can be used to help predict the

probability of adoption by industrial firms. It may be that manufacturing firms

located in a region where industrial energy supply has been a problem are more

likely to adopt energy efficient technologies than firms located in regions where

energy supply has not been a problem.  With respect to commercialization of

efficient energy technologies, the policy maker can then use this finding to direct

his or her efforts to energy shortage areas, and expect to obtain a higher rate of

success than if efforts were not geographically targeted.

*This discussion assumes that the results of the present study can be generalized.

Only a larger sample, covering more regions, types, and sizes of firms would
allow for policy recommendations of this sort to be made with confidence.
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Using the 26 factors listed in the preceding section against each of the

two dependent variables (the adoption rates) discussed in Chapter 3 yields a

series of significance tests of the effects of these faetors on the adoption

rates.  The structure of the data for these tests can be represented by the

entries in Table 4-1. In this table, each Y represents an actual adoption

rate for a specific firm.  The superscript indicates which of the dependent

variables is being measured--(1) for the post-1973 rate or (2) for the total

adoption rate.  The first subscript stands for the measurement on the factor

under consideration (for instance which region, which size group, whether or

not there is an energy committee)·, while the second subscript identifies the

firm (k = 1, 2 ., 32).



TABLE 4-1: Structure of Data for the Significance Tests

Firm Factor

Factor 1 (Region) Factor 2 (Energy Intensity) Factor 26 (In-Firm Communication)

Binghamton Allentown High Low Satisfactor9 Good Poor
-

1   Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1)  Y(2)
11     11       21    21           11     11      21     21             11     11                  41    41

2          Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1) Y (2) Y(1) Y(2)
12     12       22    22           12     12      22     22 '            12     12                   42    42

JO

k   Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1) Y(2) Y(1)   Y(2)    . . . . .    Y(1)  Y(2)  y
lk     lk 2k 2k           lk     lk      2k     2k             lk     lk                   4k    4k

Mean 9(1) 9(2) 9(1) 9(2) 9(1) Y-(2) 9(1) 9(2) 9(1) 9(2) . 0  92) Yr)1 1 2 2   1 1 2 2   1 1

Note

Y's are adoption rates of the long-run technologies

Superscripts: (1) = Post-1973 rate

(2) = Total period rate

Subscripts:
First subscript indicates classification of respondent with respect to factor, e.g. for factor 1, 1 = Binghamton

region, 2 = Allentown region; for factor 26, 1 = satisfactory, 2 = good, 3 = fair, 4 = poor.

Second subscript indicates firm  (k = 1,
 2, 3, . . ., 32).



-84-

The null hypotheses to be tested for each factor are:

(1)  Ho ·  9(l) = 9 1) = . . . . =
9-fl) (i depends on the number of groups1'   1                      1

into which the factor is classified)

(2)  H02:  Y 2) = 9 2) = . . . . = Y 2)

(3)  H«3:  Y 1)  9 2)} = [ 9 1)   9 2)} = . . . . =[Y-il)   Yil)  
(Here bracket C Jrefers  to a vector, which is composed  of a numoer of ElependenB variables.)

or, there is no statistically significant difference between adoption rates

judged by (1) recent adoption rates, (2) total adoption rates, and (3) the two

adoption rates.

Appendix 2 gives the results of the statistical analysis indicating the

mean adoption rates by groups, the eigen values, and the probability values

calculated from the tests.  Here the eigen values can be interpreted as the

percentage of variation (variance) in the adoption rates that can be accounted

for by the factor.  The probability levels indicate the chance that differences

between (or among) the mean values as large as those observed would occur by

chance even if the factor classification being tested has no bearing on the

adoption rate.  For this study, we chese to reject the hypotheses of no dif-

ference--that is, we consider that the factor in question does have an effect

on the adoption rate--at a 6 percent level of significance (0.06).

Using this criterion, we have obtained eight significant factors that can

be used to explain the energy technology adoption patterns in the study area.

(See   Appendix 2. ) These eight factors, numbered   as   in the hypothesis   list   Csection 4.2

above), with the percent.of yariance each explains·in parentheses, are the following:

(1)  Regional Factor  (0.25)

(2)  Energy Intensity Factor  (0.21)

(8)      Dependence  on Natural Gas Factor      (0.12)

(10)  Growth Stage Factor  (0.40)

(12)      Consideration   for a longer Payback Period Factor      (0 · 17)
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(14)  Chief Officer as Energy Officer Factor  (0.20)

(19) Government as an Energy Information Factor (0.13)

(25)  Perceiving Government as Major cause of the Energy Crisis Factor  (0.21)

In addition, the consultant factor (21) was chosen for further consideration

because the difference in mean adoption rates between firms which do and firms

which do not use consulting firms as sources of energy information is great,

although the significant level is  only at 0.18.

To help the reader interpret these factors, Table 4-2 lists these factors

with the adoption rates, the eigen values, and the probability levels.
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TABLE 4-2:  The Significant Factors

Mean Adoption
Rates3 Test Results

1.  Regional Factor Group 1 Group 2 Group 3 Eigen value Probability levell

(recent)Measure 1 0.34 0.17 Ho 1: 0.08 0.12

(total) Measure 2 0.40 0.44 Ho 2: 0.007 0.60

Ho 3: 0.25 0.03

Energy Intensity 0.23 0.08 0.30 Ho 1:. 0.04 0.58

Factor 0.33 0.08 0.53 Ho 2: 0.21 0.05

Ho 3: 0.30 0.10

8.  Natural Gas 0.33 0.30 Ho 1: 0.01 0.57

Factor 0.28 0.27 Ho 2: 0.12 0.06

Ho 3: 0.17 0.09

10. Growth Factor 0.20 0.21 0.74 Ho 1: 0.40 0.007

0.49 0.34 0.74 Ho 2: 0.25 0.03

Ho 3: 0.40 0.01

12.  Payback Factor 0.45 0.22 Ho 1: 0.09 0.11

0.69 0.37 Ho 2: 0.17 0.03

Ho 3: 0.18 0.08

14. Chief Officer 0.43 0.20 Ho 1: 0.11 0.07

0.43 0.42 Ho 2: 0.0004 0.91

Ho 3: 0.20 0.06

19. Government 0.35 0.22 Ho 1: 0.03 0.30

Information Factor 0.60 0.36 Ho 2: 0.13 0.05

Ho 3: 0.15 0.13

25.  Perception on 0.21 0.28 Ho 1: 0.014 0.50

Government Factor 0.51 0.37 Ho 2: 0.05 0.20

Ho 3: 0.21 0.06

21. Consultant 0.36 0.21 Ho 1: 0.06 0.18

Factor2 0.53 0.36 Ho 2: 0.06 0.18

Ho 3: 0.07 0.35

1probabilities of 6 percent or less underlined; factor considered significant with

respect to that hypothesis.

2Considered for further investigation using two-way factorial design.

3Groups 1, 2, or 3 follow the research design in the hypothesis list of section 4.2.
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4.4.  Interpretation of the significant factors

While the above statistical analysis determined that nine factors out of

twenty-six can be used to explain the differentiated patterns of adoption

rates, the following process or behavior approach, using responses from the

interviews, will substantiate these analytical tesults. It should be noted

that sampled quotations were derived from transcribed conversations between

firm officials and the researchers.

1.  Regional factor.

This factor indicates that there is a significant difference between the

adoption rates in Binghamton, New York and those in Allentown, Pennsylvania.

Measure 1--recent adoptions--shows that Binghamton firms have a higher recent

adoption rate, while measure 2 indicates a reverse pattern for the total (mostly

old)   adoption  rate.     In  fact, the "significant difference" occurs  in  the  case

when both measures are combined in the analysis.  A rapid recent adoption rate

in Binghamton was induced by an acute shortage of natural gas supplies to

industrial firms. In order for production to proceed without interruption,

many firms installed waste heat recovery devices which recycle the heat pro-

duced in processing to heat the buildings.  The saved natural gas can then be

used for processing purposes.

This explanation is substantiated in the following quotation:  ". . . this

plant, up until four years ago, had created no major expansion, primarily because

they felt there  were no other means   [by  whiclu'    . . . they could expand.      And

sudden ly, looking  back at possible savings, possible changes in technology,   we

have found·out that even though we tried to get large allocations of gas, we

were not able to do so.  So it was trying to make use of what we had--with
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supplemental items, changes in technologies, changes in the speed of our process-

ing  equipment to utilize the heat better.  Those have been done, and I say,

we have doubled our total production in the four-year period."

Since sampled firms in the Allentown area belong to a more established

(older) category, most of the adoption of energy-saving technologies had occurred

prior to 1973.  Additionally, these technologies were considered part of

normal maintenance procedures, instead of special energy conservation effofts.

An adoption rate of 0.17 for recent adoption (versus 0.34 in Binghamton) can

also be explained by the energy supply factor--less of a shortage is felt by

the firms in the Allentown area.  The following quotation illustrates this

interpretation.

" . . . our energy costs were rising although they were artificially de-

pressed through governmental action....     But  at  that time [197]Il we always

took a look at any new projects, as to the utilizing of energy.  In other words,

we are energy intensive:  was there any use where we could be more energy

efficient?  So we were aware of it at that point.  However, in the market place

the economic justification of energy-saving devices was difficult to solve.

Now we were able to take advantage of some, and are enjoying the benefits

of them now.  As an example, in 1972 our management had enough foresight to

go with a marginal investment, marginal payback on waste heat incinerators. . . ."

2.  Energy intensity factor.

The explanation for this factor is more or less straightforward.  Since

the significant difference occurs for the second hypothesis (total adoption

rate), the difference in adoption rates can be attributed to "old" adoptions

by the Allentown area firms, most of which rank high in energy intensity.  It
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is also economically reasonable for firms that consume more energy to adopt

more energy-efficient technologies.

The first quotation under the regional factor section above, already indi-

cates the importance of natural gas for certain industrial processing uses.

We will cite another, from an Allentown firm, that testifies to the same effect:

"We are an intensive industry; our budget for the 1978 fiscal year . .

is  something in excess  of 16 million dollars... .Our major  fuel up there  (the

plansJ is natural  gas   .   ., . operating  on  a  20  year  firm gas contract. "

(Question:  What does that mean?)

"Which means  that we--in 1959--we signed a contract which  gave us 10,000

mcf a day of firm nautral gas, which turned out, starting in 1975, not to be

firm.  When natural gas shortages developed, because of the nature of our oper-

ation, we were damaged extensively. . . .It's a very critical situation with

US."

(Question:  Have you adopted any energy conservation programs?)

"Yes,   we  have been working on energy conservation   for  a  long   time  and,   of

course, have intensified our studies on energy conservation since the price of

energy has doubled, or tripled.  (I don't know.  Whatever you think it is.)

All of our furnaces are equipped with recuperation, recuperators; we pre-heat

,1our air, and in some cases to as much as 1000 degrees.

Another illustration, this one from a Binghamton firm, also indicates

that high energy-intensive firms tend to adopt innovations more readily than

low energy-intensive firms.

". . .It is a heat exchanger, and what we have done is, from the stack

temperature, come along and put another heat exchanger dn and reclaim some of

that heat and bring it around.  By doing this, we've increased the c
apacity,

for an hour, to 250 pounds with the same amount of fuel. . . .That'
s one area



-90-

that I think we're going to save a lot. . . .I can find out whether it's to

my advantage to run two fryers at 400 pounds an hour or one at 800 pounds per

hour . . .this type of thing.  Our utility bills to this plant alone last year

was  over one million dollars.    We  are  one  of the highest C.fuel-usin@ plants;

"they're expensive in this area.

3.  Natural gas factor.

That dependency on natural gas came:out to be a significant factor is no

surprise to us because of the recent energy crisis.  Frequently industry people

told us that the energy supply factor definitely had an impact on their decisions

for adopting energy conservation measures.  Since natural gas is purer than

other energy sources and also has a lower price per unit firms prefer it for

both processing and economic reasons.  Since a significant difference occurs

for Hypothesis 2 but not for Hypothesis 1, it can be concluded that the relation-

ship between natural gas consumption and energy conservation is also a pre-

crisis phenomenon.

4.  The growth and payback factor.

The factors of growth and willingness to consider longer payback period

can be interpreted together.  Since firms experiencing rapid growth can afford

to adopt energy efficient technologies, as well as to consider a longer payback

period for investing in energy conservation efforts, these economic factors are

helpful for predicting the probability of adoption.

The second quotation given under the regional factor already indicated

that growth and a longer payback period may be taken into account on consid-

ering   the   adop tion of energy-saving innovations.       The   firm   t hat scored   the

highest adoption rate has this to say:
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"Up  until four years  ago,  it  was slow growth, very slight growth  for  the

first fifteen years here; and then with the past five years, we've really

doubled overall capacity."

And related to payback period, the same firm said:

"I  don' t think whether payback  is   one  year  or ten years,   from the stand-

point of &hat] we really  can 't consider payback periods  when  it 's a shortage

of fuel that we cannot get otherwise. . . .I like to say we h
ave a two or three

year payback period--we used to figure seven years was good--
and most of our

equipment out here we like to look at one · (year payback] but on this (energy

efficient technologiesJ we really cannot consider a total payback period; it

is insurance money.
"

Relating to the growth factor, one firm in Binghamton said:

"I just now got the oil bills coming in. . . .This is all new to us and

we   grow   so   fast.... This has exhausted their [headquarter© management skills

because they're spreading. . . .We're back now realizing
 what energy, how much,

we can save.
"

One of the typical answers to our question on considering long
er payback

periods went like this:

(Question:  What's the normal payback period for which you'd 
be willing to invest?)

"For us here . . .a lot of factors . . .enter into it:  what our present

financial position is, cash position, and so forth.  They tell
 us that most of

them are paying off in three and four years
, which is--I don't know whether it's

true  or  not.     If   it  is,   and  we  have the money to-finance   it, well certainly,

we're  going  to  do  it  with a payoff Cperiod]  like  that. "

From the last quotation, it seems that a "cash reserve" factor might be

quite important in determining whether or not 
a firm is able to invest in energy
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efficient technologies.  Another firm said that they have been contemplating

installing a device to circulate air between the ceiling and the floor, but

due to cash problems, they were not able to invest $10,000 in this project.

5.  Chief officer factor.

Among   the four energy officer factors tested,   only the "chief officer  is

the energy officer" factor was significant. Specifically, this occurred  for

the combined hypothesis on adoptions.  This means that the decision-making

process relating to energy investment has had a significant effect on the recent

adoption rate.  Firms whose chief officer is the energy officer are more

likely to implement energy conservation programs.  Two quotations point out

the significance of this decision making process:

"Fortunately, I'm a member of the board, so it's just a little easier to

do  it' .    I'm the vice-president  of the corporation,  and a member  of the board-I

and the president of this corporation here, this division.  So I have some, a

few strong points from the standpoint that at least I'm always aware of what's

going on.  It's a little easier to present some of these things (suggestions

of different and better ways) under those conditions."

(Question: Is there a special committee or group  of people here that is in

charge of monitoring energy or take care of . . .)

From the chief officer: "Well, I've been the one who' s been going to the

meetings,   and  then  we  pass  it  on to whoever  Fit  is]    in our organization  who

would be involved in putting them into effect.  We're all aware of it.  I guess

if you had to say one person, it would be me."

6. Government factor .

Government as a significant factor affecting energy conservation efforts

occurs twice in the analysis.  On the one hand, it can be used as an information

source; on the other hand, government appears in the perception of managers as



-93-

one  cause  o f the energy crisis.     It also seems  that the "government e ffect"

concerning information is more applicable to the old adoption rates than the

new adoption pattern.  Perception of government as a cause of energy problems

was significant for the combined effect (Hypothesis 3).

According to our interviews, government information is perceived to be

favorable, while government regulations are seen as barriers to the spread of

energy-saving technologies.  Some of the quotations which follow speak for

themselves on this point.

"There has been an increase of literature coming from the federal govern-

ment, which is of some help. I've received a couple Ec)fJ booklets from- them

where  they  just  set  up case studies  of dj fferent plants:    how  to go about setting

up a management team, whatever it takes, and the detail of paperwork, things

like that; investigation of what was used previously."

"I answered a questionaire that came out about a year ago in regard to

whether we did have an energy conservation project, which I answered no, and

would be willing to work with the Egovernmen£] and they would send in literature

and such.  I received this a year ago, and I've never heard a word back from

them.  Supposedly they were·going to keep all participants that were interested

advised as to energy conservation programs, projects and such.  I don't know

whether   they ever created any, buy-that   is   the sole piece of information  that  I

received  from  them.   . . .I  think the major cause   Cof the energy crisis)   is  the

fact that the politicians, instead of looking at energy problems, are too busy

trying to get re-elected for another term.  Once they get in, and they put this

way down on the priority list, and they do not take action on it. . . ."

"I'd say it's low there too rrelating to the degree of attractiveness of

government' s tax incentivel, because  they  had  so many government regulations
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that  keep  you from using  your  time on energy Lmattersl or anything  else .   .   .   .

Anything the government does costs you probably 500 percent more than it would

cost anybody else to do it. . . .Keep the government out of it, yes; it's too

expensive."

7.   Consultant factor.

In our interviews, it seemed that the use of energy engineering consulting

services definitely had an impact on the recent adoption rate of technological

innovations.  Although it is not statistically significant for discriminating

levels of adoption rates, we believe it will become more important in the near

future.  The following quotations testify to this effect.

"A fellow from power engineering is coming in tomorrow to look over our

situation.... They   are not asking   for   Eus   to   pay foE] anything   as   far   as   to

come in and look and come up with a recommendation.  We will pay for it, of

course, if we buy what they have to offer."

"A good share of what we want to do, even myself, I know what I have to

do, where I want to go.  But to invest that much money, $20,000, for them to

tell me what's wrong and what we can do about it?  I know what's wrong and I

know basically how I'm going to go about it.  I'd just as soon take that $20,000

and put it in my first project. . . ."

"Well, . . . this article I'm referring to, it was written by a consultant

for the association.  A fellow by the name of P.F. Dixon was retained by the

National  . . .Association  to  look  into this matter liheat  exchangee  and  to make

recommendations. "

Relating to the question of whether the government or the private sector

is more appropriate for providing consulting services, the following answer

is a typical one:
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" I think that this rprivate sectorl would tend to be better.  I would say
-

the effectiveness of this would be good.  The reason I say that is there would

be a competitiveness when consultants have to come and compete as to who is

going to be Selected, because you are paying; the government isn 't.  And if

they   are not doing   the   job,    they    (have    to]    go   out    the   door:       So   I   think   that

would be better guarantee to quality in the job that's coming in."

4.5.  Further Analysis of the significant factors:  Two-way factorial design

1.  Interaction patterns among individual factors.

While the analysis presented in section 4-3 deals with the determination

of which individual factors influence adoption rates, the technique of two-way

factorial design aims to discover whether or not there are significant inter-

actions between pairs of factors.  In this analysis, the source of variation

(variance) is decomposed into three parts:  a first factor, a second factor,

and the interaction between  the  two.    Here  we  are  able  to   find  out if either

or  b oth  of the individual factors and/or their interaction are significant.

The difference between one-way and two-way analysis is that the importance of

a single factor may either be missed because it is masked by the influence of

a second factor which works in an opposite way, or it may be considered signifi-

cant only because its effect seems to be great but really is enhanced by the

(unexamined) influence of a second factor which works in the same direction.

Two-way analysis sorts out the effects of the two factors simultaneously.  More-

over, in introducing an interaction effect and testing  for  it, the joint effects

of the two variables may (or may not) be shown to have a significant influence

on the dependent variable (adoption rate), independent of either factor indi-

i

vidually.
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Although it is possible to perform pair-wise analyses on all 26 factors,

we decided to use only the 9 factors which were evaluated as significant in the

one-way design, since we believed it would be more fruitful to investigate

further these 9 factors under conditions of mutual influence (or interaction) with

each other than to select new factors.  This analysis results in 36 (or 9C2) pair-

wise comparisons and interactions.

Appendix 2 indicates the analytical results, showing the level of probability

for each of the three hypotheses: (1) new adoption rate (Innovation 1), (2) total

adoption rate (Innovation 2), and (3) the combination of new and old adoption rates

in a multi-variate analysis mode.
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The information contained in  Appendix 2 is summarized in the following

table, Table 4-3.  The latter shows how each factor relates--or is unrelated--

to the eight other factors, indicating (1) that the specific factor is not

significant in the two-way analyses with certain of the other factors, and

(2) that the specific factor is significant even when the influence of

certain other factors is removed.

2.   The key conclusions are:

1.  The regional factor is significant in influencing adoption rates

even when the contribution of four of the other factors is removed:

dependence on natural gas, growth, consideration of a longer payback period       -

for energy-saving technology, and perception of the government as a cause of

the energy crisis.  However, although region is significant when it is

treated as a single influence on adoption rates, the relationships between

region, on the one hand, and, on the other hand, energy intensity, chief

officer as the energy officer, government as a source of information, or use

of consultants, are such that the influence of "region" alone becomes

insignificant when any one of these four factors is included in a two-way

analysis with region.      It   may  be that "awareness"   of the energy problem--

because the firm has high energy intensity, because the chief officer is

concerned, or because the firm has received (or sought) information from the

government or from consultants-=differs  between regions and this is what makes

region alone seem to influence adoption rates.

2.  Growth is the other factor which is significant even when four different

influences are considered with it.  Even if the impact of dependence on natural

gas,.or payback period considerations, or use of consultants, or viewing the

government as contributing to the energy crisis is accounted for, the firm's
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TABLE 4-3:  Interdependence Patterns Among the Nine Significant Factors

(1) (2)

Not significant in Significant in

Two-way Analysis Two-way Analysis

Factor with: with:*

1. Region Energy intensity Natural gas (H03)
Chief officer Growth (H03)
Govt. information Payback (Hol, H03)
Consultants Govt. as cause (Hol, Ho3)

2.  Energy intensity Region Growth <H03)
Natural gas

Payback
Chief officer

Govt. information

Consultants (?)**
Govt. as cause

3.  Natural gas Region Growth (H03)
Energy intensity Govt. as cause (H02, H03)
Payback
Chief officer

Govt. information
Consultants

4. Growth Region Natural gas (Hol, H03)
Energy intensity Payback (Hol)
Chief officer Consultants (Hol)
Govt. information Govt. as cause (Hol, H03)

5. Payback Energy intensity Region (H 1, H02, 1103)

Natural gas Chief officer (Hol)
Growth Govt. as cause   (Hol)

Govt. information
Consultants

6.  Chief officer Region Payback 01 l)
Energy intensity Govt.  information  (Hol)
Natural gas Consultants OHol)
Growth

Govt. as cause

7.  Govt. information Energy intensity Region (H02)
Natural gas
Growth

Payback
Chief officer

Consultants

Govt. as cause
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Table 4-3 (continued)

8. Consultants Region Natural gas (H03)
Energy intensity (?)** Chief officer (Hol)
Growth

Payback
Govt. information

Govt. as cause

9.  Govt. as cause Energy intensity Region (Hol, H02)
Payback Natural gas (H02, H03)

                      Chief officer Growth (Hol, H03)
Govt. information

Consultants

*Considered significant if probability level 0.06 or less.
**Singular matrix; results unobtainable because the matrix cannot be inverted with

a normal procedure.
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growth status seems to influence its rate of adoption of energy-saving devices.

The growth factor loses its importance when it is analyzed jointly with region,

energy intensity, chief officer as energy officer, and government as information

source.  We suggested early in this study that the two regions might have

different growth characteristics, and the mutual influences might cancel each

other out.  (The interaction term is significant for H03.)

3.  Factors 5, 6, and 9 (payback period, chief officer, and government

seen as cause) are each significant in two-way analyses when three of the

other eight factors are held constant.  It might be noted that both growth and

energy intensity might be expected to be linked to the payback period, and

indeed, payback becomes non-significant when analyzed with these.  The perception

of the government as contributing to the energy crisis may be linked to the

role of the chief officer and to the firm's information sources, making factor 9

lose its impact when these factors are separated out.

4.  The four other factors--energy intensity, natural gas dependence,

government as an information source, and use of consultants--are not significant

when combined with six or seven of the remaining eight factors. Energy

intensity and dependence·on natural gas are both significant even when the

growth factor is controlled, but in general these four factors probably must

be considered in conjunction with several others.

These conclusions are summarized in Table 4-4. This table ranks the

"relative strength" of the nine factors by the number of other factors whose

influence can be removed without eliminating the significance of the ranked

factor.
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TABLE 4-4:  Relative Strength of the Factors

No. of other factors

Rank Factor that can be removed

1                 Regiob                                 4

1                 Growth·                               4

2                 Payback                                3

2                 Chief officer                         3

2                 Government as cause                   3

3                 Natural gas                           2

3                 Consultants                            2

4                 Energy intensity                       1

4                 Government information                1
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2.   The Factor Pairs: Interactions

The two-way factorial analysis was originally designed to isolate

significant factor pairs by evaluating the significance of the "interaction

effect," although  we  have  used  it to investigate interdependences among

pairs of factors in the previous section.  An interaction effect which is

significantly different from zero indicates that the particular pair of

factors reinforce each other's impacts (positively or negatively) to make the

adoption rates different from what they would be if the effects· of each

factor could be measured separately and the results added.  It can be

likened to the synergistic effects of two chemicals producing an effect in

combination which is quite unlike that of each acting separately.

From the 36 possible factor pairs we have identified seven pairs

whose interaction is significant at least at the 0.05 level (Table 4-5).

They are:

1.  Region and natural gas

2.  Region and growth

3.  Region and payback

4.  Region and government seen as energy crisis cause

5.  Natural gas and growth

6.  Natural gas and government seen as energy crisis cause

7.  Growth and government seen as energy crisis cause

In addition, the table (4-5) includes five factor pairs with interactions

significant at the 0.05 to 0.10 level:

1.  Energy intensity and chief officer as the energy officer

2.  Payback and chief officer as the energy officer

3.  Payback and government seen as energy crisis cause

4.  Growth and use of consultants

5.  Chief officer as the energy officer and use of consultants
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TABLE 4-5: Significant Interaction Effects, Factor Pairs

Factors Significant Hypotheses* Probabilities**

1.  Region & natural gas Ho3 0.05

2.  Region & growth Ho 3 0.01

3.  Region & payback Hol 0.01

Ho 3 0.06

4.  Region & govt. as cause Hol 0.04

5.  Energy intensity & chief officer             Hol                   0.08

6.  Natural gas & growth Ho3 0.04

7.  Natural gas & govt. as cause Ho2 0.05

H03                  0.08

8.  Growth & consultants Hol 0.09

9.  Growth & govt. as cause Hol 0.08

Ho3 0.0048

10.  Payback & chief officer Hol 0.10

11.  Payback & govt. as cause Hol 0.06

12.  Chief officer & consultants Hol 0.09

*Hol:  post-1973; H02: total; H03: combined adoption rate interactions equal zer.0

**Probability of (erroneously) rejecting the null hypothesis specified if it is
true. (See  Appendix 2.)
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As we did with the factor relationships in the preceding section,

we can also rank the relative importance of the individual factors in relation

to their interactions with other factors by counting the frequency of their

appearance in significantly-interacting factor pairs, as shown in Table  4-6.

Among pairs with significant interactions, the most important individual factors

are region, growth, and perception of the government as a cause of the energy

crisis.  The second most important group, in terms of frequency, includes

dependence on natural gas, chief officer as energy officer, and willingness

to consider longer payback periods for energy-saving innovations.  Although

"chief officer" appears in three pairs, all three interaction effects  are

only significant at the 0.08 to 0.10 levels.  Use of consulting firms and

energy intensity, which occur twice and once, respectively, also are

significant only at the 0.09 and 0.08 levels (in that order).
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TABLE 4-6: Frequency of Appearance of the Single Factors in the

Factor Pairs with Significant Interactions*

Rank Factor Frequency

1                        Region                              4

1                       Growth                             4

1                        Govt. as cause                     4

2                        Natural gas                         3

2                        Chief officer                       3

2                        Payback                             3

3                                                Consultants                                                  2

4                        Energy intensity                   1

24

*Significance of 0.10 or less.  (See Table 4-5.)
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4.6  Summary:  An Integrated Interpretation of the Significant Factors

The results of the analysis of the factors which influence firms'

adoption of energy-saving technologies can now be reviewed (Table 4-7).  Of the 26

initial factors tested, 9 individual factors seem to have significant impacts

on adoption rates:  region, energy intensity, dependence on natural gas, growth,

willingness to consider a longer payback period than for other investments,

chief officer as person responsible for energy policy, government as an

information source, use of consulting firms, and government perceived as

a cause of the energy crisis.  When these 9 factors are analyzed in pairs,

a few factors seem more important than the others.  Comparing Tables 4-4 and

4-6,we see that region and growth rank first in both the ability to retain

significance when other factors are removed·and in the frequency of appearance

with significant interactions.  Payback period, chief officer as energy officer,

and government as cause rank either first or second in both lists.  While

dependence on natural gas ranks second in interactions it is third in the two-

way factor analysis ranking, and consultants and energy intensity rank third or

fourth in both tables. Government as an information source is fourth in

Table  4-4  and  does not appear among the signi ficant interactions  at  all.

It seems reasonable that both region and growth would interact with

other factors--for instance, dependence on natural gas for region, and

willingness to accept longer payback periods for growth--as well as with each

other,   and  yet each ··might be strong enough an influence to stand alone  as

well.  Clearly, only further study would allow one to generalize from two

regions to regions as a whole.
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Among the hypotheses, H l, the post-1973 adoption rate differences,

appears to give significant results most often.  H 2, the total adoption

rate, appears rarely, while the combination of those two rates in the multi-

variate hypothesis, H03, is rejected--i.e., differences are significant--

almost as often as Hol.
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TABLE 4-7: Significant Individual and Two-Way Factors

Significant Factor in One-Way Analysis Significant Factors in Two-Way Analysis

1. Region 1.  Region & natural gas

2.  Energy intensity 2.  Region & growth

3.  Natural gas 3.  Region & payback

4. Growth 4.  Region & government perceived as

energy crisis cause
5.  Payback

5.  Natural gas & growth
6.  Chief officer

6.  Natural gas & government perceived
7.  Government information

7.  Growth & government perceived
8.  Consultants

 Above significant at 0.05 level 
9.  Government perceived as cause of     )

energy crisis 8.  Energy intensity & chief officer

9.  Payback & chief officer

10.  Payback & government perceived

,
11.  Growth & consultants

i

12.  Chief officer & consultants

]i       bove significant at 0.05-0.10 level
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CHAPTER 5:  Policy Options Survey and Analysis

5.1  Introduction

Whatever specifics are agreed to by Congress, the federal energy policy

now being formulated will have twin goals--to cut down United States dependence

on overseas oil and to encourage the American public to consume less of our finite

supply of domestic energy. The magnitude   of the energy problem,   thus the significance

of energy policies, can be realized from the fact that the United States is still

importing 8.6 million barrels of oil a day (April, 1978), which accounts for 47.5

percent of total domestic oil consumption.

It is a historical fact the United States is a big energy user, since it

consumes almost 30 percent of the total world's energy with less than 6 percent

of the world's population (Statistical Abstract, 1977, pp. 905, 891).  This behavior

is expected to continue for a long time as evidenced from the post-1973 international

energy consumption pattern:  total energy consumption fell much less rapidly in

the United States than in the other major industrial countries except Japan.

Correspondingly, oil imports rose more than 60 percent in the United States between

1973 and 1976, in contrast to the declines experienced by Japan (2.2 percent),

France (3.5 percent), and West Germany (3.5 percent).  (Economic Report of the

President, 1978, p. 187.)

A number of factors, including relatively low energy prices,  government

policies favoring highways over mass transit, and lack of environmental legislation,

which encouraged energy consumption, had locked the United States economy

into a capital stock tailored to low-cost oil and natural gas by the end of 1972

(72 trillion BTU were used in 1972).  (Economic Report of the President, 1978, p. 181.)
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In essence, many had found it more profitable to substitute energy for other

factors (such as labor and raw materials) to produce goods and services, without

realizing that one of these days energy supply could become a problem.

October  17,   1973  has been called "Energy Pearl Harbor  Day" by Freeman

(Freeman, Energy:  the New Era, 1974, p. 3).  With the Arab oil embargo, energy

prices skyrocketed, and energy shortages have become a continual threat to

industrial firms. Since we cannot transform the United States economic system

from one of high energy-dependence to one of less energy-dependence (comparable to

other industrial countries) overnight, energy policy-makers are charged with the

important responsibility of insuring a smooth transition: that is, securing

supplies of energy to meet a growing economy and at the same time inducing basic

changes in consumption patterns and production methods which will diminish our

energy dependence.

Energy conservation efforts by all sectors of the economy can provide time

for a healthy transformation from our high energy-dependence to a less energy-

dependent economy.  This process has begun to take place, as witnessed from the

change in the energy growth to GNP growth ratio, which fell to between 60 and 65 per-

cent last year from 70 percent in 1976.  More explicitly, GNP, after adjustment

for inflation, has grown by 11 percent since 1973, while energy consumption

increased only 3 percent, in contrast to th€ historical ratio (1956-1970) of one

to one.  (The New York Times, April 16, 1976.)
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5.2  Public Policies

To provide some background for the approach used to analyze energy

policy options, this section will discuss a general concept of public

policies.

Jones, in An Introduction to the Study of Public Policy, summarizes the

basic elements of public policy as follows:

...public problems exist in society as a result of the

perception of needs by people, some people have problems
in common, some of these organize and make demands or

demands are made by those who seek to represent people,
demands are perceived and judged by those with authority
to make decisions, decisions are made and enforced, public

problems are affected by those decisions, people react to the

decisions, some people have common reactions, demands are

made, and so forth. (p. 9)

According to this way of looking at the policy process, energy issues clearly

belong to public policies.

The United States energy policies in the past have been generally evaluated

as failures (Mancke, 1974; Kalter & Vogely, 1976; Jones, 1977; Freeman, 1974).

The national energy plan proposed by President Carter (summarized in the

Economic Report of the President, 1978, pp. 188-194) has been actively debated

in Congress for more than a year.  The goals of this plan are to solve the

short-term and long-term energy problems related to energy supplies, conservation,

and alternative energy sources.  To achieve these goals, problems have to be

specified carefully and then solutions to the problems are to be formulated.

Programs are required to carry out the identified tasks.  Finally, the

effectiveness of these programs has to be examined for designing policy

changes if necessary.  These are a series of public policy processes.  Jones

has also outlined a model for policy analysis as shown in Table 5-1.
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TABLE 5-1:  The Policy Process

Functional Categorized And as With

Activities in Government Systems Output

Perception
Definition

problems to problem problem to
Aggregation

government identification demand
Organization

Representation

Formulation

Appropriation - -   action

in program proposal to
Legitimation

government development budgeted program

Organization    
I government to program varies (service, payments,

Interpretation  k
Application  problem implementation facilities, controls, etc.)

Specification n
program to program varies (justification,

Measurement

Analysis
government evaluation recommendation, etc.)

Resolution/
 

problem resolution program solution or

Termination J or change termination change

From C. 0. Jones:  An Introduction to the Study of Public Policy, p. 12.
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Since national energy policies are still being formulated, we used

a survey research approach to obtain reactions to or feelings about certain

energy policy options which have been proposed by policy makers.  The purpose

here is to give federal policy makers some views from industry as one of the

inputs into the formulation of national energy policies.
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5.3  The Conservation Policy Options Surveyed

Based on the suggestions of federal policy makers and Congressional

staff, specifically those mentioned in Joint Hearings befote certain

Subcommittees of the Committees on Government Operations and on Science and

Astronautics of the House of Representatives (93rd Congress, First Session,

1973), we selected for analysis twelve policy options related to energy

conservation.  The strategies for encouraging conservation efforts in general

are (1) tax incentives for implementing conservation measures and energy

management programs, (2) penalties, for instance energy taxes, for excessive

energy consumption, and (3) pricing and mandated allocation methods to

discourage consumption.  The specific examples of these policy options which

were included in our survey are listed in Table 5-2.

In this survey, each of the twelve policy options was subjected to

evaluation and rating by the firm according to three points of view:

A.  Potential effectiveness of the policy for energy conservation, rated

according to these levels:  good, fair, no effect;

B.  Attractiveness to industry in general, rated according to three

levels: high, moderate, low; and

C:  Attractiveness to your firm, also rated according to three levels:

high, moderate, low.
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TABLE 5-2:  Energy Conservation Policy Options

1.  Use of recycled material:  incentive for use coupled with penalties
for use of virgin materials

2.  Deregulation of energy prices

3.  Federal tax on energy purchases based on national energy consumption
patterns

4.  Price incentives for off-peak energy use combined with penalties on
increments of energy consumed in excess of (peak) bases

5.  Federally mandated energy allocation limits based on past energy usage
per unit of output

6.  Favorable loan terms for energy conservation capital expenditures (plant

·insulation, energy-efficient equipment, etc.)

7.  Federally guaranteed loans for energy conservation capital expenditures

8.  Tax credits for energy conservation capital expenditures

9.  Government-sponsored services of consultants at no cost to industry

10.  Tax credits for cost of implementing and maintaining energy management
program

11.  Research and development of energy-efficient production technologies:
research efforts sponsored by federal government agencies

12.  Industry-based R&D efforts in energy-efficient technologies, subsidized

by federal incentives
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5.4  Policy Options Preferred by Industry

The first method of measuring the response to the surveyed energy policy

options uses a simple voting scheme.  Each firm was asked to rate each option

according to the three above-mentioned responses (effectiveness for energy

conservation, attractiveness to industry in general, attractiveness to your

firm).  In the survey, 30 firms out of 32 responded, yielding the response

pattern given in Table 5-3.

Using the first policy option (use of recycled material) for example,

we have the following pattern:

#1.  Use of recycled material

Response                       A    B     C       Sum-   -   -

Good, high                        11     7     6       (24)

Fair, moderate                    5     7     4       (16)

No effect, low                    9     9 17 (35)

Here, A, B, and C refer to the three effects of the policies:  effectiveness

in conservation, attractiveness to industry, and attractiveness to the

particular firm.  Using the numbers of Column A, for instance (11, 5, 9),

means 11 firms rated the policy option as very effective in energy conservation,

5 firms rated it as fair, and 9 firms thought it would have no effect whatsoever.

Since not all the firms responded to each of the questions (missing responses

should be interpreted as "no opinion"), the columns will not always add up  to

30. In this example 25 responded to A, 23 to B, 27 to C.

One measure of the preferences of the firms with respect to each option is

simply to sum the number of responses to A, B, and C for the most favorable

reaction (good, high).  Using the same example we can suggest that the sum of
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(11, 7, 6), which is 24, is an indicator measuring how effective and attractive

firms consider this policy option to be. It should be noted that the highest

possible score is 90 if all 30 firms voted (good, high) for all three effects.

A st,mmary of this indicator is given in Table 5-4, which ranks the policy options

according to the "good, high" sum (column A).

One can also use the sum of row (3) (no effect, low) to measure the perceived

preference of each policy option. Since this index is inversely related to the first

index (good, high), the lower the score the higher the rank becomes (column B,

Table 5-4).

In general, the firms prefer policy options involving  tax credits, favorable

terms for energy capital expenditures, and deregulation of energy prices, and

dislike policy options related to energy taxes and mandated energy allocations.

Policy options involving  research and development in energy efficient technologies

and incentives for energy management programs are ranked in between the two extremes--

the "carrots" and "sticks".
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TABLE 5-3:  Preference Response Pattern for Policy Options

where:

A:  Effectiveness in energy conservation
B:  Attractiveness to industry in general

C:  Attractiveness to your firm

1.  Use of recycled material

(response)     A     B     C        SUM

good, high                (1)        11     7     6         (24)

fair, moderate           (2)        5     7     4        (16)

no effect, low           (3)        9     9 17 (35)

2.  Deregulation of energy prices

(response)     A     B     C        SUM

good, high                (1)        24    16    17         (57)

fair, moderate           (2)        2     4     2        (8)

no effect, low           (3)        3     6     9        (18)

3.  Federal tax on energy

(response)     A     B     C        SUM

 ood, high                (1)        5     4     3        (12)

fair, moderate           (2)        8     3     4        (15)

no effect, low (3) 8    15    15         (38)

4.  Incentives for off-peak use

(response)     A     B     C        SUM

good, high                (1)        11     5     6         (22)

fair, moderate           (2)        5     6     3        (14)

no effect, low           (3)       10    13    18        (41)

5.  Federally mandated energy allocation

(response)     A     B     C        SUM

good, high                (1)        9     1     3        (13)

fair, moderate            (2)         7     7     6.        (20)

no effect, low           (3)       12    20    20        (52)

6.  Favorable loan terms for capital expenditures

(response)     A    B     C        SUM

good, high                (1)       21    18    18        (57)

fair, moderate           (2)        6     6     4        (16)

no effect, low            (3)         0     2     6         (8)
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TABLE 5-3 (cont'd)

7.  Federally guaranteed loans

(response)     A     B     C        SUM
good, high (1)        14    15    15         (44)
fair, moderate (2)         6     5     4         (15)
no effect, low (3)         5     6      8         (19)

8.  Tax credits for energy capital expenditures

(response)     A     B     C        SUM
good, high (1)        21    21    22         (64)
fair, moderate (2)         6     3     2         (11)
no effect, low (3)         1     2     3         (6)

9.  Government sponsored consulting services

(response)     A     B     C        SUM
good, high                (1)       10     7 10 (27)

fair, moderate (2)         6     8     5         (19)
no effect, low (3)       13    14 14 (41)

10. Tax credits for energy management program

(response)     A     B     C        SUM
good, high (1) 13    13    12        (38)
fair, moderate (2)        10     8     7         (25)
no effect, low (3)         4     6     8         (18)

11. R&D by federal agencies

(response)     A     B     C        SUM
good, high                (1)       11     8 10 (29)

fair, moderate (2) 6 8 7 (21)
no effect, low (3)        11    12    12         (35)

12. Industry-based subsidized R&D

(response)     A     B     C        SUM

good, high                (1)       14    12    12        (38)

fair, moderate           (2)        5     7     7        (19)

no effect, low           (3)        2     2     3        (7)

f                           -
C
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TABLE 5-4:  Ranking of the Preferred Policy Options

Score
Rank A** B*** Rank

from Column A) Policy Options* (by Column B)

1             Tax credits for capital expenditure (8) (64)       6           1

2.5 Deregulation of energy prices (2) (57) 18 4.5

2.5 Favorable loan terms for capital

expenditures (6) (57)           8                  3

4             Federally guaranteed loans (7) (44)     19           6

5.5 Tax credits for energy management
program (10) (38) 18 4.5

5.5 Private R&D subsidized by government (12) (38)      7          2

7             R&D by federal agencies (11) (29)     35           7.5
i

8             Government sponsored consulting services
(9)                                          (27)     41          10.5

9         ·   Use of recycled material (1) (24)     35           7.5

10             Incentives for off-peak use (4) (22)     41         10.5

11             Federally mandated energy allocation (5) (13)     52         12

12             Federal tax on energy (3) (12)     38           9

*Number in parentheses is policy option number of Tables 5-2 and 5-3.

**Sum  of  "good, high" responses; see Table  5-3.
***Sum of "no effect, low" responses; see Table 5-3.
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5.5  Interrelationships of Policy Responses and Firm Characteristics

While section 5.4 describes the general response patterns  of the firms

regarding energy policy options, this section will discuss the differentiations

among the responses associated with different characteristics of the firms,

using statistical discriminant analysis.  The objective here is to determine

which characteristics of, or factors influencing, the firms can be used to

describe significantly different policy responses among them.  For instance,

we might determine that firms with different degrees of automation or with

different sources of energy information will respond differently to a certain

policy.

The statistical technique employed here is essentially univariate and

multivariate discriminant analysis, using the three response options--effectiveness,

attractiveness to industry in general, and attractiveness to the specific firm--

and a combination of the three as dependent variables, and the 26 characteristics

or factors as independent variables. Thus, there are 104 (26 x 4) tests for each

policy option, and 1,248 tests for all twelve policy options.  The results

are given in Appendix 7 and are summarized in Table 5-5.

From the bottom line of Table 5-5 we can see that the four most

"controversial" (most frequent significant differences among firms) policy

options are: (1) incentives for using recycled materials; (2) deregulation

of energy prices; (10) tax credits for energy management programs; and (6)

favorable loan terms for energy-saving investment.  Each has more than 12

percent of significantly different responses out of a possible 104 responses.
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TABLE 5-5:  Frequency of Significant Differences of Responses to Policy
Options by Factors Influencing Firms*

Total

Policy Option Frequency

Factor                   1   2   3   4   5   6   7   8   9   10  11  12   for factor

1. Region 000000000 0202

2.  Energy cutback           0   0   0 0 1 0 3010005
3.  Disruption of prod.      1   1   0   0   2   0 0 0 0 0004
4.  Natural gas              0   0   3   0   1   0   0   0   0    0   0   0      4

5.  Energy officer 1:
only responsibility 0 0 01010000002

6.  Energy officer 2:

chief officer            2   2 0 1 0 30000008
7.  Energy officer 3:

technology/science 02010 0 0 0 0 3006

8.  Energy officer 4:
business/finance         0   3   0   0   0   3 2 1 0 3 0 0 12

9.  Energy committee 0 2 0 0 1 0 0000205
10.  Energy intensity         2   2   0   0   0   1   0   0   0    0   0   0      5

11. Firm size                0   0   1   0   0   0   3   0   0    3   0   0      7

12. Automation 000000 0200002
13.  Age of equipment 002000 1100004
14. Centralization           2   0   0 0 00030 0005
15. Communication

within firm 0 0 10200000003
16. Information 1:

industrial assn.         1   0   0 0 0 0 0000001
17. Information 2:

utility company          0   1   0 0 0 2 0201006
18. Information 3:

government 00010 20000205
19. Information 4:

other firms 4 0 1 1 0 0 0 0 1 3 0 0 1 0
20. Information 5:

consulting firms 0 1 0 0 00010 0002
21. Information 6:

within the firm 0 0 1 0 0 0 0000326
22. Member of industrial

association 3 1 0 0 00000 3 0 0 4

23.  Payback period           0   0 1 0 0 10010003
24. Grawth state 0 0 1 0 00000 0001
25. R&D 0 0 00100011003
26. Govt. seen as cause 0 0 00100020003

Total frequency for

policy option           15  15  11 5 9 13 9 10 61492 118

Rank 1 1 4 8 6 3657269

*Factors are discussed in Chapter 2 (see Table 2-5) and policy options in section

5.3 (see Table 5-2).  Maximum possible cell frequency is 4 significant differences
(policy is expected to be effective, attractive to industry in general, attractive

to your firm, and a combination of these three).  Maximum possible row total is 48,

column total 104.  Frequency appears if difference is significant with respect to
the factor, for a given policy option, with probability of 0.10 or less.  (See

Appendix 7)
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If we compare this result with the general response pattern given

previously (section 5.4) we can see some inconsistencies between these two

patterns, as illustrated in Table 5-6.  For instance, policy options (2) and

(6), deregulation of energy prices and favorable loan terms, are tied for

second place among the most preferred policies in the earlier ranking

(column C in Table 5-6), yet they are also among the more controversial policies

as measured by the frequency of significant differences of responses by firms

with different characteristics.  On the other hand, policy option (4),

incentives for off-peak energy use, is disliked rather consistently.  'The

most preferred policy, tax credits for capital expenditures on energy-saving

equipment (policy option 8), ranks below the middle in consistency of response.

This means we cannot confidently expect to see a uniform response from

industry regarding energy policy issues,  even with respect  to  the "most popular"

policy suggestions.

This result leads us immediately to the next question:  What are the

factors that contribute to inconsistency in policy responses?  We can

obtain this information  from  the last column  o f Tabie 5-5, which gives  the

total number of significant differences in attitudes toward policy options

for each firm characteristic.  Listing the four most disagreed-on policies

extracted from Table 5-5 in Table 5-7, we see that the most important contributing

factors are:

8.  Energy officer with a business or finance background;

6.  Energy officer is also the chief officer of the firm;

19. Information 4: firm gets its energy information from other firms;

7.  Energy officer with a technology or science background; and

10.  Energy intensity of the firm.
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TABLE 5-6:  Ranking of Policy Preferences by Simple Enumeration and by

Discriminant Analysis*

A               B              C

Consistency

Inconsistency Ranking Preference

Policy Option Ranking (Reverse of A) Ranking

1.  Use of recycled materials              1              11.5              9

2.  Deregulation of energy prices          1 11.5 2.5

10. Tax credits for energy management      2              10                5.5
6.  Favorable loan terms                   3               9                2.5
3.  Federal tax on energy purchases        4               8               12

8.  Tax credits for energy capital exp.    5               7                1

5.  Federally mandated allocations         6               5               11
7.  Guaranteed loans                       6               5                4

11. Federal R&D                            6               5                7

9.  Government-sponsored consulting
services                                7               3                8

4.  Incentives for off-peak use            8               2               10

12.  Private R&D subsidized by government   9               1                5.5

*For column A, see Table 5-5;  for Column C, see Table 5-4.  Rankings have been
renumbered, from 1 through 12, with fractions as needed for ties, to make the

two sets of ranks (columns B and C) equivalent.
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Except for the last, energy intensity, these factors are clearly

"personality" related attributes. This means  that in terms  o f energy policy

issues, we should look for behavioral factors, or persons who are directly in

charge of the firm's energy management programs, instead of non-behavioral

factors such as degree of automation and centralization.  In addition, if we

examine further the information in Table 5-5, we can also conclude that the

firm-size factor and other information factors are also important. This

further confirms the significance of the behavioral aspects of responses to

policy issues.  In general, the analysis indicates that firms with energy

officers having different backgrounds, and receiving energy information from

different sources tend to respond differently regarding energy policies.

Additionally, firms with different energy intensity levels, sizes, and

organization (centralization; energy committee), may also respond differently.

This is a significant finding in the sense that it can provide government

officials and policy makers guidance for obtaining support from certain

industrial sectors regarding energy policy legislation.
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TABLE 5-7:  Factors Influencing the Four Most Controversial Policies*

Policy Option Total

1          2          10           6        frequency

Recycling  Deregulate  Credits for Favorable for

Factor incentives prices energy mgt. loan terms factor

1.  Region                                  0          0            0           0         0
2.  Energy cutback                         0          0            0           0         0

3.  Disruption of production               1          1            0           0         2
4.  Natural gas dependence                 0          0            0           0         0

5.  Energy officer 1:
only responsibility                    0          0            0           1         1

6.  Energy officer 2:
chief officer                          2          2            0           3         7

7.  Energy officer 3:

technology/science                     0          2            3           0         5

8.  Energy officer 4:
business/finance                       0          3            3           3         9

9.  Energy committee                       0          2            0           0         2

10.  Energy intensity                       2          2            0           1         5

11. Firm size                               0          0            3           0         3
12. Automation                             0          0            0           0         0
13.  Age of equipment                       0          0            0           0         0

14. Centralization                         2          0            0           0         2

15. Communication within firm              0          0            0           0         0
16. Information 1: industrial

association                            1          0            0           0         1
17. Information 2: utility company        0          1            1           2         4
18. Information 3: government             0          0            0           2         2

19. Information 4: other firms            4          0            3           0         7
20. Information 5: consulting firms       0          1            0           0         1
21. Information 6: within the firm        0          0             0            0         0
22. Member of an industrial

association                             3          1            0           0         4
23.  Payback period                         0          0            0           1         1

24. Growth state                            0          0            0           0         0
25. R&D                                                                       0                    0                       1                      0                  1

26. Govt. seen as cause                    0          0            0           0         0

Total                        15         15           14          13        57

*Derived from Table 5-5.
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In trying to discover the direction of relationships between attitudes

toward the policy options and the characteristics of the firms, several

hypotheses can be suggested.  For instance, firms with energy officers who

have technology or science backgrounds might be expected to find incentives

for recycling attractive, while firms whose energy officers have backgrounds

in business or finance might be more inclined to like favorable loan terms

for energy-saving investments.  Firms high in energy intensity might be

expected to think deregulation of energy prices would be effective, but

unattractive to the firm.

Looking at the four policy options which seemed most controversial (as

indicated by the number of significant differences with respect to firm

characteristics, Table 5-4), the predicted directions for relationships between

attitudes toward these policies and the five factors singled out above (Table 5-7)

appear in Table 5-8, along  with the actual findings.   -  For the first policy

option--incentives for using recycled materials--for example, it seems

reasonable to expect energy-intensive firms will find such a policy attractive

and might consider that the policy would be effective as well.  The relationship,

however, is negative for effectiveness and attractiveness to industry in

general, and not significant in terms of attractiveness to the specific firm.

Perhaps energy-intensive industries are aware of complications in using

recycled materials (and/or afraid of penalties for using virgin materials)

that dampen their enthusiasm about such a policy.

While it is not clear a priori how the factor "energy officer is the

firm' s chief officer" (factor 6) would affect attitudes toward recycling

incentives, we hypothesized that firms with this characteristic might tend

to think that recycling would be attractive to industry in general, although
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TABLE 5-8:  Relationships Between Significant Factors and Policy Option
Attitudes: Predicted and Found*

Policy Would be:
Attractive:

Effective To industry To your
in general own firm

Policy Option and Factor Predicted Found Predicted Found Predicted Found

1.  Recycling incentives
Factor:

6. Chief officer                ?        n.s.         +                    ?

7. Technology/science           +        n.s.         +         n.s.       ?         n.s.
8. Business/finance             ?        n.s.         +         n.s.       +         n.s.
10. Energy intensity             +                     +                    +         n.s.

19. Information: other firms    +                    ?                    ?

2.  Deregulating prices
Factor:

6. Chief officer                + n.s. +      -+
7. Technology/science           ? n.s. n.s.       ?         +

8. Business/finance            + + n.s.                 +

10. Energy intensity             +        n.s.         -         +          -         +
19. Information: other firms + n.s.         ?         n.s.       ?         n.s.

6.  Favorable loan terms

Factor:

6. Chief officer                ?        +            +         +          ?         +

7. Technology/science           ?        n.s.         +         n.s.       ?         n.s.
8. Business/finance            +       n.s.         +        +         ?         +

10. Energy intensity             +        n.s.         +         n.s.       +         +
19. Information: other firms ? n.s.         +         n.s.       ?         n.s.

10. Tax credits for energy

management program
Factor:

6. Chief officer                +        n.s.         +         n.s.       +         n.s.

7. Technology/science           ?        +            +         +          +         +
8. Business/finance             +        n.s.         +         +          +         +

10. Energy intensity             +        n.s.         +         n. s.       +         n.s.
19. Information: other firms ? n.s.         +                    ?

*Significant factors are drawn from Table 5-4 and the four most controversial policies
are from Table 5-7. Direction of relationship  is  "+"  i f firms where the energy of ficer

has the characteristic under factor (is chief officer, has a background in technology

or science, or in business or finance) or where energy intensity is high, or information

about energy is received from other firms (as opposed to is not), tend to view the
policy option favorably in terms of its effectiveness or unattractiveness.  A negative

relation "-" associates these factors with anticipated ineffectiveness or unattractiveness
of the policy.  A question mark indicates the predicted direction is uncertain; n.s.
means the factor was not significant for that aspect of the policy.
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not necessarily to their own firm.  There seems to be a negative relationship,

however, between attractiveness of this policy and the-energy officer as

chief officer attribute. The predicted direction for this policy with respect

to the factor "receives energy information from other firms" (factor 19) is also

uncertain in terms of  attractiveness, although we predicted that firms which

receive energy information from other firms would be more likely to think recycling

incentives effective than if they do not, assuming they would be made aware

of recycling possibilities that are not open to their own firm.  However,

both effectiveness and attractiveness seem to be negatively related to this

source of information, so perhaps the information received concerns problems

with using recycled materials.

Policy option 2, deregulation of energy prices, seems a little more open

to prediction.  In general, the economic impact of deregulation--higher

prices--should indicate that deregulation would be considered effective in

conserving energy, especially for firms with business-oriented energy

officers and for energy-intensive firms, but negatively associated with

attractiveness.  The findings, however, are mixed.  A large proportion of the

respondents (81 percent) think deregulation would be highly effective.  However,

although all the responses from firms where the chief officer is the energy

officer said deregulation would be very effective, three-quarters of those

with other energy officers also felt this way, and this factor (factor 6) was

not significant.  When it comes to attractiveness, all the firms with chief

officers as energy officers again thought deregulation wauld be attractive,

even for their own firms, while only about half felt this way if the energy

officer was not head of the firm.

Predictably, firms having energy officers with business/finance backgrounds

thought energy price deregulation would be effective (90 percent of them) in

contrast to just over half of those whose energy officers do not have business
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backgrounds.  However, the predicted direction for this group's attitude

toward attractiveness for their own firms was in error: deregulation was

also more attractive for firms where the energy officer has a background in

business or finance, in spite of the likelihood of higher costs. The predictions

for energy intensity and deregulation are also surprising when it comes to

attractiveness; we found a positive relationship between energy intensity

and attractiveness.  Perhaps high-intensity firms are so concerned with

assurance of energy supplies that deregulation of prices seems a lesser

evil than regulation, with its danger of cutoffs of supply.  Further

research might shed more light on this question.  Energy intensity was not

a significdnt factor in relation to beliefs about the effectiveness of

deregulation.

For policy option 6, favorable loan terms for energy-saving capital

expenditures, the expected positive relationships between "attractiveness  to

industry in general" holds for firms with chief officers as energy officer

and for firms with energy officers with business backgrounds.  Both groups of

firms find such an option attractive to their own firms as well, although we

expected that differences among firms would make the predicted relationship

uncertain. Energy intensity was not significant for effectiveness or attractiveness

to industry in general for this policy, but, as expected, energy-intensive

firms do find favorable loan terms attractive for themselves.

The last of the "controversial" policies, tax credits for energy

management programs (policy option 10), shows firms where energy officers have

backgrounds in technology or science find such a policy attractive for industry

in general and for their firms in particular, both as predicted.  Presumably

their duties as energy officers as well as their backgrounds favor energy

management programs, and their firms would be expected to find subsidies for

such programs (in the form of tax credits) attractive.  Energy officers with
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business backgrounds also respond favorably to the idea of such credits, as

expected.  Energy intensity is not a significant factor as far as this

policy is concerned, while getting energy information from other firms seems to

go with finding this policy unattractive.  Again, it is not clear why this

should be the direction of the relationship, and more probing research might

disclose an explanation which the present data do not indicate.
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Chapter 6.  Analysis and Modeling of the Effects of Energy Policies,

on the Adoption Rates of Energy-Efficient Technologies

6.1   Introduction

Although the national energy plan proposed by the Carter Administration

in 1977 addressed the immediate concerns of rapidly rising oil imports and

growing natural gas shortages, it was actually designed to achieve both the

short- and long-term goals of conserving existing energy resources and developing

alternative energy sources.  The plan relies principally on mechanisms that will

balance energy prices and the social costs of energy (Economic Report of the

President, 1978).  This concern was epitomized in the debate on the deregulation of

natural gas prices in Congress during the winter of 1977 and the spring of 1978.

The Senate and House conferees finally agreed, in May, to deregulate these prices

gradually so that newly-produced gas will be deregulated by 1985.

Economists generally believe that raising energy prices to reflect costs

closely will discourage consumption.  However, in the view of some, these prices

should grow slowly over time in order to lessen the social costs which would

accompany large, sudden increases.  Another approach to encourage conservation* without

producing significant social costs is to adopt energy conservation measures, in

particular, for manufacturing firms to use energy-efficient technologies.  The

resulting savings in energy consumption implies a reduction in product cost which

may be quite significant in terms of a firm's operation.  The overall impact thus

might   be less inflationary.       It is therefore important tO. identify and develop

policies that could have a significant impact on the adoption of energy-efficient
1

technologies.

*Conservation in this study is defined as efficient use of energy in the production

of manufacturing goods.
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In this chapter, we will analyze the potential effects of the policy options

discussed previously, and present a simulation model that could bring together

adoption rates and the behavioral pattern (over time) of a given policy option.

6.2   Overview of a Policy Impact Analysis

As mentioned earlier, many economists view pricing as a key factor in energy

consumption.  Consequently, if a policy is instituted to increase the price of

energy it is expected that energy consumption will be reduced.  This is an example

of a policy impact analysis.

In our context, effective policies are those which can induce significant

changes in adoption rates.  A policy impact model can be formulated to show changes

in adoption rates as the primary impacts, with side effects from these changes in

adoption rate as secondary impacts such as decreases  in production cost.  Since

each policy option may include several parameters or components influencing adoption

rates, a schematic representation of such a model can be illustrated as in Figure

6-1.

FIGURE 6-1:  A Policy Impact'Model

Policy Primary Impacts Secondary Impacts
Potential

P(t) = gl(t)'...,gk(t)   Adopters
in

P1(t) '...,  n(t) hl(t)'...,hq(t)
Social

   a given                       >      SystemSocial System

Feedback leading to policy changes

Here P(t) denotes adoption probabilities at time (t); gl(t)'..., gk(t) indicates that

there are k influencing factors which constitute a given policy; Pl(t)'...,Pn(t) denote

adoption probabilities of n sites at time (t); and hl(t),...,h (t) denote q secondary

impacts, such as increases in employment related to energy conservation at the n

sites, resulting from changes in the adoption rates.
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We have also included a time (t) factor in the model to show that a policy

may have to be changed or terminated after a period of time.  This time factor may

also govern the behavior of a given policy option.  For instance we may specify a

policy as: the initial rate for tax credits is 10 percent, but the rate will

decrease 1 percent every year for the next 10 years.  This is a decreasing function

that can be graphed as follows:

FIGURE 6-2:  A Possible Policy Behavior Over Time
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Tax Credit Rate                                                /

(percent) 6-
Behavior of a Policy

4-

2- 111111111
012345678910

If we relate the behavior pattern of Figure 6-2 back to Figure 6-1, the

policy impact model, we obtain a dynamic diffusion model, indicating that changes

can occur in both policy behavior and adoption rates.  For instance, we define adoption

probability as the number of firms in a given area,  such as a township, that have

adopted a specific technology divided by the total number of firms in that township.

Then P(1) denotes the adoption rate for township 1 and P(2) the adoption rate of

township 2.

Assuming that the firms in township 1 accept an incentive policy, and firms

in township 2 reject the offer from the government, after 10 years the adoption rates

in townships 1 and 2 may look like the following graph:
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FIGURE 6-3:  Dynamics of the Adoption Rate
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In Figure 6-3, the solid line indicates an increasing trend of adoption of the

specific technology, whereas the dotted line shows little change in adoption rate

over time.

In the next two sections we will first examine the static aspects of the

policy impact analysis using the survey data, and then present a computer simulation

to show the dynamics of the diffusion model in the context of policy analysis.

6.3 Relationships Between Policy Attitudes and Technology Adoption Rates

The effect of a policy is generally analyzed by observing the impact of that

policy after it is instituted.  Since the energy policy options examined in Chapter 5

are proposed rather than instituted, we have not been able to conduct an actual

policy impact analysis.  However, we are able to assess the potential effect of

these policy options by relating the attitudes of the industrial firms toward these

policy options to their technology adoption rates. In other words, these data sets

can be used to determine whether or not the firm's perception of policy options has

any effect on the firm's behavior regarding the adoption of new technologies.  The

investigation is carried out in the same discriminant analysis framework, using the



-136-

three adoption rates as dependent variables--recent, total, and combination, and

the twelve policy options, each with three responses--effectiveness, attractiveness

for industry, attractiveness to the firm--as independent variables. There are thus

36 sets of tests, listed in Appendix 8.

Each of the 36 sets includes three separate tests, one for each of the

three adoption rates. Where the tests yield significant results,  we  can  say  .that

these particular policy options might have an effect on actual adoption rates.  This

information can then be used to pursue the enactment of these policies with more

confidence that they will indeed affect the adoption of energy-efficient technologies.

These policy options may not be the most popular ones as perceived by industry,

but they may be  the most effective in spite of--or perhaps because of--that.

The tests which indicate significant differences, taken from Appendix 8, are

listed in Table 6-1.  From the list we see that high adoption rates are associated with

policy options 3, a federal tax on energy prices, 4, incentives for off-peak use,

tax credits for energy saving capital expenditures and for energy management

programs (8 and 10), and the two R&D options (11 and 12).  These can be considered

potentially effective policies if one is willing to assume that policies viewed

favorably by firms with high adoption rates are likely to provide successful

incentives for future adoptions.  All the significant results in the table refer

to responses based on attractiveness to industry in general or to the particular firm;

considerations of effectiveness of the policies are not significantly associated

with any policy option.  It may be that effectiveness in general is not closely related

to the operatian of the firm but may reflect only the personal opinion of the

! person being interviewed.
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TABLE 6-1:  Policy Options with Statistically Significant

Relationships to Adoption Rates*

Policy Option and Response Adoption Rate and Probability Level

C3: Federal tax on energy prices-- C3:

attractiveness to the firm Post-1973: 0.01

Total: 0.07

Combined: 0.05

B4&C4: Incentives for off-peak use-- B4: C4:

attractiveness to indusury in Post-1973: 0.02 Post-1973: 0.01

general; attractiveness to firm Total: 0.17 Total: 0.27

Combined: 0.06 Combined: 0.01

...

v8&C8: Tax credits for energy-saving B8: C8:

capital expenditures--attractive- Post-1973: 0.05 Post-1973: 0.04

ness to industry in general: Total: 0.04 Total: 0.08
attractiveness to firm Combined: 0.11 Combined: 0.13

B10: Tax credits for energy manage- B10:

ment programs--attractiveness Post-1973: 0.16

to industry in general Total: 0.04

Combined: 0.12

Bll&Cll: Energy-saving RLD by federal Bll: Cll:

government--attractiveness to
,
Post-1973: 0.02 Post-1973: 0.02

industry in general; attractive- Total: 0.006 Total: 0.006
ness to firm Combined: 0.02 Combined: 0.02

B12&C12: Private R&D, federally sub- B12: C12:

sidized--attractiveness to Post-1973: 0.17 Post-1973: 0.09

industry in general; attractive- Total: 0.03 Total: 0.05

ness to firm Combined: 0.11 Combined: 0.15

*Derived from Appendix 8.
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Looking at Appendix 8 again, we can also attempt to rank the policy options

in terms of their potential effects on adoption rates by examining the frequency of

significant differences and the probability levels.  Table 6-2 summarizes the

results, confirming that the policy options concerning technology development and

some of those affecting energy consumption rank highest.  The least effective ones

are those related to energy regulation or deregulation and loan guarantees.  This

finding may be surprising in the sense that some government officials might

think that a federally-mandated energy allocation policy is effective, and, on

the other side, industry aften claims that deregulation of energy prices will

definitely provide enough economic incentive for adopting more energy-efficient

technologies.  However, these views do not show up in the analysis.  This may be

because the statistical tests are based on perceptual data rather than "real" data,

since none of these policies had been. implemented yet.  Further investigation

using a large sample may be needed to clarify the questions.

Energy issues are indeed complex and controversial, as witness the debates

among members of the Senate and House of Representatives.  The complexity and

controversiality also show up in our interviews. To summarize this point, Columns

A, B, and C of Table 6-3 give the rankings of the three different aspects of each of

the policies we have investigated:  its popularity, its relationship to adoption

rates, and the consistency or inconsistency among the firms' responses to it.

These rankings, developed in Chapter 5. and Table 6-2, vary noticeably for many of the

policies, as can be seen in Table 6-3.  For example, policy 2, deregulation of

energy prices, ranks high in popularity but low in association with adoption rates

and consistency.  On the other hand, incentives for off-peak use, policy 4, are

unpopular but rank high in consistency and association with high adoption rates.
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TABLE 6-2:  Rank of Policy Options by Frequency of Significant
Associations with Technology Adoption Rates*

Frequency of

Significant tests

Rank Policy Option (out of possible 36)

1       #11 - Federal R&D                                          6

2 #4- Incentives for off-peak use 3

2       #8- Tax credits for energy-saving capital exp.            3

3 #3- Federal tax on energy prices                          2

3       #12 - Private R&D                                          2

4       #10 - Tax credits for energy mgmt. program                 1

5 #9- Government-sponsored consulting services 0 (1 at 0.10 level

6       #6- Favorable loan terms for energy capital exp. 0 (1 at 0.11 level

7       #1- Incentives for use of recycled materials 0.

7       #2- Deregulation of energy prices                         0

7       #5- Federally mandated allocation of energy              0

7 #7- Federal loan guarantees for energy capital exp.      0

Source:  Appendix 8.

*Probability of 5 percent or less.
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We can go one step further to derive a composite index, using the sum of the

three ranks, as shown in Column D.  Ranking this sum, as in Column E, we have

derived a ranking for "promising policy options. "     In some sense  that last column

is a compromise solution to the conflicting facets of reactions to the policy

options. From this limited study, then, we can conclude that the five most

promising policies are: tax credits for energy-saving capital expenditures,

private (subsidized) and federal R&D, incentives for off-peak use, and government-

sponsored consulting services.  Federally-guaranteed loans and favorable loan

terms for energy-saving capital investments follow closely.

Since the first four most "promising policies" are consistent with high rankings

of "potential effect on the adoption rate" (shown in Column B), we can conclude

that future policies for generating more use of energy-efficient technologies seem

to lie.in the areas of R&D efforts, in encouraging the installation of the developed

technologies by means of tax credit incentives, and in providing incentives for

off-peak energy use.  This finding is consistent with the field interviews.

6.4   Computer Simulation of Policy Impact Analysis

We will discuss the computerized method of policy impact analysis in two

sections:  (1) the theoretical concept and model, and (2) a simulation model.  It

should be kept in mind that the material discussed earlier, potentially effective

policy options, can be used as guidelines for the formulation of this computerized

model.

A.  The Theoretical Model

(1) Overview

Our approach to modeling the dynamics of the spatial diffusion of

adoption probabilities over time assumes that the change (through time) in the

probability of adoption at a given sita as explained earlier in Figure 6-3, is

determined by the existing probability of adoption at neighhoring sites and by certain

influencing factors (see also Figure 6-1), in effect at the site of interest.



TABLE 6-3:  Different Aspects of Policy Options--Ranks and Rank of Sum*

A            B               C             D           E
Effect on

Popularity adoption Consistency

Policy Option ranking rate ranking Ranking A+B+C Rank of Sum

#1 Use of recycled materials                      9 10.5 11.5         31           10

#2 Deregulation of energy prices 2.5 10.5 11.5 24.5          8
#3 Federal tax on energy prices                  12               4.5              8           24.5          8

#4 Incentives for off-peak use 10 2.5              2           14.5          3

115 Federally mandated allocations                11 10.5 4.5         26            9

116 Favorable loan terms for energy-

saving capital expenditure 2.5              8                 9           19.5          6

#7 Federal loan guarantees for energy-

saving capital expenditure                     4 10.5 4.5         19            5

#8 Tax credits for energy-saving (best1(mostcapital expenditures 2.5 6.5         10            1 compromise)
8 Popular)119 Government-sponsored consulting services                       7                3           18            4

#10 Tax credits for energy management                                                                                  
programs 5.5                                     6                                          10                               21.5                             7

#11 Federal R&D                                    7               1 errective) 6.5 14.5          3              '
(most

#12 Private R&D, federally subsidized 5.5 4.5 1(least con-11            2

troversial)

l

| 78    78    78   234

*Sources (Ranks changed to fractions so that column sums are equal)

Column A: Table 5-4.

Column B: Table 6-2.

Column C: Table 5-6.

Column D:  Composite index--sum of columns A, B, and C.
Column E:  Rank of composite index.
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dpi

dt- (t) =
F  ai,Pl(t) '...,pn(t), gl(t) '...,gk(t) 

Pi(0) = Pi(0), i = 1,2,...,n (1)

when:  Pl,···,Pn are the adoption probabilities at the n sites;

gl,...,gk are k influencing factors, and

a is a parameter vector characterizing the ith site.

In this context, a policy consists of the k policy instruments, i.e.,

the influencing factors gl,...,gk.  In fact Equation (1) is only a mathematical

expression of Figure 6-1.

The adoption probabilities are considered as primary impact measures

from the viewpoint of policy impact studies and optimal policy determination.  These

considerations are elaborated below.

(2) System Identification

The model given by (1) completely determines the diffusion process

-   -       -

when the function F and the n parameter vectors al' a2'...,An are specified.  With

the form of F fixed, the parameter values which yield a specific model representing

the measured diffusion process are obtained by using data consisting of the n sets of

adoption probability values   gpi (t) J     , the trajectories,   and   the k influence

functions Igj (t)1   over a given period of time. ·The values  of  the n parameter

-       -

vectors al,•••Dan are chosen to be those which best approximate  the data.· Thus

the data-based approach to identifying the specific system model is to estimate the

values of the parameters ai according to given criteria for measuring the accuracy

of the estimated values.*

*We will assume that the Pi(t) can be measured with sufficient accuracy so that
the problem of state estimation does not arise here (Graupe, Sage & Melsa).



-143-

To estimate the values of the parameters ai in the model (1), the

function F must be specified, and the trajectories corresponding to a given policy

p(t)  =  Igl(t),...,gk(t)1    must be available. (Some of the forms approximating  the

real-world situation are given in Figure 6-7,)  In addition, a specific criterion

for measuring the error in the parameter approximation must be specified.  Finally,

since the data will not be available continuously in time, sampled values of the

Pi(t) and gj(t) must be used.  Thus, the sampling period must either be chosen

where possible, or, if fixed, must be accounted for, in a manner which will maximize

the accuracy of the estimated parameter values.

Since we do not have such real-world data for performing our system

identification, we have developed a simulation to observe the behavior of the

parameters in the context of experiments.  The purpose of these experiments will be

to explore convergence behavior and the sensitivity and accuracy of parameter

estimates for assumed forms of F, size of parameter vector a. sampling frequency,1'

and trajectory length (time duration of samples).  The simulation will be performed

by integrating the system of n-coupled first order differential equations under

conditions corresponding to the assumptions.  The Runge-Katta method will be utilized

to perform the integration.

A schematic representation of the identification experiments, using

simulated data to refine, or tune, the identification methodology as described

here, is illustrated in Figure 6-4.
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FIGURE 6-4
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*PPreliminary"  as   used here, refers   to the system (1) where parameter values   are

not necessarily those ultimately determined by the identification analysis using

measured data.  When the latter are used, the corresponding computer-implemented

model is called the dynamic simulation model.



-145-

(3)  Application of the Dynamic·Model to Track the Diffusion of New

Technologies

Having "tuned" the identification methodology using simulated data

as described earlier, we can then perform the identification of the system modeled,

provided that appropriate data are available.

These measurements will include sampled values of the adoption

probabilities
 Pi (t)]  and

the influencing factors     j (t)_    .. The sampling period

and the length of the time interval will be specified on the basis of the simulation

experiments and/or a pilot study.

The parameter estimates obtained here will yield a dynamic simulation

model that can be used for the quantitative study of policy impacts.  This is a

step toward the development of a practical quantitative tool for the determination

of optimal policy, within the limitations of this model.

(4) Quantitative Policy Input Analysis

.      To perform quantitative policy impact studies, we will consider

each of the components of benefits and costs to be secondary impact measures,

i.e., effects which are results of the primary impact measures--the adoption

probabilities, Pi·  Denoting the secondary impact measures as hl, h2,...,hq (assume

there are q of them), the dependence of the secondary impact measures on the

adoption probabilities will be accounted for by the q functions hl(Pl'...'Pn)'

' ',hq(Pl'...'Pn).  Thus, with the q secondary impact functions known, a quantitative

study of the impact of policy P(t) =  g-l(t)'...,gk (t  can be obtained using the

dynamic simulation model as described next.

In this attempt, we will use the dynamic simulation model discussed

earlier to assess quantitatively the impact of assumed policies.  The quantitative

aspects of the policy impact study to be performed here will be obtained by

determining the effect of a given policy expressed through the policy instruments--
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the influence factors gl(t),...,gk(t)--on the behavior of the secondary impact

measures, hl(t),...,hq(t).  The effect of a given policy will be obtained via

the dynamic simulation model; schematically, this process was illustrated earlier,

in Figure 6-2.

The problem of optimal policy determination for a dynamic diffusion

process quantitatively modeled by the system(1), and implemented in the dynamic

simulation model, is defined as follows:  We assume an objective, or criterion

1k
function G which measures the return or cost of a policy P(t) =  g (t),...,g (t).

That is,

G [pic)1.      81 (,) .]

is maximized or minimized, depending upon its interpretation as a return or a cost.

(We assume a single decision maker context here.)  Letting F represent the set

of feasible policies, the problem can be stated as: maximize (or minimize)

G   (Pi) '  (g  ),t   over all (g-1,..., gk)  in F where (Pi) are solutions to the system (1) .

This is an optimal control problem (Tabak & Kuo) in the policy P = (gl,g2,...,gk).

Solution methods to be used will include the computational methods

of mathematical programming (Tabak & Kuo, Cannon, Cornacchio & Ittig).

As an aid for policy analysts, we will develop a prototype inter-

active computer graphics capability, designed around the dynamic simulation model

and the results of this section.  This will allow the user to explore quantitatively,

and with immediate response, the effect of various policy options, including

constraints and desired objectives.  This is presented in Appendix 2.

B.  A Simulation for the Policy Impact Analysis

(1)  Overview

This program, "ENERGY", is a policy impact simulation which is

designed to help energy policy-makers assess the impact of certain quantifiable

policies on the adoption rates of energy-efficient technologies by industrial
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firms.  Since the program is an APL language, the user can interact with the

computer in seeing the behavior of the technology adoption rates (over time)

graphically, by changing the policy options and policy patterns over time.

(2)  The Simulation

This dynamic diffusion simulation consists of one main routine

called ENERGY with three sub-routines:  INITIAL, RUNGE, and PRINT.  The sub-

routines will be automatically activated in sequence without calling statements.

The structure of the program is diagramed in the following pages (Figure 6-5).

While the first level structure indicates the main routine, the

second level structure shows the user options of the sub-routines, INITIAL and

PRINT.  The RUNGE sub-routine is the main computing program for the adoption

probabilities.

In using the program, users are first led to make a decision whether

or not to use existing coefficients of mutual influence among the industrial

firms (sites) being studied.  The coefficients will be entered as a row.whose

elements equal the number of sites.  For instance, we might have four sites, whose

coefficients are:  0,2,1,0, or

site 1 site 2 site 3 site 4

Site 1        0         2          1          0

The vector (0 2 1 0) means that the magnitude of the influence on site one, from

site one through site four are 0, 2, 1, 0, respectively.  Here "0" means "the

influence on itself is zero; "2" means the influence of site two on site one is 2

times the adoption probability of site two, etc.  These coefficients can be viewed as

the magnitude of the interaction among the sites.  They may be estimated by using

some  procedure  like a "gravity model";   that   is,

coefficient = constant (firm size) (firm9size)
(distance)Z

However, the appropriateness of this gravity model has to be tested using real-•

world data.
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FIGURE 6-5.  The Program Structure of the Dynamic Diffusion Model

A.  The First Level Structure
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INITIAL
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B.2

RUNGE

(2nd sub-routine)

Main Computing Program

l
FR ALL IF (compute the influence factors)

(sub-program) (sub-program)
(perform matrix

multiplication)
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After the user enters all the coefficients, he is to enter the type

of function and two associated parameters (a and b) for the policy options specified

in the simulator.  Three types of policy functions can be employed by the user,

for each site, as follows (Figure 6-6).

Type 1 can be interpreted   as: "the government' s inves tments in energy

incentives first increase with  time, "  (say,   for the first 5 years),

"and then decrease  with  time, "  say,   for  the  next 5 years.

Type 2 can be interpreted as: "the   incentive will decrease  with   time. "

Examples might be tax credits for home insulation, or for the

adoption of solar energy technologies.

Type 3 can be interpreted   as: "the incentive will increase  with   time,
"

for example, the budget allocation in the government's R&D effort.

The next step is to enter the initial adoption probability value

for each (sample) site.  These values should be determined by field investigation.

For instance, if one finds out that site one has adopted only one energy efficient

technology out of 10 applicable devices, the probability value is 0.1.  Other

methods can be used to determine the initial probability value.  For instance, the

investigator may, instead, use a grid system or political unit to define a study

area,and   call   it   a   "site. " The adoption probability   is then computed by dividing

the number of forms that have adopted innovations by the total number of firms in

the given area.

After this step, the RUNGE sub-program takes over the computation of

adoption probability values with the coupling coefficients estimated earlier and

influencing factors (policy options) specified.

In fact, there is a class of methods under the name Runge-Kutta

algorithms for solving either a single or a system of differential equations.*  In

*For further explanation of Runge-Kutta methods, see Burden,   et   al Numerical Analysis

(Boston:  Prindle, Weke & Schmidt, 1978).
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simple terms, the Runge-Kutta methods use a successive approximation technique

to reach the finally value (estimation), which, in our case, is adoption probability

at a given time period.  Of course, there will be a difference between the real and

estimated value, and this difference is called the error term. These various

Runge-Kutta methods are particularly developed for reducing the error term at each

step of estimation.

Let us use a simple graph to illustrate the idea of successive

approximation using Figure 6-6.

FIGURE 6-6.  Basic Model Runge-Kutta Methods

Y
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In Figure 6-6, Y(t) is the true curve, whereas, Y(W) is an estimated

"curve" (connected usually by a series of straight lines) . Then projected  from the

t-axis, we have several pairs of values corresponding to the time intervals (tl,tl,...)•

The error terms are the difference between each pair,  such as  €r   =  (Yl-Wl),
13 t2 = (Yi-W2), and so on.  Runge-Kutta methods are developed to approximate

the   curve  Y(t),   by the "curve"  Y(W),   such   that the error   term  can be minimized.
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In our study, the Runge subroutine is programmed to solve a system

of differential equation, instead of a single equation as illustrated in Figure 6-6.

However, the concept of using a successive approximation method for achieving the

final solution remains the same.

The Runge sub-program will then yield computed adoption probability

values for each site over a time period in both numerical and graphic forms under

a set of specified coupling coefficients, and a certain policy trajectory form

adopted by each site.  Figure 6-7 illustrates several possible trajectory forms.

t
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FIGURE 6-7: Types of Functions for Policy Options
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FIGURE 6-7: Continued
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6.5 Integration of Potentially Effective Policies and the Simulator

As one can notice from the simulation, the model specifies only the fun
ctional

forms of the policy instruments.  That is, they are either a decreasing f
unction,

an increasing function, or a bell-shaped function in the dimension of tim
e.  The

.

socio-economic meanings of the policy options are not defined.  Thus, to have a

substantial influence we have to select the most effective policy options first,

and then assess their impacts according to functional forms specified by
 the

analyst.  Therefore, an integrated approach, using empirical data
 as well as

simulation models, is required to achieve the maximum usage of
 this policy simulator.

Another approach to assessing the influence of given policy option
s is to

observe their impacts (from real-world data) over time, and compa
re them to

the simulated results.  The policy options that produce result
s closest to the

simulated figures should be the most effective ones, since in
effective policy

options will not create significant changes in the adoption rates  over time.
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If we bear these points in mind, it is believed that the model will help the

policy maker devise policies which will be effective in coping with the rapidly

changing energy problems which we expect to face in the next decades.
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CHAPTER 7. SUMMARY AND PERSPECTIVE

A.  The Specific Research Problems

It has been estimated that the industrial sector of the American economy

absorbs about 40 percent of all fuel and electricity (7.24 million barrels/day)

consumed in the United States.  A fairly large portion of the fuel comes from the

OPEC countries since, as a whole, the United States is importing more than

8.6 million barrels a day, which accounts for 47.5 percent of total domestic oil

consumption.  The problem of energy shortages has become more complicated because

imports of foreign oil have increased at an average rate of 15 percent a year

between 1970 and 1977, contrarily to a declining pattern of 2.2 to 3.1 percent

experienced by Japan, France, and West Germany (Economic Report of the President,

p. 187, 1978).  Yet as early as 1973 and 1974, it was estimated in separate

studies by the National Bureau of Standards and by the largest 100 firms in the

U.S. that 25-30 percent of industrial energy (1.81-2.17 million barrels/day)

could be saved by the adoption of simple conservation measures and energy-efficient

technologies by  industrial firms. The failure in the United States cannot

really be explained totally on technological and economic grounds.  That is, for

meaningful answers, we have to look at other factors such as political, institutional,·

and even human inertia.

Sinee 1974, many studies on energy conservation opportunities have been con-

ducted by the federal government and by private industrial corporations; and they

confirm again the basic findings of the 1973-75 estimate.  Moreover, the litera-

ture on energy conservation technologies is fairly complete. (Bibliography of

Relevant Literature, Industrial Application Study Volume V, Energy Conservation,

by Harry Brown, B. Hamel contract with Division of Conservation Research and

Technology, ERDA, 1976.)
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These studies tell us one basic fact: for energy conservation efforts, we

have technologically reliable and economically justifiable devices and systems

available today.  For instance, waste-heat recovery technologies with their

payback periods were well documented in a five-volume study by H. Brown and

B. Hamel (1976-77), and technologies applicable to paper and pulp industries were

also examined with cost-benefit analysis.  Yet one basic problem remains:  the

adoption of these technologies has been very slow; our industrial firms still

face continued threats of energy shortages, one winter after another.

It is therefore clear that to solve our industrial energy conservation

problem, efforts should be directed toward developing a more comprehensive

system to encourage adoption of developed and to-be-developed energy-efficient

technologies.  However, to achieve this goal  requires first, a detailed field

investigation regarding the existing conditions of firms and their attitudes

toward energy technologies, and then, careful planning of energy policies to

foster a more rapid adoption rate.

For this purpose, this study was sponsored by the Department of Energy and

carried out by Professor Shin-yi Hsu and his colleagues at the State University

of New York at Binghamton from January 1977 to May 1978, to answer the following

questions:

(1)  What is the current level of adoption of simple conservation

measures and energy-efficient technologies?

(2)  Which are the "innovative" firms or the early adopters of energy-

efficient technologies,  with what characteristics useful  for

identifying others like them?

(3)  Which energy policy options are the most preferred? What factors

contribute to significant differences in response?
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(4)  What are the most effective and workable policy options government

can use to encourage more adoptions of energy-efficient technologies?

(5)  Finally, how do we measure the effect of the policies, and design an

optimal policy?

These research questions are formulated in accord with a comprehensive,.

conceptual model of the diffusion of energy-efficient technologies, with a range

of policies serving as the facilitators for achieving a rapid and higher adoption

rate.

The random sample included 32 industrial firms, half in Binghamton, New York--

representing the Northeastern United States norm in terms of a declining trend

of industrial employment--and half in Allentown, Pennsylvania--representing the United

States norm of slightly increasing employment.  The research findings are derived

from two integrated approaches: (1)  statistical procedures to maintain objec-

tivity of the analysis, and (2)  personal interviews (with notes and tapes) to

substantiate the interpretation of the numerical facts and results.

B.  The Conceptual Framework of the Project

The process of adoption/commercialization of energy-efficient technologies

is fairly analogous to the diffusion of new ideas, culture traits, etc.  Re-

searchers in the diffusion of innovations have discovered that, in general, there

is a set of processes operating in the system which will advance adoptions

gradually through time and over space.

First of all, innovations start with origination of ideas; and let us call

this stage 1.  Following that come research, development and demonstration, or

stage 2.  Once some people are aware of the existence of the innovations, they

may start to adopt them; and they are called the early adopters (stage 3).  By

natural stimulation and further demonstration of the projects, the adopters will

increase in number through time and over space (stage 4).   If the project is

successful, the majority of potential adopters will eventually adopt these·inno-

vations.
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The rate of adoption can be influenced by public policies.  With energy-

efficient technologies, for instance, the federal government may want to insti-

tute a tax-credit program to encourage the adoption of solar technologies by

more people.

Using this conceptual framework of innovative processes, we have constructed

a model to carry out the research project. It is a sort of systems approach

indicating the "flow" of adopters under the influence of natural stimulation and of

public policies, which will in turn be influenced by the pattern of adoption.

For instance, we may want to change the original policy if the adoption rate seems

too slow for the projected goal.  Thus, for the system to perform well, there should

be a monitoring mechanism to observe the rate of adoption constantly.  This system

is essential to the management of energy information dissemination systems, consumer

responses, policy formulation, and policy changes.

C.  Research Findings

1.  The current adoption rate of both simple conservation measures and

energy efficient technologies.

The efficient use of energy can be achieved by two types of procedures:

(1) adoption of simple energy conservation practices, such as insulation, repair of

leaks, setting back thermostats, reducing lighting, sometimes called "good

housekeeping" or minor equipment modification; and (2) adoption of energy-efficient

technologies, such as heat pumps, waste heat recovery devices to eliminate waste

and increase productivity, etc., referred to as major process changes.

To determine the current adoption rate of the minor (equipment modification)

measures, we used 63 items selected from the NBS EPIC program Handbook 115.  From

our field survey data, we found that 80 to 85 percent of these items have been

adopted by the industrial firms, resulting in substantial savings in space heating

and cooling.
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With respect to the major  process changes  we selected ten,

energy-saving devices (Appendix  10) as the basis for determining adoption rates.

Any newly-adopted technologies reported by the firms but not in our list are also

incorporated in the analysis.

Since our field work revealed that the 1973 oil embargo had a significant

impact  on the adoption  rate „ we   used two measurements   for the analysis: measure-

ment 1 is the post-1973 adoption rate, and measurement 2 is the total adoption

rate--a sum of the post-1973 and pre-1973 adoptions, divided by the total applicable

technologies.

Using the Binghamton area against the Allentown area for a regional

comparison, we have the following statistics:

TABLE 7-1:  The Technology Adoption Rate Survey

Area: Binghamton Area Allentown Area

Measurement 1 (post-1973) 0.34 0.17

Measurement 2 (pre & post) 0.40 0.44

Table 7-1 shows that the industrial firms in the sample have adopted about

42% of the applicable energy-efficient technologies to cope with energy shortages.

The discrepancy in the post-1973 adoption rate between Binghamton and Allentown

will be explained in the regional factor section below.

In summary, 80-85% of the short term measures, and 42% of the long term

measures have been adopted.

-.

2.   The characteristics of the early adopters.

To reveal the characteristics Of the early adopters of the energy-efficient

technologies, we used a hypothesis-testing procedure (discriminant analysis) to

determine important factors which explain significant differences in adoption rates.
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A list of 26 possible factors was selected from the established literature and

used in six pre-test interviews (see Appendix.11).

Using Table  7-1, for instance, we tested whether the variable "region"

was significant in explaining the different adoption rates of Binghamton and

Allentown.  To test other variables, say, "energy intensity", we simply replaced

"region"   with the "energy intensity" factor,    and so forth.       With this change,

the grouping of firms with different adoption rates was determined by energy

intensity levels, instead of by the location factor.  After testing all 26

factors,   a  list of "significant factors" was obtained,   and  this  in  turn  told  us

what kinds of firms were more receptive to innovations. The results of this

analysis can be used as a guideline for determining a target industrial population

at the initial stage of the dissemination of energy-efficient technologies.

That is, with this type of analysis, we will know which firms should be approached

first.

In testing the hypothesis, Measurement 1 (post-1973) and Measurement 2

(total adoption rate) were used separately and in combination.  We obtained nine

significant factors ds follows:

1.  Regional factor

2.  Energy intensity

3.  Natural gas dependency

4.  Growth stage

5.  Consideration for a longer payback period

6.  Energy officer as the chief officer

7.  Government used as the information source       -

8.  Government perceived as the cause of the energy crisis

9.  Use of consulting service
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Let me explain these factors in detail, since the findings and their impli-

cations from the field interviews may give us  better understanding and more in-

sights into the complexity of energy issues.

Regional Factor

This actually represents a combination of many variables which worked

together and contributed to a significant difference in the adoption rates of the

Binghamton and Allentown firms. Since "the significant difference" occurred  when

Measurement 1 and Measurement 2 were combined, the explanation should be focused

on a combined effect using the post-1973 and pre-1973 adoption-rate contrast

between two regions.

From our field work we found that since 1973, because the energy shortage

produced natural gas cutbacks for industrial use in the Binghamton area, firms in

that region have adopted energy-efficient technologies to make better use of allocate

amounts. In the Allentown area, however, there were no severe shortages; moreover,

the firms there were more advanced in utilization of the surveyed technologies

before 1973 and considered them normal plant maintenance instead of as energy

conservation efforts. In other words, the impact of and response.to the recent

energy crisis and the level of sophistication in the utilization of technologies

created a regional difference in the adoption rate.

Energy-Intensive Factor

This is measured by energy use per unit of output, or the number of

BTU's per dollar of output.  Examples of high energy-intensive industries are lime

(SIC 3274), hydraulic cement (SIC 3241), alkalis and chlorine (SIC 2812), primary

aluminum (SIC 3324) ,and electro-metallurgical products  (SIC 3313) .

Our field work confirmed that high energy-intensive firms are more

sensitive to the energy problem.  As some firm officers put it, "it is a survival

issue, "  and  "we are buying insurance policies with energy conservation efforts. "
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Natural Gas

Dependence on natural gas (i.e., natural gas users versus non-users) as

a significant factor in adoption rate is also confirmed because it affects industry

in two ways: (1) it is an absolute necessity for the processing needs of certain

industries since it is purer than other forms of energy, and (2) it is the least

expensive energy source in most dases due to federal regulations.  Because of

supply problems, there is a significant difference in the total adoption rates of

gas-using and non-gas-using firms.

Growth and Payback Period

These two factors are interpreted together because they are closely related

in the context of adopting energy technologies.  The growth factor was obtained by

asking the energy officer whether the company is expanding rapidly, growing slightly,

holding steady, or expecting a decline.  The payback factor, on the other hand, is

related to the question of whether the firm would consider a longer payback period

for energy-saving investment than for its other equipment.

The data indicate that firms experiencing growth in business and also giving

special consideration to a longer payback period for energy expenditures tend to

adopt more energy-efficient technologies.

Chief,Officer Factor

We investigated the effects on the adoption rate of the role, position, and

background of the energy officer.  Only when the energy officer is also the

chief officer of the firm does the effect become significant. Thus, in order to

be effective, -the energy officer should have decision-making power.  This is

crucial, at least in the early stages of the diffusion of energy technologies.

Government Factor

This factor is significant on two accounts:  government as an energy information

source, and government perceived  as the cause  o f the recent energy .crisis.    The

data indicate that "government as information source effect" is more applicable to
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the old adoptions than the new adoptions. Since most of the old adoptions occurred

in the Allentown area we may be able to infer that this factor has more effect on

larger firms than on small firms.  Indeed, we discovered that the government

information had not reached the small firms even in 1977.

Since the "government perceived as cause of the energy crisis" factor

was significant only in the analysis of the recent adoption rate, it may be

interpreted together with the post-1973 adoption pattern, a phenomenon induced

largely by the energy-shortage problem experienced in the Binghamton area.  To

the firms affected, the energy crisis is viewed largely as a result of the government's

regulation of energy prices, which in turn induced under-production.  The cost of

energy to those firms was secondary to the survival issue of energy availability

at the time of interview.           -

Consulting Services

Not surprisingly, firms seeking energy conservation consulting services

voluntarily tend to adopt more technologies.  One engineering consulting firm in

the Binghamton area has become highly visible recently through its work for local

firms.  We expect that this factor will become increasingly important in the very

near future.  The following quotation testifies to this assessment: "A fellow

from power engineering is coming in tomorrow to look over our situation.  They are

not asking , us to pay£ for anything as far as to come in and look and come up with

a recommendation.  We will pay for it, of course, if we buy what they have to offer."

Further Examination of the Combined Effect

So far we have largely investigated the influencing factors individually.

In many cases, however, two or more factors may work together and produce a

significant combined effect and interaction.  The following structure, using

"region" and "energy-intensity" in combination,   is an example.



-166-

Region Factor 1

Energy Intensity Binghamton, NY Allentown, PA

High Adoption rate for high- Adoption rate for high-

intensity firms in intensity firms in

Binghamton Allentown

Factor 2

Low Adoption rate for low- Adoption rate for low-

intensity firms in intensity firms in

Binghamton Allentown

We used the nine significant factors to obtain 36 pair-wise comparisons

and interactions.  From these we are able to measure the relative strength of

each individual factor, ranking them by the frequency of occurrence in the single

and paired-factor tests.  The results are given in Table 7-2.

TABLE 7-2: Relative Strength of the Factor

Ranking Frequency of significant

(by frequency) Factor factors in paired analyses

1                        Growth                                    4

1                        Region                                   4

2                       Payback                                 3

2                        Chief officer                            3

2                        Govt. as cause of crisis                 3

3                        Natural gas                               2

3                        Consulting service                       2

4                        Energy intensity                         1

4                        Govt. as information source              1

From the data dealing with the interaction component of the significance

tests, the pattern is almost identical, since the significant factor pairs are

as follows:  (1 through 7 at the 0.05 level, 8 through 12 at the 0.10 level)

1.  Regional and natural gas

2.  Regional and growth

3.  Regional and payback

4.  Regional and government perceived

5.  Natural gas and growth
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6.  Natural gas and government perceived

7.  Growth and government perceived

8.  Intensity and chief officer

9.  Payback and chief officer

10.  Payback and government perceived

11. Growth and consulting firms

12.  Chief officer and consulting firms

The pattern of ranking in Table 7-2 indicates that the behavioral and

economic factors, such as "growth," "payback," and "chief officer" (some of which

are contained in "region").  seem to play a more significant role than the

"environmental factors"  such as natural gas, energy intensity, and information

sources, in the context of technology transfer.

In summary, the early adopters seem to be those experiencing growth,

willing to consider a longer payback period for energy technologies, and using

the chief officer as the energy officer.  They are also energy intensive, highly

dependent on natural gas, and willing to pay for outside consulting services for

implementing energy conservation measures.

3.  Industry's responses toward energy policy options.

The question of industry's response to energy policy options has been

investigated from two aspects: (1) simple voting in the interviews with respect to

the firm's preferences for selected policy options, and (2) the frequency of

disagreement on selected policies among the firms.  By using a list of twelve

policies suggested by federal policy makers and Congressional staff (listed in

Appendix 12), we  asked for responses to the policy  options regarding

(a) potential effectiveness for energy conservation, (b) attractiveness to industry

in general, and (c) attractiveness from the individual firm's point of view.
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To find the most preferred policy options, we used the sum of voting

frequencies on the (good, high) rank from all three responses.  Using policy #1

(incentives for using recycled materials), for example, we have the following data:

#1. Use of Recycled Material

Rank Response Total

ABC

Good, high (1)   7 6 (24)

Fair, moderate            (2)       5   7 4 (16)

No effect, low         (3)      9  9 17 (35)

The circled number, 11, means  11  of  the 30 surveyed firms  gave  a " good,

higH' ranking to policy option #1 with respect to its effectiveness in energy

conservation (A) .   On the same row, the numbers "7" and "6" indicate that 7 and

6 firms rank policy #1 high in attractiveness to industry in general and to the

specific firm, respectively. The number  "24" is a row sum indicating cumulative

scores for policy option #1.

We summed the "good, high" totals to measure the relative popularity of

each policy option with the results shown in Table 7-3. Note that the scale

ranges from 0 to 90, with the highest total (90) possible only if each of the

30 firms had ranked a particular policy option "good" or "high" on all three

characteristics:  effectiveness (A), general attractiveness (B), and attractive-

ness to the specific firm responding (C) .
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TABLE 7-3:  Ranking of the Preferred Policies

Preference

Ranking Policy Options Score*

1           Tax credits for capital expenditure (63)

2.5 . Favorable loan terms for capital expenditure (57)

2.5 Deregulation of energy prices (57)

4           Guaranteed loans for capital expenditure (44)

5.5 Private R&D subsidized by government (38)

5.5 Tax credits for energy management programs (38)

7           Federally sponsored R&D (29)

8           Government sponsored consulting services (27)

9           Incentives for use of recycled material (24)

10 Incentive s   for  o ff-peak use (22)

11           Federally mandated energy allocations (13)

12           Federal tax on energy purchases (12)

*Range is from zero to 90, for responses from 30 firms (see text).
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Tax credits and subsidized loans for energy-saving investments are

popular policies.  Tied with favorable loan terms, deregulation, with higher

prices, was viewed as a means to provide economic incentive to invest in energy

technologies, in addition to being an incentive for a higher energy supply.  In

other words, if energy costs are low, it takes a very long (payback) period for the

firm to recover any investment in energy savings. Thus deregulation is popular,

assuming that higher energy costs can be incorporated into higher product prices

and the energy-saving capital expenditures can be recaptured in the normal payback

period (about 3 years).

It is no surprise that industrial firms dislike proposals for energy taxes,

just from a profit point of view, although higher energy costs from deregulation would

tend to have similar effects.

Regarding mandated energy allocation, firm officers felt that it would

be very difficult to set a fair base upon which the amount of energy is to be

allocated to an individual firm. In addition, it would cost too much to set up

- a government bureaucracy just to run the program.

4.  Factors contributing to the different policy responses.

To extend the above analysis, we conducted a series of tests to determine

whether particular policy option preferences could be differentiated by characteristics

of the firms.  For instance, we tested whether high energy-intensity firms as

compared to low energy-intensity firms had a significantly different response regarding

energy policy #1 (recycled material).  Since there are 4 responses (effectiveness

in general, attractiveness to the industry, attractiveness to the firm, and a

combination of these three) to each of the 26 firm characteristics, there are 104

-     (26 x 4) tests for each policy option.

We used the frequency of occurrence of significant differences Cout of the

possible 104 related to each policy) to measure the degree of disagreement.  The

result is given in Table 7-4.  Note that the highest score in only 15, which is

about 14% of the total 104.
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TABLE 7-4: Least-Controversial Ranking

Frequency of

Ranking Policy Option sig. difference*

1           #12 Private R&D subsidized by government                  2

2           # 4 Price incentives for off-peak use                      5

3 #9 Government consulting services                         6

5 #5 Federally mandated allocations                         9

5 117 Guaranteed loans for capital expenditure              9

5           #11 Federally sponsored R&D                                9

7           # 8 Tax credits for energy capital expenditure           10

8           # 3 Federal tax on energy purchases                       11

9           # 6 Favorable loan terms                                 13

10           #10 Tax credits for energy management programs           14

11.5 # 1 Incentives for use of recycled material              15

11.5 # 2 Deregrulation of energy prices                        15

*Possible maximum frequency: 104
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Table 7-4 indicates further that there is some significant disagreement

on the policy options among the firms.  The four most controversial ones are:

#1:  use of recycled material, #2:  deregulation of energy prices, #6:  favorable

loan terms, and #10:  tax credits for energy management programs.  The interpretation

of this pattern obtained  from our interviews  is as follows: (1) not all the firms are

able to use recycled material; (2) while deregulation may help to solve the energy

supply problem, it may also bring economic hardships--high cost--for some firms;

(3)   "favorable loan terms"  does  not  mean  they are costless;   and  (4)  with tax credits

for an energy management program some firms are afraid there may be more government

regulations and involvement.  These are both philosophical and economic concerns.

Comparing this findidg with the preference response pattern, we discovered

that there is an inconsistency between them.  For instance, while policy options

#2 and #6 (deregulation and favorable loan terms) are regarded as the second and

third most preferred policies (actually there is a tie between them), they are also

among the most controversial policies.  Thus, our preference ranking alone cannot

be used to measure the "workability" of the policy.  For this, we included another

measure regarding the "effectiveness" on the adoption rate, summarized in the next

section.

Analysis of the policy views indicates that the factors which contribute

to significant disagreements on policies are almost exclusively behavioral factors,

rather than environmental. The five most important ones are:

Frequency counts
for the four most

Ranking Firm Charactericstics controversial policies

1     Energy officer with business/finance background                 9
2    .Energy officer as the chief officer                              7
3     Information from other firms                                     7
4 Energy officer with technology background                       5
5     Intensity factor 5
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This implies that in terms of energy policy issues, we should look for

opinions of the person directly in charge of the firm's energy management program.

This finding is very significant when industrial viewpoints are to be taken into

consideration for formulating energy policies even though controversy exists.

5.  Policy options having the greatest effect on the adoption rate.

To obtain the effect of policy options in the adoption rates, one should

compare data showing adoptions after the implementation of a given policy with data

collected before the policy is instituted.  Although this kind of data does not now

exist, we do have a set of data regarding the firms' attitudes towards the selected

policy options. This data set can be used to assess potential effects when analyzed

together with the technology adoption-rate data.

There are 12 policy options, each with three responses, and there are

three measurements of the adoption rate in each response, the post-1973, total, and

combined measures.  Thus, we have 108 (12 x 3 x 3) tests for trying to determine

the effects of policies on the adoption rate. Six policies have been identified as

significant for having potential effects on the adoption rate. They are:

Frequency of

Ranking Policy Significant tests

4.5 Federal tax on energy purchases (#3) 2

1       Federally sponsored R&D (#11)                                   6

2.5 Price incentives for off-peak use (#4)                          3

4.5 Private R&D subsidized by government (#12)                     2

2.5 Tax credits for energy capital expenditure (#8)                3

6       Tax credits for energy management programs (#10)                1

As we can see, most of these policies are primarily R&D related and price/

tax incentive related.  The least effective ones are those related to energy regulation

and loan guarantees.
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6.     Derivation  of  the most "workable" policies.

So far we have discussed three aspects of the policies, namely, preferences,

controversiality, and effectiveness. Since each aspect possesses a certain kind

of merit for energy conservation, it is logical to combine them into an integrated

measure for assessing the "workability"  of the policies. Ranking  each  o f  the  3

responses to the 12 policy options and using an equal weight assignment, we

obtained such a rating for each policy given in Column D of Appendix 13.

The   six most "workable" policies identified   are:

Ranking Policy Rating (sum)

1           Tax credits for energy capital expenditure (#8)        10

2           Private R&D (#12)                                        11

3           Federally sponsored R&D (#11) 14.5

3           Price incentives for all-peak use (#4) 14.5

5           Government sponsored consulting services (#9)          18

6           Favorable loan terms for energy capital expenditure

(#6) 19.5

From this list we can conclude that the promising policies involve

incentives for the adoption and development, of energy-efficient technologies, in

view of the fact that four of the most workable policies are also four of the most

-    effective policies. In other words, energy policies aimed at fostering an

effective technology transfer should be centered around R&D efforts, coupled with

tax incentives for adopting them and pricing policies to encourage conservation

measures.  While this conclusion seems logical, it could not be verified until this

study because of the lack of empirical data.
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Let us explain this reasoning again.  To conserve energy, first we need

to have reliable, economical, energy-efficient technologies available to industry,

so that changes in processing methods (the long-term measures) are possible on both

technological and economic grounds.  Second, we need public policies with which a

rapid rate of adoption can be achieved, and tax incentives are among such policies.

7.  Development of operational policy.

Effects of the policies can be assessed by two methods: (1) field

investigation after policies are implemented, and (2) computer simulations before

policies are implemented--the dynamic diffusion model.

Since we are still at the policy development stage, method (2) is more

applicable.  In our model, the effect of a policy will be defined as the change

in the adoption rate over time.  Since both natural stimulation (for instance, the

example of neighboring firms) and policy influences are contributing factors, the

rate of change can be defined as follows:

Effect on the adoption rate is a function of mutual effects

among firms plus policy influence on a given firm.

We have developed a computerized method to assess the change in adoption

rate over time under a number of scenarios regarding the mutual stimulation

patterns and the behavior of a given policy option.  Since real-world data are

lacking, this model is only a policy simulator at this moment.

Optimal policy should be defined according to the objectives of the policy

and certain constraints.  Once those are given, optimal policies can be derived from

the dynamic diffusion model.
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D.  Perspectives on Technology Transfer and Public Policies

The use of energy-efficient technologies in place of existing inefficient

methods is a viable approach for solving industrial energy shortages, since on the

average as much as 25 to 30 percent of industrial energy consumption can be

reduced thereby.  This has begun to take place, as seen by the change in the energy-

growth to GNP-growth ratio, which fell from 70 percent in 1976 to between 60 and

65 percent in 1977.  It should be noted that the historical ratio (1950-70) is one

to one.

The fact that adoption of these technologies has been slow, even though they

have been proved to be reliable and economical, is further confirmed in our

study.  The adoption rate of ten types of existing (old) technologies by the

industrial firms in our sample is only 42 percent.  A much lower rate of adoption

may be expected with respect to newly developed process-change technologies.

After 18 months of extensive examination of documents and intensive field

interviews with our industrial firms (specifically with people in charge of energy

matters), it is very clear to us that the major problems lie in the system of

innovative efforts. Simply, the questions are: first, how do you get technologies

from the hands of developers to potential industrial users; second, from the other

end, how can potential receivers obtain the technologies from the developers; and

third, how do we speed up the technology transfer and interaction processes between

these two groups?  Solving the problems will not be easy because there is little

interaction between the groups to begin with, as witnessed in our field work.  On

the other'hand, we feel confident that it can be accomplished by carefully planned,

comprehensive, innovative efforts involving all the concerned parties--the federal

government, state and local public agencies, industrial firms, and other groups with

an interest in the efficient use of energy.
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From our experience, industrial cooperation can be obtained without much

difficulty, since industrial firms are very concerned with their energy problems

and are eager to seek interactions with other interested parties.  What is required

is to build active linkages among these innovative system components.  The following

efforts, based upon the findings of our study, will give us a strong start toward

building an active and viable technology transfer system.

1.  To develop and implement policies to help produce energy-efficient,reliable

and economical technologies:  Technology transfer should begin with the availability

of technologically reliable, economically affordable systems or devices.  Our study

suggests that R&D effort is potentially the policy option most effective for

increasing the adoption rate.  Thus policies centered around federal and federally-

supported private R&D will lay a sound foundation for transferring energy-efficient

technologies to the users.  An inventory of existing and near-future technologies,

such as the effort by Systems Consultants, Inc., is the first step in this direction.

APPERAIX /3                                                                                '
-4*abfpr--7-4. is an example  of the technology  list. A comprehensive technology diffusion

program should be developed along with this technology development program to insure

that there is a market demand, and that there are easily understandable documents

available regarding potential users, conservation opportunities, costs and payback

periods, maintenance procedures, etc. It seems to us that a specific technology

diffusion program under the Division'of Industrial Energy Conservation of the Department

of Energy could facilitate this task.  An effort aimed at identifying target

industrial populations for transferring newly developed technologies to industry will

also be helpful to this program.

2.,  To formulate workable public policies to foster a speedier  rate  o f adoption:

From our study and others conducted by the Department of Energy, a list of workable

policy options can be developed and instituted to facilitate more adoptions of

energy-efficient technologies.  Past studies on innovative efforts have been



-178-

based on historical data; the conclusions are therefore essentially hindsight

judgments.·  However, the use of up-to-date data is essential for understanding

technology adoption processes.  Moreover, we discovered that decision-making

processes regarding capital investments significantly affect the innovative efforts.

To be effective, a system of data collection regarding firms' capital budgeting

methods and the potential effect of these policies on firm behavior should also

be established. After a given policy is "instituted, " by means of either computer

simulation or legislative processes, it is advisable to project the adoption rates,

and at the same time to collect the real-world data.  The discrepancy between

the actual and projected rates can then be used to modify the simulation model or

experimental policies to guide policy changes.

3.  To develop a regional comparative data base for a comprehensive technology

transfer program: It is not difficult to understand that there are regional

differences in the production and consumption of energy resources in the United

States.  For instance, the Northeast region of the United States is essentially a

non-energy producing area, as well as one which uses a considerable amount of

imported oil, while in the South and Southwest regions the pattern is reversed.

The Northwest region is highly dependent on hydro-electrical power, whereas the

Midwest relies heavily on energy supplies from energy-producing regions elsewhere

in the United States.  Thus it seems that any energy policy will not be optimal

without consideration of regional factors.  Technology transfer programs should also

reflect the regional diversity of energy issues.

To be effective, state and local efforts in energy conservation and

production should also be taken into consideration.  This means regional and

statewide energy policies should be designed to enhance federal policies, and vice

versa.  An industrial energy conservation out-reach program, similar to that of the

agricultural extension services, might be made a part of a comprehensive scheme of

energy-saving technology diffusion.
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APPENDIX I

THE INTERVIEW SURVEY INSTRUMENT
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Page One

MANAGER INTERVIEW:  ENERGY CONSERVATION AND PLANT ORGANIZATION

The purpose of this study is to help develop efficient methods for energy conser-

vation planning and promotion in manufacturing.  This plant was selected as part

of a pilot study in this geographical area; we will be talking with people in a
wide variety of industries here.

We ask your assistance in identifyihg factors that bear on energy conservation in
this industry, as well as this plant's energy use patterns.  There are four parts

to our survey:  a checklist of energy-conservation practices, a checklist of
energy conservation technologies used in your manufacturing process, a few ques-
tions about decision-making in this firm, and this interview with you to learn

about your energy situation and the federal energy policy you would like to see.

Before we get started, I have a short questionnaire that we would like answered
by three or four others in management here.  Can you help us distribute it ncw
so we may pick them up as we leavef  It will take about four minutes--the ques-

tions are check-off items about the organization of the plant.  (show question-

naire to R)

Coal Coke PurchasedLight Heavy Nat

Fuel Fuel Gas* Other
7- Electri- (Specify)

,/Prop city

(State Approximate Percent of

Total Energy Use)

(1)

A. What were the three

main fuel or energy

forms used by your

company in the

past year?

B. Which three do you

expect your company
will use most

...in 1980

...in 1985 1
*Piped natural or manufactured gas .
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Page Two

2.   Has your plant experienced a mandated cutback in energy allocation?

no/yes source of cutback:

date of first cutbacki

extent of cutback:

3.   (If yes) How has your plant coped with the cutback?

4.   Are there any special problems faced by your firm that make energy supply

problems different for you compared to other firms in this industry

no/yes specify:

5.   Are there any special problems faced by this industry as a whole that
affect its energy situation compared to other industries?  no/yes specify:

6.   Have you changed your product mix in response to energy problems?  no/yes

specify:

7.   Is your firm a member of an industry association?  no/yes  specify:

8.   (If yes) Can you tell me if your firm has been working with the industry

association in volunteer energy conservation efforts?

filing reports attending meetings monitoring energy use other:

9.   Are there any special situations here at this plant that have helped or

blocked you from accomplishing your energy conservation efforts?

10.  Is there a special committee or task force here to formulate energy manage-

ment strategy?  yes, permanent date begun:

yes, ad hoc
no

11.  Has primary responsibility for energy management been designated to a

specified person?  No/yes  title:

12.  Has your firm participated in any energy use program sponsored by a group
outside the firm such as the power company or chamber of commerce?

no/yes  specify:
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Page Three

13.  Has your firm contacted any consultants (engineers or others) to assist

you in conserving and managing energy use?  no/yes  specify:

14. .Have you talked much with people around here about the energy problem?

no/yes, some  /  yesg a great deal

15.  In your opinion, are energy problems something we Americans are going to
have to learn to live with?

yes, will worsen no, are only temporary will stay same

16.  In your opinion, what is the major cause of enetgy shortages and higher

prices for energy?

17.  Can you identify for me your main sources of information about the country s

energy problems?

mass media:  specify

talking with co-workers

talking with others:

special committees, boards:

industry association journals:

government speakers, President Carter:

other:

18.  We are interested in your views of proposed federal energy policies. (hand

policy preference survey to R.)
We can go through the list of proposals together so you can give us your

comments on each proposal.  How effective do you think the policy will be

for energy conservation?  How attractive is the proposal for industry
generally?  How attractive is the proposal to your firm?  (give R time to

look over all policy proposals.  Begin taping here.)
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ENERGY CONSERVATION POLICY PREFERENCES--MANUFACTURING FIRMS

In preparing a comprehensive energy policy for the country as a whole, thi

federal government is most interested in the recommendations of people in industry
who will be strongly affected by the policy.  We need your evaluation of the
following energy conservation policy proposals suggested by congressional committees
and presidential advisors.    We are interested  in your reactions  to the proposals
from three points of view:

1.  Potential effectiveness for energy conservation.

2.  Attractiveness to industry in general
3.  Attractiveness from the point of view of your firm.

Any comments or further policy proposals you may have are most welcome.

1.  Use of recycled materials:  incentives for use coupled with penalties for
use of virgin materials.

effectiveness: good fair no effect

attractiveness generally: high· moderate low

attractiveness here: high moderate low

2.  Cost of energy:  deregulation of energy prices.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here. high moderate low

3.  Cost of energy:  federal tax on energy purchases based on national energy

consumption patterns.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low

4.  Supply of energy:  price incentives for off-peak energy use combined with

penalties on increments of energy consumed in excess of (peak) bases.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low

5.  Supply of energy:  federally mandated energy allocation limits based on past

energy usage per units of output.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low

6.  Financing energy conservation measures:  favorable loan terms for energy con-

servation capital expenditures (plant insulation, energy-efficient equipment,etc).

effectiveness: good fair no effect

attractiveness generally: ·high moderate low

attractiveness here. high moderate low

7.  Financing energy conservation measures:  federally guaranteed loans for energy

conservation capital expenditures:

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low
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8.  Financing energy conservation measures. tax credits for energy conservation

capital expenditures.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low

9.  Energy systems management programs: government-sponsored services of con-

sultants at no cost to industry.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low

10. Energy systems management programs: tax credits for cost of implementing and

maintaining energy management program.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: hish moderate low

11.  Research and development of energy-efficient production technologies:

research efforts sponsored by federal government agencies.

effectiveness: good fair no effect

attractiveness generally: high moderate low

attractiveness here: high moderate low

12.  Research and development of energy-efficient production technologies:

research based in industry subsidized by federal incentives.

effectiveness: good fair no effect
attractiveness generally: high moderate low

attractiveness here: high moderate low

13.  Do you have any suggestions of your own for policy measures to promote energy

conservation in industry?
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Page 6

19.  Here is a list of ten energy-efficient technologies.  All of these devices

have been in use for about twenty years.  I would like to go through this
list with you to see if any of these technologies are 'in use here in the
plant. (hand R a copy of the list of technologies.)

1.  Waste heat recovery devices from hoods or from heat-producing equipment
hot stocks.

not applicable no yes: adoption date:

2.  Devices or equipment for pre-heating combustion air.
not applicable no yes:  adoption date:

3.  Heat recovery device for compressors used for cooling.
not-applicable no yes:  adoption date:

4.  Load levelers.
not applicable no yes: adoption date:

5.    Devices for raising suction temperature for refrigeration units.
not applicable no yes:  adoption date:

6.  Devices for using steam condensate for heating.
not applicable no yes:  adoption date:

7.  Variable speed pumping devices.
not applicable no yes: adoption date:

8.  Recuperator or regenerator.
not applicable no yes: adoption date:

9.  Heat pump.
not applicable no yes: adoption date:

10.  Heat exchanger.
not applicable no yes: adoption date:

20.  In the past five years: has your plant tried, purchased, or installed any new
energy-efficient technologies in addition to those on the list?  no/yes

21.  What is your normal payback period planned for in the purchase of new

equipment?

22.  From your point of view  of this plant's operation, have you suggested or
thought about any ways the work could get done just as well but with some

savings in the plant's use of energy?  no/yes

23.  Do you have an R&D section in this company?  no/yes

24.  (if yes) Do you share your research findings within the industry?
articles in industry journals
papers at meetings
demonstration visits

marketing of R&D results

25.  What are your main sources of information on how to cope with energy

,problems here at the plant?  (probe for specific persons, articles in maga-
zines, seminars, training sessions.)

end taping here
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Page Seven

26. What is the most automatic piece of equipment used here?

name of equipment:
What does it do?

27. Which of these categories most accurately describes the most automatic

piece of equipment used here in the workflow?

handtool, manual machinef

power machine  and
 tools

single-cycle automatics and self-feeding machines
automatics which repeat cycles (all energy mechanized)

self-measuring and adjusting by feedback

computer controlled

28. Which of the following categories most accurately describes the bulk

of equipment used here in the workflow?

handtools and manual machines

power machines and tools

single-cycle automatics and self-feeding machines
automatics which repeat cycles (all energy mechanized)

self-measuring and adjusting by feedback

computer controlled

29. About how old is the bulk of equipment used here in the workflow?

30. How long has your company been in this plant?

31. Was this building designed for its current use?

32. Which of these phrases would you say best describes the stage of

growth of production here?

cutting back  steady state  growing slowly  growing rapidly  growing very
rapidly

33. Does your firm have a copy of NBS Handbook #115?  (show handbook)

(if yes) Where did you get your copy?
I would like you or perhaps the plant engineer to go through this

summary of the recommended energy conservation procedures from the

NBS Handbook, and return it to us.  The list will take about 15 minutes
to complete. (leave checklist and cover sheet with relevant person.)

There are some questions we would like to ask about the organization of

decision-making here, and how the day to day work is accomplished.

34. Where is the home office of this firm located?

(if only one location, skip next page.)
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Page Eight

(Ask  Q35  only in plants  that  are  a  part  of a 'larger organization.)

35. We need to get some idea about whether or not many decisions that affect

your firm are made here at the plant or outside.  Would you indicate for me,

where the authority to decide these specific things is, either inside the

plant or from outside?

Authority Inside Plant

Supervisory establishment Yes      No

Appointment of supervisory staff from outside the plant? Yes No

Promotion of supervisory staff Yes No

Salaries of supervisory staff Yes No

.

To dismiss a supervisor Yes No

To determine a new product or program Yes No

To determine marketing territories covered Yes NO

The extent and type of market to be aimed for Yes
 

No

The price of output Yes No

What type,or what brand, new equipment is to be Yes No

What shall be costed (to what the costing system,
if any, shall be applied) Yes No

What shall be inspected
Yes No

What operations shall be work studied Yes No

Which suppliers of material are to be used Yes No

Buying procedures
Yes NO

Training methods to be used Yes No

What and how many, welfare facilities are to be provided Yes No

To spend unbudgeted or unallocated money on capital items Yes No

To spend unbudgeted or unallocated money on revenue items Yes No

To alter responsibilities/areas of work of specialist

departments
Yes      No

To alter responsibilities/areas of work in line departments Yes No

To create a new department Yes No

To create a new job
Yes      No
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Page Nine

36. In general, how do you feel about the kind of communication which you
receive from your immediate superior?

The kind of communication from my superior is completely adequate

Very adequate

Rather adequate

Inadequate

37. How many times in the past year have you suggested to your immediate
superior a different or better way of doing something on the job?

Never had occasion to do this during the past year

Once or twice

About three times

About five times

Six to seven times

More than ten times had occasion to do this during the past year

38. How often do you get chances to try out your own ideas on your job, either

before or after checking with your superior?

Several times a week or more

About once a week

Several times a month

About once a month

Less-than once a month

39. In your kind of job, is it usually better to let your superiors worry
about new or better ways of doing things.

Strongly agree

Mostly agree

Mostly disagree

Strongly disagree

40. In your kind of work, if a person tries to change his usual way of

doing things, how does it generally turn out?

Usually turns out worse; the tried and true methods work best in my work

Usually doesn't make any or much difference

Usually turns out better; our methods need improvement
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Page Ten

41. To what extent do people from different departments who have to work

together do their jobs properly and efficiently without getting in each

other's way?

To a very great extent

To a great extent

To a fair extent

To a small extent

To a very small extent

42. How well planned are the work assignments of the people who must work
together?

Extremely well planned

Very well planned

Fairly well planned

Not so well planned

Not well planned at all

43. How frequently do you usually participate in the decisions on the

promotions of any staff?

never seldom sometimes often always

44. How frequently do you participate in decisions on the adoptions of new

policies?

never seldom sometimes often always

45. How frequently do you participate in the decisions on the adoption of

new programs and/or procedures?

never seldom sometimes often always

Tell me if, from your point of view, the following ·statements are true or false

about this plant: are these statements definitely false, false, true,or definitely

true?

46. There can be little action taken around here until a supervisor approves

a decision.

definitely false false true definitely true

47. A person who wants to make his own decisions would be quickly discouraged

here.

definitely false false true definitely true

48. Even small matters have to be referred to someone higher up for a final

decision.

definitely false false true definitely true
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Page Eleven

49. We  would  like  to  have some background  information  from  you  as an indivi -

dual involved in energy conservation in industry:  are you a member of
any industrial or professional societies? (list)

50. Do you attend meetings of any of these associations?

51. What is your educational or professional training background?

(college degrees, professional school training. company training)

52. Trhat is the position of the person here with whom you work most closely
in day to day decision making?

53. Is this person considered by you to have a position higher than yours?
about the same?  not as high in the company as yours?

54. What is your job title?

55. How long have you been in this job?

56. Iiow long have you been with this firm?

57. Can you.tell me the position you held right before this one?

53. Have you ever been in business for yourself?

59.
Here is a. copy of an energy survey prepared by the Conference Board in 1974.
Please look it over, especially questions three and five; can you estimate
for me how easy or difficult it would be for someone here to complete these
questions?  (Leave CB survey with R for return.)
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APPENDIX 2

SURVEY OF SHORT-TERM ENERGY CONSERVATION MEASURES PROPOSED BY

NATIONAL BUREAU OF STANDARDS

ENERGY CONSERVATION PROGRAM GUIDE FOR INDUSTRY AND COMMERCE

Key to Conservation Opportunity Checklist

1.  This is routine to aur operation, but not specifically related to

energy conservation.

2.  We have already done this for energy conservation purposes.

3.  This is a good idea and we plan to adopt it.

4.  We did this in the past but discontinued it.

5.     We  did .not  know this could  be  done.

6.  This is not economical for us.                                -

7.  This is not technically possible for us.

8.  This is not applicable here.

Other:  please write in your own comments or explanations
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APPENDIX 2

Conservation Opportunity Checklist  (from NBS Handbook 115)

A.  Buildings and Grounds

1.  Shut off airconditioning in winter heating season*

12345678

Other reasons, please comment:

2.  Eliminate unused roof openings or abandoned stacks

3.  Reduce building exhausts and thus make-up air

4.  Reduce temperature of service hot water

5.  Shut down air conditioning during non-working hours

6.  Install timers on light switches in little used areas

7.  Close holes And openings in buildings such as broken windows,

unnecessary louvers and dampers, cracks around doors and windows

8.  Repair faulty louvers and dampers

9.  Analyze pipe and duct insulation--use amount necessary to

accomplish task

10. Centralize control of exhaust fans to ensure their shutdown

11.  Close outdoor air dampers during warm-up or cool-down

periods each day

12.  Reduce air conditioning load by evaporating water from roof

13.  Convert to fluorescent, mercury, sodium, or high intensity

direct lighting

14. Insulate walls, ceilings, and roofs

15.  Install timers on air conditioning for summer operation

16.  Periodically calibrate the sensors controlling louvers and

dampers on buildings

17.    Use "heat wheel" or other heat exchanger to cross-exchange
building exhaust air with make-up air

*See preceding page.
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18.  Use photocell control on outdoor lights

19.  Size air handling grills, ducts, and coils to minimize air
resistance

20. Recover heat in waste service hot water

21.  Use separate switches on perimeter lighting which may be
turned off when natural light is available

22.  Interlock heating and air conditioning systems to prevent
simultaneous operation

B.  Electrical Power

1.  Size electric motors for peak operating efficiency--
use most efficient type of electric motors

2.  Use power during off-peak periods--store heated/cooled

water for use during peak demand periods

3.  Use immersion heating in tanks, melting pots, etc.

4.  Reduce load on electrical conductors to reduce heating losses

5.  Increase electrical conductor size to reduce distribution losses

C.  Steam

1.  Turn off steam tracing during mild weather

2.  Repair leaks in lines and valves

3.  Repair insulation on condensate lines

4.  Repair faulty insulation on steam lines

5.  Repair or replace steam traps

6.  Eliminate leaks in high pressure reducing stations

7.  Cover condensate storage tanks

8.  Use correct size steam traps

9.  Minimize boiler blowdown with better feedwater treatment
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10.  Use steam sparging or injections in place of indirect heating

11.  Install adequate dryers on air lines to eliminate blowdown

12.  Install compressor air intakes in coolest locations

13. Recover and reuse cooling water

14.  Use flow control valves on equipment to optimize water use

15.  Eliminate or reduce compressed air used for cooling product, or

equipment, or for agitating liquids

16.  Replace water cooling on processes with air cooling where

possible

17. Recover heat from compressed air dryers

18. Operate cooling towers at constant outlet temperature to
avoid sub-cooling

19. Recycle treated water

D.   Heat Recovery

1.  Use heat in flue gases to preheat products or material going

into ovens, dryers, etc.

2.  Use hot process fluids to preheat incoming process fluids

3.  Use waste heat from hot flue gases to heat space conditioning

air, process or service water

4.  Use waste heat from hot flue gases to preheat combustion air

or boiler feedwater

5.  Recover heat from hot waste water

6.  Use oven exhaust to preheat air

7.  Recover fuel value in waste by-products

8.  Recover heating or cooling effect from ventilation exhaust air

to precondition incoming ventilation air
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E.  Combustion

1.  Improve combustion control capability

2.  Convert combustion to more efficient fuel

F.  Scheduling

1.  Locate causes of electrical power demand charges, and reschedule

plant operations to avoid peaks

2.  Reduce temperature of process heating equipment when on standby

3.  Consider three or four days around-the-clock operation rather
than one or two shifts per day

G.  Process Changes

1.  Schedule baking times of small and large components to
minimize use of energy

2.  Convert from indirect to direct firing

3.  Use small number of high output units instead of many small
inefficient units

4.  Change product design to reduce processing energy requirements
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APPENDIX 3

Thermal Waste Energy Recovery Technologies, the_ Waste Streams

Patterns and Payback Periods at the Two-Digit SIC Level

(From DOE:  CONS/2862-1 by Drexel University, 1976)



THERMAL WASTE ENERGY RECOVERY FROM IDENTIFIED INDUSTRIAL SOURCES

STATE-OF-THE-ART TECHNOLOGY UNLESS NOTED

COOLING PROCESS BOILER FURNACE

WASTE HEAT SOURCE WATER CONDENSATE WATER EXHAUST EXHAUST

TEMPERATURE LEVELS Fu 90-130 140-200 100-140 300-600 500-1000

POWER SYSTEMS

o RANKINE NO YES NO YES YES

o STIRLING NO NO NO YES* YES*

HEATING SYSTEMS

o HEAT EXCHANGERS

LIQUID/LIQUIp                        YES               YES YES N/A

N/A         

LIQUID/GAS YES YES YES N/A N/A 7

GAS/LIQUID N/A N/A N/A YES YES

GAS/GAS N/A        | N/A N/A- YES YES

GAS/BOILING N/A        ' N/A N/A YES YES

o HEAT PUMPS (EXrERNAL POWER  REQ' D) YES YES YES  , N/A N/A

COOLING SYSTEMS

o ABSORPTION NO YES NO YES YES

o RANKINE DOUBLE LOOP NO YES NO YES YES

o STEAM JET NO NO NO YES YES

N/A - APPLICATION NOT APPROPRIATE
NO - TEMPERATURE INSUFFICIENT EVEN IN NEAR TERM

YES - TEMPERATURE SUFFICIENT, STATE-OF-THE-ART TECHNOLOGY

YES*- TEMPERATURE SUFFICIENT, NEAR TERM TECHNOLOGY                                                                           '



MATRIX OF TECHNOLOGIES AND WASTE ENERGY STREAMS

Waste Energy Streams

Condenser Contaminated

Cooling Process Boiler Furnace

Technologies Water - Water Condensate Exhaust Exhaust

A.  Power Cycles: Production of Electrical

Energy

1.  Rankine Engine                                                               X             X           X

2.  Stirling Engine                                                                            X           X

B.  Heat Exchangers:  Preheat Water, Air,
Process Req't

1.  Liq/Lig                                      X              X                X

2.  Lig/gas                                      X              X                X                             4
3.  Gas/liq                                                                                    X           X   .5

4.  Gas/gas                                                                                    X           X    '

5.  Gas/boiling                                                                                   X           X

C.  Refrigeration/Air Conditioning:  Production

of Refrigeration or A/C. (In analysis

energy units of recovery are mechanical
or electrical)

1.  Absorption                                                                   X             X           X

2.  Rankine Cycle                                                                X             X           X

D.  Industrial Heat Pump                             X              X
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PAYBACK PERIODS FOR POWER CYCLES*

(average electricity costs:  $ 8.00/106 BTU)

Waste Energy Streams

Condensate Boiler Exhaust Furnace Exhaust
SIC Rankine Rankine Stirling Rankine Stirling

20              D                  D                D                 C              D

21              D                 D               D                D             D

22              D                  D                D                 D              D

23              D                 D               D                D             D

24              D                 D               D                D             D

25              D                 D               D

26              D                  C                B                 B              B

27             D                 D               D                D             D

28             D                 C               B                B             B

29             C                 C               B                B             A

30                D                    D                  D                   D               D

31              D                  D                D                 D              D

32                D                    C                  C                   B               B

33              C                  C                C                 B              B

34                D                    D                  D                   D               D

35                        D                              D                           D                            D                       D

36                      D                            D                         D                          D                      D

37              D                  D                D                 D              C

38               D                   D                 D                  D               D

39                      D                            D                         D                           D                      D

Note:

Payback Periods
(Years)

A       <3
B             3-10

C           10-20

D                     >20

*Rankine cycle equipment is commercially available, and hence the cost estimates are
more reliable than for the Stirling cycle equipment which is still in the development

stage.
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PAYBACK PERIOD FOR REFRIGERATION/AIR CONDITIONING TECHNOLOGY*

(average electricity costs:  $ 8.00/106 BTU)

Condensate Boiler Exhaust Furnace Exhaust

Rankine Rankine Rankine

Absorption Cycle Absorption Cycle Absorption Cycle

SIC Refrig. Refrig. Refrig. Refrig. Refrig. Refrig.

20          C         D            B         C              B         B

21           C          D             B          C               B          C

22           D          D             B          C               B          C

23         D        D           D         D             D         D

24           D          D             D          D               C          C

25           D          D             C          D               C          -

26          B         D            B         B              A         B

27          D         D            D         D              C         D

28           B          C             B          B               A         B

29.           A          B             A          B               A          A

30           D          D             C          D               B          C

31           D          D             D          D               C          C

32            B           C              B           B                B           B

33           B          D·            B          B               A          B

34           D          D             D          D               D          C

35            D          D              D          D                D          D

36            D          D              C          D                D           C

37            D          D              C          D                D           C

38           D          D             C          D               C          C

39            D           D              D           D                 D           D

Note: Payback
(Years)

A     <3
B        3-10

C       10-20

D             > 20

*Absorption cycle equipment is commercially available while Rankire cycle equipment

is still under development. Costs for the latter relative to the former can be
expected to decrease.
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PAYBACK PERIODS FOR HEAT PUMP

(average electricity costs:  $8.00/106 BTU)

(average fuel costs: $2.00/106BTU)

Condenser Cooling and
SIC Process Water Waste Streams

20                                                      B

21                                                    C

22                                                        B

23                                                B

24                                                      B

25                                                    B

26                                                    A

27                                                    B

28                                                A

29                                                      A

30                                                          B

31                                                        B

32                                                        A

33                                                      A

34                                                          B

35                                                        B

36                                                             B

37                                                        B

38                                                        B

39                                                                                                B

Note: Payback in Years

A        <3
B            3-10

C           10-20.

D                >20
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APPENDIX 4

SIC Industry

20                        Food

21                       Tobacco

22                        Textiles

23                       Apparel

24                       Lumber & wood products

,

25 Furniture & fixtures

26                        Paper & pulp

27                        Printing & publishing

28                        Chemicals

29                       Petroleum & coal products

30                       Rubber

31                       Leather

32 Stone, clay & glass

33                       Primary metals

34 Fabricated metals

35                        Non-electrical machinery

36                        Electrical equipment

37                        Transportation equipment

38 Instruments

39                        Miscellaneous
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APPENDIX 5 : Results of the Significance Tests

Factor 1.  Regional Factor

Binghamton, NY Allentown, PA Total

Measure Measure Measure Measure Measure Measure

(1)          (2)           (1)        (2)           (1)         (2)

A.  Mean

Adoption 0.34 0.40 0.17 0.44 0.26 0.42

Rate

B.  Test
Results Analysis 1 Analysis 2 Analysis 3

Eigen
Value 0.08 0.007 0.25

Significance
Level 0.12 0.60 0.03

Factor 2:  Energy Intensity

Low Medium High Total

A. Mean Adoption  | (1) (2)       (1)    .(2)       (1)    (2)      (1)    (2)
Rate

 
0.23 0.33 0.08 0.08 0.30 0.53 0.26 0.42

B. Test Results Analysis 1 Analysis 2 Analysis 3

Eigen value 0.04 0.21 0.30

Sig. level 0.58 0.05 0.10
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Factor 3. Energy Cut-back

Yes Group No Group Total

A.  Mean Adoption        (1) (2) (1)      (2)         (1)      (2)
Rate        ' 0.24 0.45 0.28 0.38 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value (Singular matrices; solutions cannot be computed)
Sig. Level

Factor 4: Disruption of Production

Yes Group No Group Total

A.  Mean Adoption        (1)      (2)         (1)      (2) (1) (2)
Rate 0.29 0.43 0.25 0.42 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value: 0.003 0.003 0.004
Sig. Level: 0.70 0.92 0.90

Factor 5: Firm Size

1                    2                    3                    4

A. Adoption   (1)  (2)  (1)  (2)  (1)  (2)  (1)  (2)
Rate 0.34 0.41 0.30 0.36 0.32 0.47 0.18 0.39

5             Total

(1)      (2)       (1)      (2)
0.122 0.502 0.26 0.42

B.  Test

Result Analysis 1 Analysis 2 Analysis 3

Eigen value 0.10 0.03       '    0.39
Sig. Level 0.59 0.90 0.29
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Factor 6: Centralized Authority

Group 1 Gro up 2 Group 3 Total

A. Mean (1)       (2) (1) (2) (1) (2)        (1)      (2)
Adoption Rate 0.30 0.54 0.24 0.36 0.14 0.19 0.26 0.42

B. Results Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.02 0.15 0.25

Sig. Level 0,70 0.12 0.20

Factor 7: Degree of Automation

low medium high total

A. Mean (1) (2)        (1)      (2)        (1)      (2)        (1)      (2)
Adoption Rate 0.27 0.23 0.28 0.50 0.19 0.44 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen value 0.01 0.06 0.15

sig. level 0.80 0.37 0.34

Factor 8: Dependence on Natural Gas

Yes No Total

A.  Mean                 (1) (2) (1) (2) (1)      (2)
Adoption Rate 0.33 0.30 0.28 0.27 0.30 0.29

B.  Test Results Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.01 0.12 0.17
Sig. level 0.57 0.06 0.09

Factor 9: Age of Equipment

0-10 10-20 20 f Total

A.  Adoption Rate      (1)     (2)      (1)     (2)      (1)     (2)      (1)     (2)
0.34 0.53 0.21 0.40 0.18 0.30 0.26 0.42
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Factor 9 (cont'd)

B. Results Analysis 1 Analysis 2 Analysis 3

Eigen value 0.07 0.12 0.13

sig. level 0.34 0.17 0.44

Factor 10: Growth Stage

steady growing rapid growth total

A. Mean (1)      (2)        (1)      (2) (1) (2) (1)      (2)
Adoption Rate 0.20 0.49 0.21 0.34 0.74 0.74 0.25 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen value 0.40 0.25 0.40

Sig. level 0.007 0.03 0.012

A

Factor 11: R&D Effort

yes no total

A. Mean       (1)  (2)   (1)  (2)   (1)  (2)
Adoption Rate 0.23 0.41 0.28 0.43 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.005 0.0005 0.006

Sig. level 0.69 0.89 0.9

Factor 12: Special Payback Period Consideration

yes no to tal

A. Mean -    (1)  (2)   (1)  (2)   (1)  (2)
Adoption Rate 0.45 0.69 0.22 0.37 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.09 0.17 0.18
Sig. level 0.11 0.03 0.08
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Factor 13:  Energy Officer 1--only Responsibility

Yes No Total

A.  Mean                 (1) (2) (1) (2) (1) (2)

Adoption Rate 0.20 0.48 0.27 0.41 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.006 0.007 0.04

Sig. Level 0.67 0.65 0.56

Factor 14: Energy  0 f ficer 2--Chief Of ficer

Yes No Total

A.  Mean                 (1) (2) (1) (2)        (1)      (2)

Adoption Rate 0.43 0.43 0.20 0.42 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.11 0.0004 0.20

Sig. Level 0.07 0.91 0.06

Factor 15:  Energy Officer 3--Technology/Science Background

Yes NO Total

A. Mean (1) (2) (1)      (2) (1) (2)

Adoption Rate 0.19 0.45 0.31 0.40 0.25 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 2

Eigen Value 0.04 0.005 0.13

Sig. Level 0.25 0.70 0.16

Factor 16:  Energy Officer 4:  Business/Finance Background

Yes No Total

A. Mean (1)       (2)        (1)      (2)        (1)      (2)
Adoption Rate 0.22 0.33 0.27 0.45 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.003 0.029 0.035

Sig. Level 0.75 0.35 0.60
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Factor 17: Information 1: Industrial Association

Yes No Total

A. Mean (1)      (2) (1) (2) (1) (2)

Adoption Rate 0.25 0.47 0.27 0.31 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.0007 0.008 0.16

Sig. Level 0.88 0.16 0.115

Factor 18: Information 2: Utility Company

Yes No Total

A. Mean (1) (2) (1) (2) (1)      (2)

Adoption Rate 0.26 0.42 0.25 0.43 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.001 0.002 0.003

Sig. Level 0.80 0.90 0.95

Factor 19: Information 3: Government

Yes               No               Total

A.  Mean                 (1)      (2)        (1) (2) (1) . (2)

Adoption Rate 0.35 0.60 0.22 0.36 0.25 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.03 0.13 0.15

Sig. Level 0.30 0.05 0.13

Factor 20: Information 4: Other Firms

Yes               No               Total

A. Mean (1)      (2)        (1)      (2)        (1)      (2)
Adoption Rate 0.25 0.44 0.26 0.41 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.0002 0.002 0.005

Sig. Level 0.90 0.80 0.90
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Factor 21: Information 5: Consultants

Yes               No               Total

A. Mean (1)      (2)        (1) (2) (1) (2)
Adoption Rate 0.36 0.53 0.21 0.36 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.06. 0.06 0.07

Sig. Level 0.18 0.18 0.35

Factor 22.  Information 6: Within Firm

Yes No Total

A.  Mean                 (1) (2) (1) (2) (1) (2)
Adoption Rate 0.26 0.37 0.25 0.48 0.25 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.0001 0.03 0.07

Sig. Level 0.90 0.31 0.30

Factor 23: Industrial Associations

Yes No Total

A.  Mean                 (1)      (2)        (1) (2) (1)      (2)
Adoption Rate 0.24 0.46 0.29 0.33 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.007 0.04 0.14

Sig. Level 0.60 0.20 0.13

Factor 24: Energy Committee

Yes No Total

A. Mean (1)      (2)        (1)      (2)        (1)      (2)
Adoption Rate 0.22 0.44 0.27 0.41 0.26 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.007 0.0015 0.02

Sig. Level 0.60 0.80 0.70
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Factor 25: Perception: Government as Major Cause for the Energy Crisis

Yes               No               Total

A.  Mean                 (1)      (2) (1) (2) (1) (2)

Adoption Rate 0.21 0.51 0.28 0.37 0.25 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.014 0.05 0.21

Sig. Level 0.50 0.2 0.06

Factor 26: Communication Within Firm

Level 1 Level 2 Level 3 Level 4 Total

A. Mean (1)     (2)        (1)     (2)      Cl)     (2)      (1)     (2)        (1)     (2)
Adoption Rate 0.33 0.51 0.26 0.26 0.21 0.35 0.17 0.42 0.25 0.42

B.  Test Result Analysis 1 Analysis 2 Analysis 3

Eigen Value 0.05 0.09 0.12

Sig. Level 0.68 0.40 0.58
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APPENDIX 6. THE RESULT OF TWO-WAY FACTORIAL ANALYSES
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Two-way Factorial Design:  Probability Levels of Factors Influencing Adoption Rates*

Ho 1 Ho 2 Ho 3

(Post-1973) (Total) (Combined)

Region 0:83 0.81 0.97

Energy Intensity 0.16 0.34 0.38

Interaction 0.28 0.73 0.49

Region 0.24 0.35 0.01

Natural gas 0.35 0.95 0.30

Interaction 0.38 0.43 0.05_

Region 0.34 0.12 0.001

Growth 0.73 0.13 0.11

Interaction 0..66 0.13 0.01

Region 0.008 0.18 0.03

Payback 0.006 0.04 0.02
--

Interaction 0.01 0.16 0.06

Region 0.66 0.90 0.72

Chief Officer 0.86 0.79 0.82

Interaction 0.43 0.81 0.34

Region 0.08 0.16 0.22

Govt. information 0.09 0.04 0.13

Interaction 0.17 0.13 0.30

Region 0.47 0.38 0.68

Consultants 0.46 0.19 0.42

Interaction 0.79 0.32 0.52

Region ' 0.01 0.14 0.06

Govt. as cause 0.06 0.06 0.14

Interaction 0.04 0.11 0.13

\

Energy intensity 0.62 0.12 0.22

Natural gas 0.69 0.21 0.38

Interaction 0.65 0.14 0.27

Energy intensity 0.26 0.46 0.04

Growth 0.62 0.94 0.71

Interaction 0.21 0.90 0.14

Energy intensity 0.84 0.53 0.62

Payback 0.35 0.44 0.64

Interaction 0.75 0.82 0.82

*Significant factors (probability 6 percent or less that factors have no

effuct) are underlined
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Ho 1 Ho 2 Ho 3

Energy intensity 0.08 0.20 0.23

Chief officer 0.23 0.29 0.48

Interaction 0.08 0.35 0.20

Energy intensity 0.40 0.21 0.47

Govt. information 0.58 0.56 0.82

Interaction 0.42 0.31 0.59

Energy intensity **
Consultants

Interaction

Energy intensity 0.35 0.67 0.20

Govt. as cause 0.43 0.76 0.68

Interaction 0.23 0.96 0.25

Natural gas 0.22 0.35 0.02

Growth 0.04 0.86 0.01

Interaction 0.04 0.86 0.01-

Natural gas 0.94 0.48 0.61

Payback 0.69 0.34 0.61

Interaction 0.93 0.67 0.82

Natural gas 0.49 0.81 0.74

Chief officer 0.31 0.83 0.26

Interaction 0.55 0.82 0.55

Natural gas 0.19 0.12 0.30

Govt. information 0.13 0.12 0.25

Interaction 0.18 0.21 0.37

Natural gas 0.16 0.72 0.25

Consultants 0.08 0.98 0.06

Interaction 0.14 0.87 0.10

Natural gas 0.46 0.01 0.02-

Govt. as cause 0.71 0.03. 0.03

Interaction 0.57 0.05 0.08

Growth 0.04 0.52 0.08

Payback 0.37 0.76 0.35

Interaction 0.10 0.55 0.22

Growth 0.20 0.11 0.28

Chief officer 0.62 0.13 0.24

Interaction 0.35 0.11 0.28

Growth 0.08 0.64 0.14

Govt. information 0.33 0.84 0.32

Interaction 0.19 0.65 0.36
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Ho 1 Ho 2 Ho 3

Growth 0.04 0.15 0.13
Consultants O-716 0.26 0.37
Interaction 0.09 0.12 0.22

Growth 0.02 0.78 0.0006
Govt. as cause 0.05 0.48 0.0006
Interaction 0.08 0.72 0.0048

Payback 0.05 0.08 0.13
Chief officer 0.05 0.21 0.15
Interaction 0.10 0.21 0.26

Payback 0.92 0.35 0.54
Govt. information 0.83 0.48 0.56
Interaction 0.73 0.69 0.70

Payback 0.18 0.28 0.40
Consultants 0.24 0.48 0.52
Interaction 0.35 0.64 0.65

Payback 0.02 0.11 0.07
Govt. as cause 0.10 0.26 0.26
Interaction 0.06 0.32 0.16

Chief officer 0.04 0.34 0.12
Govt. information 0.07 0.16 0.20
Interaction 0.11 0.33 0.28

Chief officer 0.04 0.26 0.12
Consultants 0.06 0.12 0.18
Interaction 0.09 0.20 0.25

Chief officer 0.27 0.90 0.22
Govt. as cause 0.58 0.93 0.76
Interaction 0.50 0.84 0.48

Govt. information 0.17 0.24 0.38
Consultants 0.13 0.44 0.31
Interaction 0.18 0.47 0.42

Govt. information 0.43 0.52 0.73
Govt. as cause 0.79 0.75 0.95
Interaction· 0.63 0.94 0.83

Consultants 0.66 0.76 0.65
Govt. as cause 0.88 0.72 0.93
Interaction 0.96 0.48 0.60

**Singular matrix; results unobtainable.  Singular matrices means that one or more
row/column entries in a matrix is (are) linear combination of other row/column
entries.  This property would not allow for inversion of the matrix with normal

procedures (except by means of a generalized inverse method).  Thus solutions
cannot be obtained in the analysis.
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APPENDIX 7:  '

Significance Tests From Policy Option Responses

by Firm Characteristic Factors
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Key to dependent variables

A = Effectiveness
B = Attractiveness to industry in general
C = Attractiveness to own firm
M = Multivariate

Numbers following variable letters refer

to policy options (1, 2, ..., 12)

Policy Option 1: Policy Option 2:
Use of Recycled Material Deregulation of Energy Prices

Percent of Percent of
Dependent variance Prob. Dependent variance Prob.

Factor variable explained > F. variable explained >F.

1.  Region            Al 4.1 0.36 A2 0.4 0.76
(Binghamton vs    Bl 0.0 1.000 B2 1.8 0.52
Allentown)        Cl 3.3 0.4 C2 7.3 O.19

M                   0.5              M                    0.28

2.   Energy cutback Al 0.0 1.00 A2 1.1 0.60
(cutbacks vs.     Bl 4.7 0.33 B2 1.9 0.57
no cutback)       Cl 2.4 0.48              C2 1.8 0.52

M                    0.34              M                     0.93

3.   Disruption of     Al        11.4 . 0.12 A2 0.4 0.73
production        Bl 1.4 0.59 B2 8.0 0.17
(disruption vs.   Cl 15.8 0.06              C2 12.3 0.08
no disruption)    M                    0.14              M                     0.30

6.   Dependence on     Al 1.7 0.56              A2 5.6 0.25
natural gas       Bl 0.0 1.00 B2 5.6 0.25
(yes or no)       Cl 1.5 0.58 C2 8.0 0.16

M                   0.83             M                    0.54

5.   Energy Officer 1: Al 3.1 0.43 A2 1.9 0.50
energy is         Bl 3.4 0.40 B2 1.9 0.50
officer's only    Cl 8.0 0.20              (2 0.8 0.66
responsibility M 0,60              M                     0.33

6.   Energy officer 2: Al 5.7 0.28 A2 8.7 0.15
energy officer is Bl 14.5 0.08              B2 19.4 0.02
also the chief    Cl 20.9 0.03              C2 24.0 0.013

officer           M                    0.14              M                     0.11

7.   Energy officer 3: Al 0.0 1.00 A2 0.0 0.90
Energy officer    Bl 1.1 0.6 B2 8.3 0.06
with technology/ Cl 8.3 0.19              C2 2.6 0.44

science back-     M                    0.53              M                     0.10
ground
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Percent of Percent of

Dependent variance Prob. Dependent variance Prob.
Factor variable explained > F. variable explained > F.

8.  Energy officer 4: Al 11.4 0.12              A2 13.2 0.07

Energy officer Bl 5.7 0.28              B2 3.6 0.36

with business/    Cl 5.5 0.73              C2 14.8 0.05

finance back-     M                    0.48              M                     0.01

ground

9. Energy Al 10.4 0.14 A2 3.3 0.38
Committee (yes Bl 5.2 0.30             B2 10.4 0.11

or no, within     Cl 0.0 0.96              C2 24.0 0.012

the firm)         M                    0.42              M                     0.05

10.  Energy intensity Al 12.9 0:099             A2 5.8 0.24
(high vs. Bl 14.6 0.07              B2 11.3 0.09
medium & low)     Cl 6.5 0.25              C2 19.8 0.026

M                    0.3               M                     0.15

11. Firm size Al 1.8 0.54 A2 1.0 0.64
(five levels) Bl 1.1 0.63              B2 2.1 0.48

Cl 4.6 0.33             C2 0.0 0.97

M                    0.81              M                     0.48

12. Degree of Al 6.4 0.25 A2 0.6 0.73
Automation Bl 11.2 0.12              B2 4.9 .0.28
(three levels)    Cl 2.4 0.48              C2 6.1 0.23

M                    0.13              M                     0.64

13.  Age of equip- Al 8.0 Q.20 A2 1.9 0.50
ment (three Bl 1.4 0.59              B2 1.4 0.56
levels)           Cl 2.9 0.44              C2 2.0 0.49

M                    0.24              M                     0.89

14. Centralized Al 2.6 0.55              A2 0.0 0.91

authority Bl 0.0 1.00               B2 0.0 0.94

(total autonomy   Cl 21.0 0.03              C2 0.4 0.74

vs. firm         M                   0.09             M                    0.94
dependence on a
mother company)

15.  Degree of         Al 0.2 0.85              A2 0.4 0.74
communication     Bl 0.2 0.84              B2 1.5 0.55
within the        Cl 1.6 0.56              C2 3.5 0.37

firm (four        M                    0.71              M                     0.81
levels)

16. Energy Al 10.4 0.14             A2 0.0 0.94
information 1:    Bl 20.9 0.03              B2 0.3 0.77
industrial        Cl 4.6 0.33              C2 5.2 0.27

association       M                    0.22              M                     0.33
(yes or n6)
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Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained > F. variable explained > F.

17. Energy Al 0.0 1.00              A2 11.4 0.098

information 2: Bl 1.1 0.63              B2 8.3 0.16

utility           Cl 0.3 0.79              C2 2.6 0.44

company           M                    0.87              M                     0.311

(yes or no)

18.  Energy            Al 0.0 1.00              A2 7.0 0.19

information 3: Bl 0.57 1.6               B2 0.4 0.75

government (yes   Cl 0.2 0.85              C2 1.8 0.52

or no)            M                    0.89              M                     0.35

19. Energy Al 29.1 0.009              A2 0.4 0.73

information 4: Bl 20.9 0.03              B2 8.0 0.17

other firms       Cl 21.4 0.03              C2 2.7 0.43

(yes or no)       M                    0.04              M                     0.30

20. Energy Al 9.8 0.15               A2 8.7 0.15

information 5: Bl 11.0 0.13 B2 11.3 0.10

Consulting        Cl 3.9 0.37              C2 15.4 0.05

firms   (yes   or             M                                                    0.4 8                                     M                                                       0.2 7

no)

21. Energy            Al 0.0 1.00              A2 5.3 0.26

information 6: Bl 1.2 0.61              B2 5.6 0.25

within the firm   Cl 1.5 0.58              C2 10.0 0.12

(yes or no)       M                    0.60              M                     0.42

22. Member of an      Al 17.4 0.05              A2 4.7 0.29

industrial Bl 30.7 0.007             B2 3.7 0.35

association       Cl 1.6 0.56              C2 11.4 0.09

(yes or no)       M                    0.05              M                     0.21

23. Consideration of Al 0.0 1.00              A2 5.6 0.25

a longer payback Bl 0.0 1.00              B2 5.6 0.25

period (yes or    Cl 1.5 0.'58             C2 0.4 0.75

no)               M                    0.39              M                     0.31

24. Growth state      Al 0.6 0.73              A2 1.7 0.53

(three stages) Bl 0.6 0.71              B2 5.0 0.28

Cl 6.3 0.26              C2 2.7 0.42

M                    0.73              M                     0.73

25.  R&D (yes or      Al 4.1 0.36              A2 4.4 0.39

no)               Bl 10.3 0.14              B2 1.7 0.52

Cl 3.3 0.41              C2 3.3 0.38

M                   0.55             M                    0.75

26. Perceives the     Al 0.0 1.00              A2 3.8 0.34

government as     Bl 5.7 0.20              B2 0.6 0.70

the major cause   Cl 9.7 0.15              C2 2.7 0.43

of the recent     M                    0.27              M                     0.54

energy disaster

(yes or no)
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Key to dependent variables

A = Effectiveness
B - Attractiveness to industry in general

C = Attractiveness to own firm

M = Multivariate

Numbers following variable letters refer

to policy options (1, 2, ..., 12)

Policy Option 3: Policy Option 4:
Federal Tax on Energy Off-Peak Use Incentive

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.
Factor variable explained , F. variable explained > F.

1.  Region            A3 4.3 0.36              A4 0.0 1.00
(Binghamton vs. B3 7.6 0.22              B4 3.9 0.39
Allentown)        C3 5.1 0.32              C4 6.9 0.20

M                    0.68              M                     0.34

2.  Energy cutback    A3 ,2.4 0.50              A4 0.8 0.66
(cutbacks vs.     B3 0.1 0.88              B4 0.6 0.71
no cutback)       C3 5.1 0.32              C4 3.7 0.35

M                    0.19              M                     0.50

3.  Disruption of     A3 1.3 0.62              A4 1.0 0.63

production        B3 1.3 0.62              B4 0.6 0.70

(disruption vs.   C3 0.0 0.92              C4 0.0 1.92
no disruption)    M                    0.64              M                     0.54

4.  Dependence on     A3 0.0 0.97              A4 1.3 0.59
natural gas       B3 22.7 0.029             B4 0.2 0.82

(yes or no)       C3 16.0 0.07              C4 1.4 0.57

M                    0.04              M                     0.59

5.  Energy Officer 1: A3 5.1 0.32              A4 2.7 0.43

energy is         B3 2.1 0.52              B4 8.4 0.16

officer's only    C3 2.0 0.52               C4 1.9 0.50

responsibility M 0.81              M                     0.07

6.  Energy officer 2: A3 0.0 0.97              A4 17.5 0.03
energy officer is B3 3.8 0.39              34 4.6 0.30

also the chief    C3 6.1 0.27              C4 7.0 0.20

officer           M                    0.63              M                     0.11

7.  Energy officer 3: A3 0.7 0.70              A4 3.2 0.38

Energy officer    B3 0.7 0.70              B3 5.7 0.24

with technology/ C3 0.1 0.87              C4 11.7 0.09

science back-    M                    0.85              M                     0.20.

ground

8.  Energy officer 4: A3 0.0 0.93              A4 1.0 0.63

Energy officer    B3 0.0 0.93              B4 1.7 Q.52

with business/    C3 1.5 0.59              C4 3.6 0.36

finance back-     M                    0.80              M                     0.44

ground
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Policy 3&4 (cont'd)

Percent of Percent of

Dependent variance Prob. Dipendent variance Prob.

Factor variable explained >F. variable explained > F.

9.  EnergY                                                  B4 0.3 0.78

A3 0.2 0.85             A4 0.9 0.64

committee         B3 1.2 0.19

(yes or no,       C3 5.3 0.31              C4 0.0 0.92

within the       M                   0.51             M                    0.74
firm)

10.  Energy intensity A3 1.4 0.60              A4 1.9 0.50

(high vs. B3 1.4 0.60              B4 3.4 0.37

medium & low)     C3 4.8 0.33              C4 6.9 0.20

M                    0.44              M                     0.13

11. Firm size         A3 24.4 0.02              A4 3.2 .0.39

(five levels)     B3 6.5 0.26               B4 3.1 0.39
C3 6.5 0.26              C4 5.4 0.26

M          0.17                        M                     0.12

12.  Degree of         A3 0.2 0.83              A4 3.2 0.39

automation B3 2.6 0.47              A4 1.0 0.62

(three levels)    C3 2.8 0.46               C4 3.6 0.36

M                    0.89              M                     0.39

13.  Age of            A3 9.1 0.18              A4 2.4 0.46
equipment         B3 23.1 0.02 B4 0.5 0.·73

(three levels)    C3 20.6 0.038             C4 0.6 0.71

M                    0.19              M                     0.89

14. Centralized A3 2.5 0.49              A4 11.3 0.10

authority (total B3 3.3 0.42              B4 0.7 0.67

autonomy vs.      C3 2.9 0.45              C4 1.6 0.54

firm dependence M 0.88             M                    0.21
on a mother

company)

15.  Degree of         A3 12.8 0.11              A4 0.1 0.86

communication    B3 0.0 0.96              B4 1.5 0.55

within the        C3 3.9 0.38              C4                    1.00

firm (four        M                    0.06              M                     0.27

levels)

16. Energy           A3 8.1 0.21             A4 3.7 0.35

information 1: B3 6.0 0.28              B4 0.3 0.78

industrial        C3 2.7 0.47              C4 1.4 0.56

association       M                    0.58              M                     0.36

(yes or no)

17. Energy            A3 0.0 0.93              A4 3.5 0.37

information 2: B3 2.3 0.51              B4 4.5 0.31

utility company   C3 1.5 0.59 C4- 1.9 0.51

(yes or no)       M                    0.85              M                     0.59
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Policy 3&4 (cont'd)

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained > F. variable explained 7 F.

18. Energy            A3 6.0 0.28              A4                    1.00

information 3: B3 1.3 0.62             B4 1.7 0.52

government C3 2.7 0.47              C4 0.0 0.92

(yes or no)       M                    0.27              M                     0.08

19. Energy           A3 4.5 0.35              A4 3.7 0.35

information 4: B3 0.7 0.71             B4 12.4 0.08

other firms C3 10..3 0.15              C4 8.0 0.17

(yes or no)       M                    0.08              M                     0.28

20. Energy            A3 0.1 0.88              A4 3.5 0.37

information 5: B3 2.4 0.50              B4                    0.95

consulting        C3 5.1 0.32              C4 1.9 0.51

firms             M                    0.64              M                     0.17

(yes or no)

21. Energy A3 2.3 0.51              A4 0.9 0.64

information 6: B3 8.1 0.21              B4 0.2 0.83

within the firm   C3 1.5 0.59              C4 0.0 0.92

(yes or no)       M                    0.09              M                     0.60

22. Member of an A3 2.9 0.46              A4 0.9 0.65

industrial        B3 2.9 0.46              B4 3.5 0.36

association       C3 0.8 0.60             C4 6.5 0.21

(yes or no)       M                    0.81              M                     0.24

23. Consideration of  A3 7.2 0.23             A4 0.0 1.00

a longer pay-     B3 19.7 0.04             B4 0.1 0.86

back period       C3 12.0 0.12             C4 0.2 0.80

(yes or no)       M                    0.25              M                     0.61

24. Growth state A3 12.6 0.11 A4 0.1 0.73

(three stages)    B3 8.9 0.18             B4 0.1 0.88

C3 17.8 0.056             C4 0.6 0.72

M                   0.18             M                    0.88

25. R&D               A3 1.1 0.63              A4 0.0 1.00

(yes or no) B3 0.8 0.69              84 0.6 0.70

C3 2.2 0.48              C4 0.6 0.71

M                    0.86              M                     0.96

26. Perceives the     A3 2.9 0.46              A4 0.9 0.64

government as B3 · 0.7 0.71              B4 2.2 0.48

the major cause   C3 0.2 0.84              C4 0.6 0.70

of the recent     M                    0.66              M                     0.32

energy disaster

(yes or no)
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Key to dependent variables

A = Effectiveness

B = Attractiveness to industry in general
C = Attractiveness to own firm

M = Multivariate

Numbers following variable letters refer

to policy options (1, 2, ..., 12)

Policy Option 5: Policy Option 6:
Fed. Mandate Energy Allocation Favorable Loan Terms

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained 7 F. variable explained > F.

1.  Region           A5 3.2 0.36              A6 0.0 0.91

Binghamton vs.    B5 0.0 0.91 B6 2.8 0.41

Allentown)        C5 0.6 0.70              C6 0.8 0.66

M                    0.43              M                     0.52

2.  Energy cutback A5 0.1 0.87              A6 14.5 0.27

(cutbacks vs. B5 5.4 0.23              B6 8.9 0.14

no cutback)       C5 7.8 0.15              C6 9.8 0.12

M                    0.34              M                     0.52

3.  Disruption of     A5 16.2 0.03              A6 0.0 0.93

production        B5 4.7 0.27              86 1.4 0.56

(disruption vs.   C5 5.3 0.24              C6 2.2 0.47
no disruption)    M                    0.007             M                     0.77

4.  Dependence on     A5 10.2 0.10               A6 3.6 0.36
natural gas       B5 6.2 0.20              B6 1.6 0.54

(yes or no)       C5 6.2 0.20              C6 2.1 0.49

M                    0.02              M                     0.31

5.  Energy officer 1: A5 0.6 0.70              A6 3.1 0.39
energy is         85 2.8 0.39              B6 0.4 0.75
officer's only C5 1.8 0.50              C6 6.5 0.21

responsibility    M 0.66              M                     0.0025

6.  Energy officer 2: A5 1.0 0.60              A6 12.3 0.08

energy officer    B5 4.7 0.27              B6 26.5 0.07
is also the       C5 5.3 0.24              C6 12.9 0.07

chief officer     M                    0.41              M                     0.29     -

7.  Energy officer 3: A5 1.1 0.59              A6 6.6 0.21

energy officer    B5 9.4 0.11              B6 1.4 0.55
with technology/ C5 5.3 0.24 C6 0.2 0.82

science back-     M                    0.13              M                     0.19

ground

8.  Energy officer 4: A5 0.9 0.63              A6 0.9 0.64

energy officer    B5 0.8 0.68              B6 18.0 0.03

with business/    C5 0.0 0.92              C6 12.3 0.08

finance back-     M                     0.27               M                      0.02

ground
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Percent of Percent of

Dependent variance Prob. Dependent variance Prob.
Factor variable explained 7 F. variable explained > F.

9.  Energy           A5 4.3 0.29              A6 2.6 0.43
committee B5 7.1 0.17              B6 1.0 0.62

(yes or no,       C5 10.6 0.09              (6 -2.8 0.42

within the        M                    0.32              M                     0.62
firm)

10. Energy           A5 0.8 0.65              A6 0.0 1.00
intensity         B5 1.5 0.54              86 10.7 0.11

(high vs.         C5 2.7 0.40              C6 12.5 0.08

medium & low)     M                    0.53              M                     0.16

11. Firm size A5 0.0 0.92              A6 6.6 0.21

(five levels) B5 4.2 0.30             B6 0.8 0.66
C5 1.6 0.52              C6 0.0 1.00

M                    0.40              M                     0.18

12.  Degree of         A5 4.9 0.42             A6 1.3 0.58
automation        B5 0.3 0.76              B6 0.4 0.82

(three levels)    C5 0.1 0.84              C6 1.0 0.62

M                    0.83              M                     0.47

13.  Age of equip-     A5 0.0 0.94             A6 1.1 0.59

ment (three       B5 2.2 0.45              B6 3.1 0.39

levels)           C5 0.5 0.72              C6 1.1 0.61

M                    0.50              M                     0.40

14. Centralized       A5 0.0 0.96              A6 9.7 0.12

authority         B5 4.5 0.28              B6 0.0 0.95

(total            C5 4.5 0.28              C6 0.0 0.92

autonomy vs.      M                    0.70              M                     0.18
firm

dependence on
a mother

company)

15.'  Degree of         A5 10.7 0.09              A6 5.5 0.25
communication     B5 3.1 0.37              B6 4.6 0.30
within the        C5 4.8 0.27              C6 7.4 0.18

firm (four        M                    0.02              M                     0.48

levels)

16. Energy            A5 1.5 0.53              A6 3.3 0.37
information 1:    B5 4.5 0.28              B6 1.4 0.56

industrial        C5 7.2 0.17 C6 0.0 0.90

association       M                    0.46              M                     0.21

(yes or no)

17. Energy            A5 1.4 0.54             A6 9.4 0.13
information 2:    B5 1.3 0.57              B6 14.5 0.05

utility company   C5 0.3 0.77              C6 15.6 0.05

(yes or no)       M                    0.61              M                     0.28
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Policy Option 5&6 (cont'd)

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained > F. variable explained ..21·

18. Energy           A5 0.8 0.64              A6 11.6 0.09

information 3:    B5 0.1 0.87              B6 0.0 0.90

government        C5 0.3 0.77              C6 0.6 0.69

(yes or no)       M                    0.85              M                     0.09

19. Energy           A5 4.1 0.30              A6 0.0 0.93

information 4: B5 4.7 0.27              B6 1.4 0.56

other firms       C5 5.3 0.24              C6 2.2 0.47

(yes or no)       M                    0.18              M                     0.77

20. Energy            A5 0.1 0.87              A6 7.5 0.18

information 5:    B5 2.8 0.39              B6 0.5 0.72

consulting                   -65 3.7 0.33              C6 1.0 0.62

firms             M                    0.68              M                     0.15

(yes or no)

21. Energy            A5 0.0 0.25              A6 0.2 0.08

information 6:    B5 0.1 0.85              B6 2.7 0.42

within the firm   C5 0.0 0.96               C6 3.7 0.35

(yes or no)       M                    0.53              M                     0.74

22. Member of an     A5 0.2 0.82              A6 0.0 0.88

industrial        B5 2.5 0.42              B6 1.0 0.62

association       C5 4.6 0.27              C6 2.8 0.42

(yes or no)       M                    0.55              M                     0.45

23. Consideration of A5 3.0 0.38             A6 0.2 0.82

a longer pay-    B5 6.2 0.20              B6 8.3 0.16

back period       C5 6.2 0.20              C6 8.3 0.16

(yes or no)       M                    0.65              M                     0.46

24. Growth state      A5 1.3 0.55             A6 1.3 0.57

(three stages)    B5 2.2 0.45              B6 1.4 0.56

C5 2.2 0.45              C6 0.8 0.66

M                    0.63              M                     0.87

25. R&D               A5 13.8 0.05              A6 1.3 0.56

(yes or no)       B5 0.2 0.79              B6 0.7 0.52

C5 0.9 0.62               C6 3.4 0.37

M                    0.24              M                   · 0.28

26. Perceives the     A5 13.3 0.06              A6 0.4 0.75

government as B5· 0.0 0.98              B6 0.5 0.72

the major cause   C5 0.1 0.87              C6 0.0 0.90

of the recent     M                    0.21              M                     0.39

energy disaster

(yes or no)
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Key to dependent variables

A = Effectiveness
B = Attractiveness to industry in general

C = Attractiveness to own firm

M = Multivariate
Numbdrs following variable letters refer

to policy .options (1, 2, ...; 12)

Policy Option 8:
Policy Option 7: Tax Credits

Federally Guaranteed Loans

Percent of Percent of

Dependent· variance Prob. Dependent variance Prob.

Factor variable explained > F. variable 'explained >F.

1. Region A7 0.0 0.93 A8 0.0 0.95

(Binghamton vs.   B7 1.5 0.56              B8 5.0 0.27

Allentown)        C7 0.4 0.75              C8 1.6 0.53

M                    0.59              M                     0.16

2.  Energy cutback    A7 13.5 0.07 A8
 .

0.1 0.85

(cutbacks vs B7 21.6 0.02              B8 7.8 0.17

no cutback)       C7 16.4 0.04 C8 f 8.3 0.16

M                   0.10             M      n            0.19

3.  Disruption ef     A7 6.3 0.23              A8 0.1 0.85

production        B7 2.2 0.4 9                                         88                1 0.0 0.93

(disruption vs.   (7 3.2 0.4 0                                         (8 0.9 0.64

no disruption)    M                    0.62              M                     0.48

4.  Dependence on    A7 1.5 0.56              A8 0.6 0.72

natural gas       B7 6.5 0.23 B8 4.2 0.32

(yes or no)       C7 7.9 0.18              C8 4.4 0.31

M                    0.30              M                     0.66

5.  Energy officer 1: A7 2.7 0.43                 A8 2.4 0.45

energy is         B7 1.7 0.53              B8 1.4 0.56

officer's only    C7 1.4 0.58              C8 1.5 0.55

responsibility M 0.85              M                     0.91

6.  Energy officer 2: A7 6.3 0.23 A8 .0..3 0.78

Energy officer    B7 6.4 0.23     ·         B8          0.5
· 0.73

is also the       C7 3.2 0.40              C8 0.9 0.64

chief officer     M                   0.20             M                    0.73

7.  Energy officer 3: A7 0.1 0.8 9                                         A8 4.1 0.32

Energy officer    B7 2.6 0.44                                         B8                             6.. 6 0.21

with technology/ C7 4.1 0.32              C8 2.6 0.43

science back- M 0.17             M                    0.31

ground

8.  Energy officer 4: A7 5.4 0.27  ·            A8          5.4. 0.26

energy officer    B7 15.0 0.06              88 16.7 0.04

with business/    (7 12.9 0.08 C8 10.7 0.11

finance back-     M.                   0.24              M                     0.11

ground
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Policy Option 7&8 (cont'd)

Percent of Percent of

Dependent v.ariance Prob. Dependent variance Prob.

„ Factor . ·. variable explained 7 F. variable explained 7 F.

9. Energy A7 0.1 0.69               A8 4.0 0.33
committee         B7 0.1 0.86              B8 7.8 0.17

(yes or no,       C7 0.0 1.00              C8 8.3 0.16
within the       M .0.71 M 0.58
firm)

10. Energy ihtensity A7 5.7 0.25             A8 0.6 0.71

(high vs. . ..B 7 .: 12.7
,
0.08 B8 7.7 0.17

medium & low) C7 9.1
-

0.15               C8 3.4 0.37

M                    0.29              M                     0.15

11. Firm size         A7 6.9 0.21              A8 3.0 0.40

(five levels)     B7 14.5 0.06              B8 4.9 0.28
C6 19.0 0.03               C8 1.0 0.63

M                    0.06              M                     0.17

12.- Degree of         A7 0.1 0.83              A8 9.4 0.13
automation        B7 0.8 0.67 B8 14.6 0.05

..

(three levels)    C7 2.0 0.50              C8 15.4 0.05

M                   0:54             M                    0.30

13.  Age of equip-    A7 0.6 0.71              A8 1.4 0.55

ment (three      B7 4.5 0.31              B8 11.4 0.09

levels)           C7 2.8 0.43             C8 9.7 0.12

M                    0.07              M                     0.22

14. Centralized       A7 0.1 0.84             A8 9.7 0.13

authority (total B7 1.6 0.54 B8 21.7 0.01

autonomy vs.      C7 0.5 0.73              C8 11.6 0.09

firm dependence M 0.70              M                     0.02
on a mother

company)

15.  Degree of        A7 9.3 0.14 A8 0.9 0.64
communication     B7 8.9 0.15 B8 0.0 0.96
within the       C7 6.2 0.23              C8 0.5 0.71

firm (four        M                    0.30              M                     0.65
levels)

16. Energy           A7 0.7 0.69              A8 1.4 0.55
information 1:    B7 1.9 0.51              B8 2.5 0.44
industrial        C7 1.0 0.63              C8 0.9 0.64

association       M                    0.84              M                     0.71
(yes or no)

17. Energy            A7 9.9 0.13 A8 18.5 0.03
information 2:    B7 4.9 0.29 B8 11.2 0.10

utility company   C7 7.0 0.21              C8         11.8 0.09

(yes or no)       M                    0.45              M                     0.21
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Policy Option 7 & 8 (cont'd)

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor· variable explained > F. variable explained > F.

18. Energy            A7 0.4 0.76 A8 1.4 0.56

information 3:    B7 0.7 0.69              B8 5.3 0.26

Government        C7 1.3 0.59              C8 5.5 0.25

(yes or no)       M                    0.30 M 0.66

19. Energy            A7 0.0 0.96 A8· „.. 4.0 0.33

information 4: B7 0.4 0.75 B8- 1.8 0.52
other firms       C7 0.1 0.86              C8 0.1 0.88

(yes or no) M 0.91                           M ... 0.24

20. Energy            A7 0.4 0.76              A8 1.4 0.55

information 5: B7 9.5 0.14 B8 1.8 0.52

consulting firms C7 5.1 0.28        ·     (8' 0.1. . 0.88

(yes or no)       M                    0.10              M              -      0.07

21.  Energy            A7 0.7 0.69 A8 5.4 0.26

information 6:    B7 0.1 0.86              B8 1.4 0.56

within the firm   C7 1.0 0.63              C8 3.5 0.37

(yes or no)       M                    0.63              M                     0.43

22. Member of an     A7 1.7 0.54              A8 0.6 ·0.72

industrial B7 3.0 0.42              B8 1.4 0.56

association       C7 2.3 0.53              C8 0.4 0.77

(yes or no)       M                    0.76              M                     0.76

23. Consideration of  A7 0.0 0.95              A8 0.6 0.72

a longer pay-     B7 1.8 0.53              B8 4.2 0.32

back period       C7 2.5 0.45              C8 4.4 0.31

(yes or no)       M                    0.35              M                     0.66

24. Growth state      A7 0.8 0.66              A8 0.1 -0.82

(three stages)    B7 4.7 0.30 B8 0.7 0.68

C7 1.6 0.55              C8          2.1 - 0.78

M                                                    0.2 5 M                                                       0.7 5

25. R&D A7 0.0 0..93                                               A8 9.9 0.12

(yes or no)       B7 0.5 0.73              B8 0.7 0.67

C7 0.1 0.87 C8 1.6 0.53

M                    0.87              M             ·       0.19

26. Perceives the     A7 0.4 0.76.              A8 1.4 0.55

government as     B7 0.1 0.89              B8 2.5 0.44

the major         C7 0.0 1.00              C8 5.7 0.27

cause of the      M                    0.75              M                     0.53

recent energy
disaster

(yes or no)
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Key to dependent variables

A = Effectiveness

B = Attractiveness to industry in general
C = Attractiveness to own firm

M = Multivariate

Numbers following variable letters refer

to policy options (1, 2, ..., 12)

Policy Option 9: Policy Option 10:

Government Sponsored Consultants Tax Credits for Energy Management

Program
'               Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained 7 F. variable explained 1 F.

1.  Region            A9 8.6 0.13 A10 3.7 0.34

(Binghamton vs.   B9 0.0 0.94 B10 2.8 -0.41

Allentown)        C9 0.5 0.70 Clo 1.0 0.61

M                   0.25             M                    0.70

2.  Energy cutback·   A9 18.6 0.02 A10 0.0 0.95

(cutbacks vs.     B9 7.9 0.15 B10 6.5 0.20

no cutback)       C9 7.9 0.15 Clo 6.0 0.22

M                    0.16              M           ·         0.25

3.  Disruption of     A9 2.0 0.47 A10 1.9 0.49

production        B9 2.7 0.41 B10 1.4 0.56

(2isruption vs.   (9 1.3 0.57 Clo 4.6 0.29

no disruption)   M                  0.66            M                   0-.12

4.  Dependence on     A9 5.2 0.24 A10 0.5 0.86

natural gas       B9 0.3 0.76 B10 3.9
.

0.32

(yes or no)       C9 0.9 0.63 Clo - 6.3 0.21

M                    0.68              M                     0.47

5.  Energy officer 1: A9 0.3 0.76 A10 0.4 0.76

energy is         B9 0.5 0.72 B10 0.6 · 0.69

officer's only (9 0.8 0.65 Clo 1.3 · .0.57

responsibility M 0.82              M              -       0.93

6.  Energy officer 2: A9 7.0 0.18 A10 8.2 0.15

energy officer B9 · 0.9 0.63 810 0.9 0.64

is also the       C9 1.9 0.48 Clo 4.3. 0.30

chief officer     M 0.59 M 0.14

7.  Energy officer 3: A9 3.7 0.33 A10 16.4 0.03

energy officer    B9 5.5 0.23 B10 20.6 0.02

with technology/  C9 - · 0.3 0.25 Clo 21.2 0.01

science back-     M                   '0.68              M                     0.12

ground
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Policy Option 9 & 10 (cont'd)

Percent of Percent

Dependent variance Prob. Dependent variance Prob.

Fact6r .. variable explained  2  > F. variable, explained               7 F.

8.  Energy officer 4: A9 0.1 0.88     ' A10 6.7 '0.20

Energy officer    B9 4.0 0.31 B10 26.9 2 0.006

with business/ C9 1.9 0.48 Clo 17.2 ... 0.03

finance  back-             M                                                    0.5 6                                     M                                                .·     0.0 2

ground

9.  Energy A9 0.9 0.22 A10 1:9 0.49

committee         B9 1.6 0.51 B10 0.7 0.67

(yes or no,       C9 0.8 0.65 Clo 2.9 0.40

within the firm) M 0.24              M                     0.61

10.  Energy intensity A9 0.7 0.66 A10 3.8 0.33

(high vs.         B9 5.4 0.24 B10 7.7 '0.17

medium & low)     C9 4.6 0.24 Clo 117 0.52

M                   0.70             M                    0.17

11.  Firm size         A9 5.4 0.24 A10 18.2. 0.02

(five levels)     B9 3.5 0.34 B10 15.8 0.04

C9
-

3.7 0.33 Clo 16.7 0.03

M                    0.69              M                     0.16

12. .Dhgree of         A9 0.4 0.76 A10 0.0 '0.98

automation        B9 0.0 0.94 B10 0.9 0.64

(three levels)    C9 0.0 0.92 Clo 2:6 . 0.42

M                    0.96              M                     0.70

13.  Age of equip-     A9 0.5 0.72 A10 0.1 - 0.85

ment (three       B9 0.3 0.77 B10 '1.1 0.60

levels)            C9 1.3 0.57 Clo 1.5 0.54

M                    0.80              M                     0.92

14. Centralized       A9 0.2 0.81 A10 :1..6 0.53

authority (total B9 0.0 0.97 · B10 5.1 0.26

autonomy vs.      C9 0.1 0.85 Clo 0.4 0.76

firm dependence M 0.90              M                     0.14

on a mother

company)

15.  Degree of         A9 1.7 0.51 A10 0.6 0.70

communication     B9 5.1 0.25 B10 1.5 0.54

within the firm   C9 8.8 0.13 Clo ':0.2 " 0.82

0.75
(four levels)     M                    0.32              M

16. Energy           A9 0.3 0.76 A10 0.7 .0.67

information 1:    B9 0.1 0.87 B10 4.9 ,0.27

industrial        C9 0.0 1.00 Clo 1.4 0.56

association       M                    0.94             
 M                     0·42

(yes or no)

17. Energy           A9 0.8 0.65 A10 11.5 0.08

information 2:    B9       . 4.4 0.29 B10 3.8 0.33

utility company   C9 1.5 0.53 Clo 4.6 0.30

(yes or no)       M                    0.40           
   M                     0.38
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Policy Option 9 & 10 (cont'd)

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor. .. variable explained 7 F. variable explained >F.

18,2. Ener.gy...r .'...      A9   ., 0.8 0.64 AlG 1.3 0.57
information 3: -B9 0.1 0.90 B10 7.2 0.18

government        C9 0.4 0.73 Clo 10.6 0.10

(yes or no)       M                 '· 0.90              M                     0.35

19. Energy A9 2.0 0.47 A10 4.0 0.32
information 4:    B9 13.3 0.06 B10 18.2 0.02
other firms       C9 8.9 0.13 Clo 25.5 0.008
(yes or no)       M                  . 0.25              M                     .0.04

20. .Energy .,          A9 0.2 0.82 A10 0:7 0.87
-  information 5:    89 0.1 ·. 0.85 810 0.7 0.67

consulting firms C9 0.5 0.72 Clo 0.0 0.91
(yes orEno)       M                    0.93              M                     0.35

21. Energy A9 1.0 0.61 A10 0.2 0.80
·information 6: B9 . 3.7 0.33 B10 0.1 0.88
within the firm   C9 2.4 0.43 Clo 2.0 0.49

(yes or no)       M.                    0.76              M                     0.13

22.  Member of an     A9 0.6
.
0.70 A10 1.5 0.54

industrial        B9 0.0 0.98 B10 5.8 0.23
association       C9 0.0 0.92 Clo 1.7 0.52
(yes or no)       M                    0.96              M              ·       0.37

23.  Consideration of A9 11.5 0.08 A10 . ,1.0 0.63

a longer pay-     B9 3.2 0.37 B10 0.6 0.70

back period       C9 4.2 0.30 Clo 1.9 0.49

(yes or no)       M                    0.40              M                     0.50

24.  Growth state      A9. 2.1 0.46 A10 0.4 0.76

(three stages)    B9 6.9 , 0.18 B10 1.1 0.61
C9 7.3 0.17 Clo 0.3 0.78
M .

0.61              M                     0.91

25.:  R&D               A9 1.1 , 0.59 A10 9.0 0.13

(yes or no)       B9 10.7 0.09 B10 0.5 0.72
C9 0.3 0.25 Clo 3.7 0.34

M                    0.17              M               '    .0.09

26. Perceives the     A9 0.4 0.76 A10 10.2 0.11

government as B9 12.7 0.06 B10 6.5 0.20

the major cause C9.- 12.9 0.06               (10 '6.0 -0.22

of the recent     M                    0.20              M            '   ,     0.48
energy disaster
(yes or no)
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Key to dependent variables

A = Effectiveness
B = Attractiveness to industry in general

C = Attractiveness to own firm
M = Multivariate
Numbers followidg variable letters refer

to policy options (1, 2, ...,-12)

Policy Option 11: Policy Option 12:
R&D Sponsored by Government Agencies R&D by Industries Subsidized by Federal

Incentives

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained >F. variable explained 7 F.

1. Region All 18.9 0.02 A12 5.0 '0.34

(Binghamton vs. Bll 1.3 0.55 B12 0.6 0.75

Allentown) Cll 1.4 0.55 C12 0.6 0.75

M                    0.02              M                     0.37

2.  Energy cutback All. 2.5 0.43 A12 0.8 0.70

(cutbacks vs. Bll 3.3 0.37 B12 0.8 0.70
no cutback) Cll 3.3 0.37 C12 ·

0.·.8 0.70 .

M                    0.66              M                     0.71

3.  Disruption Of All 1.7 0.52 A12 · ·0.2  -  '0.83 -

production Bll 2.1 0.47 B12 4.5 . 0.36

(disruption vs. Cll 2.1 0,47 C12 4.5 0.36

no disruption)    M                    0.76              M                     0.46

4.  Dependence on All 0.2 0.83 A12., 1.7. 0.58
natural gas Bll 5.3 0.25 B12 .0.1 0.85

(yes or no) Cll 5.3 0.25 C12 0..1 0.85
M                  0.36             M ..--5-·17 0.85

5.  Energy officer 1: All 4.4 0.30 A12 0.0 .1.00

energy is Bll 3.7 0.34 B12 0.0 1.00
officer's only Cll 3.7 0.34 C12 0.0   ·.... 1.00

responsibility M 0.56             M

6.  Energy officer 2: All 2.1 0.47 A12 0.2 i.   0.83

energy officer Bll 1.9 0.49 B12 4.5 0.36
is also the Cll 1.9 0.49 C12 4.5 0.36

chief officer     M                    0.16              M            ·      .. 0.46

7.  Energy officer 3: All 2.7 0.42 A12 0.3 0.79

Energy officer Bll 1.1 0.61 B12 0.8- 0.70
with technology/ Cll 1.1 0.61 C12 0.8 0.70

science back-    M 0.72 M . 0.92

ground

8.  Energy officer 4: All 0.3 0.79 A12 0.1 -0.85

energy officer Bll 2.9 0.40 B12 4.6 0.36
with business/ Cll 2.9 0.40 C12 4.6 0.36

finance back-     M                    0.31              M                     0.46

ground
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Policy Option 11 ,& 12 (cont'd)

"        Percent of Percent of

Dependent variance Prob. Dependent variance Prob.
Factor variable explained 7 F. variable explained 7 F.

9. Energy All 19.4 0.02 A12 7.6 0.23
committee Bll 2.3 0.42 B12 1.2 0.63
(yes or'no,· ' ,Cll 2.3 0.42 ., C12 1.2 0.63

within· · the  fi_rm) ·   M·          . . 0.03 M <     ·            0.17
I_ /

10.  Energy intensity ·All 5.2 0.20 A12 67.0 0.92
(high  vs: "5 Bll 8.5 0.14 B12 3.2 0.44

, medium & 104> Cll 8.5 0.14 C12 3.2 0.44
-<,

M                    0.30              M                    . 0.61

11. Firm size All 0.4 0.75 A12 3.0 0.45

(five levels) Bll 0.4 0.75 B12 1.3 0.62
Cll , 0.4 0.75 C12 1.3 0.62

M                   0.70              M                    0.76

12.  Degree of All' 4.1 0.32 A12· 1.1 0.65
automation Bll· 3.2 0.38 B12 0.7 0.71

(three levels) Cll 3.2 0.38 C12 0.7 0.71

M                    0.60              M                     0.89

13.  Age of equip- All
'

9.6 0.12 A12 1.8 0.57
ment (three Bll 5.3 0.25 B12 1'.6 0.59

levels) Cll 5.3 0.25 C12 · 1.6 0.59

M                   0.31             M                    0.83

14. Centralized All 0.1 0.88 A12 0.0 - 0.94

authority. (total Bll 0.9 0.64     ·. B12 3.6 ,0.42

autonomy vs. Cll 0.9 0:64 C12 3.6 0.42

firm dependence M 0.70              M                     0.65
on a mother

company)

15.  Degree of All ,
'

7.6 0.17 A12 0.1 0.85
communication Bll 0.1 0.84 B12 8.2 0.22
within the firm Cll 0.1 0:84 C12 8.2 0.22
(four levels) M

-

0.20              M                     0.27

16. Energy All 1.7 0.52 A12 1.7 0.58
information 1: Bll 2.1 0.47 B12 0.1 0.85
industrial Cll 2.1 0.47 C12 0.1 0.85

association       M                  . 0.76              M                     0.85
(yes or no)

17. Energy All 0.0 0.94 A12 1.2 0.63
information 2: Bll 0.7 0.68 B12 4.5 0.36

utility company Cll 0.7 0.68 C12 4.5 0.36
(yes or no)       M                    0.87              M                     0.67

4.
4'.

'1'.. 4'
7,35

2.

te
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Policy Option 11 & 12 (cont'd)

Percent of Percent of

Dependent variance Prob. Dependent variance Prob.

Factor variable explained > F. variable explained > F.

18. Energy All 2.4 0.45 A12 0.1 0.85

information 3: Bll 12.0 0.08 B12 9.1 0.19

government Cll 12.0 0.08 C12 9.1 0.19

(yes or no)       M                    0.17              M                     0.35

19. Energy All 6.2 0.21 A12 11.3 0.14

information 4: Bll 0.2 0.82 B12 1.7 0.57

other firms Cll 0.2 0.82 C12 1.7 0.57

(yes or no)       M                    0.12              M                     0.34

20. Energy All 0.3 0.77 A12 4.5 0.36

information 5: Bll 2.3 0.45 B12 0.8 0.70

consulting firms Cll 2.3 0.45 C12 0.8 0.70

(yes or no)       M                    0.71              M                     0.66

21. Energy All 14.6 0.05 A12 11.3 0.14

information 6: Bll 15.0 0.05 B12 19.9 0.04

within the firm Cll 15.0 0.05 C12 19.9 0.04

(yes or no)       M                    0.11              M             
        0.13

22. Member of an All 1.0 0.55 A12 4.5 0.36

industrial Bll 1.5 0.54 B12 1.2 0.63

association Cll 1.5 0.54 C12 1.2 0.63

(yes or no)       M                    0.40              M                     0.67

23. Consideration of All 2.4 0.45 A12 0.1 0.85

a longer pay- Bll 5.3 0.25 B12 0.1 0.87

back period Cll 5.3 0.25 C12 0.1 0.87

(yes or no)       M                    0.53              M                     0.9
4

24. Growth state All 0.2 0.83 A12 2.3 0.51

(three stages) Bll 5.1 0.26 B12 2.3 0.51

Cll 5.1 0.26 C12 2.3 0.51

M                   0.38             M                    0.37

25. R&D All 0.6 0.71 A12 19.5 0.05

(yes or no) Bll 1.1 0.61 B12 2.5 0.50

Cll 1.1 0.61 C12 2.5 0.50

M                    0.88              M                     0.13

26. Perceives the All 5.1 0.26 A12 8.4 0.21

government as Bll 0.2 0.82 B12 1.7 0.57

the major cause Cll 0.2 0.82 C12 1.7 0.57

of the recent     M                   0.38             M                    0.13

energy disaster

(yes or no)
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APPENDIX 8

Significance Tests of Adoption Rates

by Policy Responses
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Dependent Variables Independent Variables:  Policy Options 1
through 12 with:

Measure 1: Post-1973 A = Effectiveness in energy conservation
Measure 2: Total B = Attractiveness to industry in general
M:  Combination of 1 and 2 C = Attractiveness to the firm

*   Significant at 0.05 level

Policy Options
Percent of

Dependent variance

variables explained Probability level

Al Post-1973 0.5 0.66
Total 0.0 0.96
Combined

,
0.67

Bl Post-1973 0.0                     0.87

Total 0.5 0.70
Combined 0.87

Cl Post-1973 0.0 0.80
Total 2.7 0.41

Combined 0.58

A2 Post-1973 0.0 0.95

Total 1.3 0.53

Combined                               -                  ·OL62

B2 Post-1973 0.4        '            0.67
Total 0.0 0.80
Combined 0.86

C2 Post-1973 1.7 0.49

Total 0.9 0.61
Combined 0.7B

A3 Post-1973 7.4 0.21
Total 8.8 0.18
Combined 0.40

B3 Post-1973 10.2 0.14
Total 4.4 0.35
Combined 0.35

*C3 Post-1973 27.3 0.01
Total 14.8 0.07
Combined 0.05

A4 Post-1973 5.1 - 0.26
Total 1.9 0.46
Combined 0.53



-242-

Policy Options
Percent of

Dependent variance

variables explained Probability level

*B4 Post-1973 2 0.1                                         '             '0.0 2

Total 7.7 0.17

Combined 0.06

*C4 Post-1973 24.3 0.01

Total 4.8 0.27
Combined *0.01

A5 Post-1973 0.0 0.78

Total 0.4 0.64

, Combined 0.39

B5 Post-1973 0.,4 0.71

Total 0.0 D.99
'

Combined 0.80

C5 Post-1973 0.8 0.60

Total 0.0 0.91
Combined 0.72

A6 Post-1973 0.0 0.78
Total 1.4 0.53
Combined .0.36

B6 Post-1973 1.3 0.52

Total 2.4 0.45
Combined 0.75

C6 Post-1973 7.4 0.16
Total 9.7 . 0.11

Combined                                     0.28

A7 Post-1973 0.9 0.59

Total 0.0 0.98
Combined 0.66

B7 Post-1973 2.6 0.42
Total 1.4 0.54
Combined ,0.72

C7 Post-1973 5.0 0.63
Total 1.8 0.49
Combined 0.78

A8 Post-1973 3.8 0.32
Total 1.7 0.49
Combined 0.61

*B8 Post-1973 15.1 0.05
Total 16.0 0.04

Combined 0.11
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Policy Options
Percent of

Dependent variance

variables ex lained Probability level

*C8 Post-1973 16.0 0.04
Total 12.3 0.08

Combined -0.13

A9 Post-1973 2.5 0.40

Total 9·.8 0.10

Combined 0.21

B9 Post-1973 1.2 0.54

Total ·0.0             ·                   ..             -  0.8 8

Combined 0.47

...                9

C9 Post-1973 0.8 . 0.60

Total            0..0 0.97

Combined 0.67

A10 Post-1973 0.0 0.94

Total 1.3 .0.53
Combined 0.65

*B10 Post-1973 7.7 0.16

Total 15.7 0.04

Combined 0.12

Clo Post-1973 2.9 0.38

Total 7.7 . 0.16

Combined 0.36

All Post-1973 0.4 0.75

Total 5.2 0.24

Combined 0.30

*Bll Post-1973 18.2 0.02

Total 27.0 0.006

Combined 0.02

*Cll Post-1973 18.3 0.02

Total 26.3 0.006

Combined 0.02

A12 Post-1973 0.0 0.80

Total 1.8 0.52

Combined 0.41

*B12 Post-1973 10.0 0.17

Total 21.4 0.03

Combined 0.11

*C12 Post-1973 14.0 0.09

Total 17.3 0.05

Combined 0.15



'
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.

APPENDIX 9: EXISTING ENERGY-EFFICIENT TECHNOLOGIES

1.  Waste heat recovery devices from hoods or from heat-producing equipment
hot stocks?

Response:  not applicable/  no  / yes adoption date

2.  Devices or equipment for pre-heating combustion air.

3.  Heat recovery device for compressors used for cooling, or other.

4.  Load levelers.

5.  Devices for raising suction temperature for refrigeration units.

6.  Devices for using steam condensate for heating.

7.  Variable speed pumping devices.

8.     Recuperator or regenerator.

9.  Heat pump.

10.  Heat exchanger.

Il.  Others adopted by your firm.
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APPENDIX 10: FIRM CHARACTERISTIC FACTORS

1.  Regional

2.  Energy intensity                ·

3.  Energy cut-back

4.  Disruption of production

5.  Firm size

6.  Centralized authority

7.  Degree of automation                               -

8.  Dependency on natural gas

9.  Age of equipment

10. Growth state

11. R&D

12.  Consideration for a longer payback period

13.  Energy officer 1--only responsibility

14.  Energy officer 2--chief officer

15. Energy officer 3--technology/science background

16.  Energy officer 4--business/finance background

17.  Energy information 1--Industrial association

18.  Energy information 2--utility company

19.  Energy information 3--government

20.  Energy information 4--other firms

21.  Energy information 5--consulting firms

22.  Energy information 6--within the firms

23. Industrial association

24.  Energy committee

25.  Government perceived as the cause of the energy crisis

26.  Degree of communication within the firm
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APPENDIX 11: POLICY OPTIONS

1.  Use of recycled materials:  incentives for use, coupled with penalties for

use of virgin materials.

Response:  A.  effectiveness in energy conservation in general:

good fair no effect
B.  attractiveness to industry generally: high moderate low

C.  attractiveness to your firm: high moderate low

2.  Cost of energy:  deregulation of energy prices.
(same as above)

3.      Cos t of energy: federal   tax on energy purchases· based on national energy

consumption patterns.

4.  Consumption of energy:  price incentives for off-peak energy use combined

with penalties on increments of energy consumed in excess of (peak) bases.

5.  Supply of energy:  federally mandated energy allocation limits based on

past energy usage per unit of output.

6.  Financing energy conservation measures:  favorable 16an terms for energy

conservation capital expenditures (plant insulation, energy-efficient

equipment, etc.)
./

7.  Financing energy conservation measured:  federally guaranteed loans for

energy conservation capital expenditures.

8.  Financing energy conservation measures: tax credits for energy conservation

capital expenditures.

9.  Energy systems management programs:  government-sponsored services of

consultants at no cost to industry.

10.  Energy systems management programs:  tax credits for cost of implementing

and maintaining energy management program.

11.  Research and development of energy-efficient production technologies:

research efforts sponsored by federal government agencies.

12.  Research and development of energy-efficient production technologies:
research based in industry subsidized by federal incentives.

13.  Do you have any suggestions of your own for policy measures to promote

energy conservation in industry?



APPENDIX 12: Derivation of the Most Workable Policies

A                B C                D                E
Effect on

Popularity adoption ConsistencyPolicy Options ranking rate ranking ranking  
A+B+C Rank of Sum

# 1 - Recycled materal                          10                 9                 10         ,   29             12# 2 - Deregulation                              12                 2.5               12         1   26.5           11# 3 - Federal tax on purchases                   5                12                  8             25             10            v# 4 -Off-peak use                               2                10                  2         .   14              4# 5 - Allocation                                 9                11                  4         ;   24              9#6- Favorable loan terms                       8                 2                  9          1   19              6
#7- Guaranteed loans                          11                 4                  5              20              7# 8 - Tax credits for energy expenditures        3                 1 popular)         7             11              2

. (most

#9- Consulting services                        7                 8                  3             18              5#10 - Tax credit for energy management           6                 6                 11 ·

'

23             8#11 - Federal R&D
1  T?& tive)      7                   6          1 14 3'#12 - Privat'e R&D (least4        1     5               1 E:E over- 10 1  ofi ble)

1             :              1



APPENDIX 13:

Group A: Near-Term Technologies

Indus Project Zyi„8«E(:O YBTU 's    Primary  Target     m„Datelifatioi        Type   of   Technology:On Site Process
i Process Description/

Code Title Yr/Unit) , Industry 1  2 314 Hardware i Mod Change I Application

7    Paint Curing 390.0 Roll Coating X i X
i

Modi fication  o f paint curing
Ovens :system in order to reduce cold

1 ;dilution air and capture waste

solvent gases to fuel retro-
fitted zone incinerators to

ireduce natural gas  use.

8    Textile Process 2.5
' Textiles

X                   X            'Consolidation of textile
Modification ,cleaning steps, dye bath reuse,

imore efficient vacuum drying

 
'of dyed cloth and dye beck

i ,modification.

10    Moving Beam                                                     !
Furnace 2,300.0 Steel                     X        X                     .Utilization of a newly

developed monobeam furnace for   2

 
metal reheating that includes    7

i ,a water cooled and protected

(skid mechanism supported by

water cooled pipes.

11    Cupula Furnace 42.0
'

Iron & Steel              X               X             'Modification of Cupola

Modification , Foundaries 'furnaces used in working iron

for casting and steel making
i by changing air flow patterns

.in the furnace.

12    New Fertilizer 20.0 Nitrogen Ferti14 X 3                X                     Retrofit T.V.A.-developed
Process izer Industry   pipe-cross reactor in order

1 'to utilize the chemical heats

of reaction for the drying of

;nitrogen fertilizer granuals.

1                                                                                                i



Annual Ener y Date of Com- Type of Technology
5

Indus Project Savings (10 Primary Target mercialization  Hard-  On Site I Process Process Description/

Code Title BTU's Yr/Unit) Industry 1 2 3 4 ware Mod    
Change Application

14    Boiler Fuel 50.0 Chemical                x          X            :         Development of instrumentation

Controls                                                                                 including a spectral flame

analyzer, instack monitor and
microprocessor in order to

optimize and reduce fuel

consumption in large industrial
: boilers

19    Blended Cement 0.00134 Cement and X                             t   X     Standards setting allowing for

Study Construction
· greater use of blended cements

(composed of Portland cement and

slag or fly ash) to save energy
used in cement production

21    Paper Pulp 72.0 Paper             X                                 X     Standards setting and character-

Fiber Char- ization of waste paper pulp fiber
acterization                                                                   ·         to allow for greater use of re-

cycled paper and energy,savings

N

33    Ceramic Heat 35.2 Primary Metals    X                X                     Capture and utilization of  0

Recuperator
furnace waste heat with a ceramic    1

recuperator for preheat
combustion air above 15000C

1                                                                       1

34    Metallic Heat 35.2 Primary Metals            :X X
1
Capture and utilization of flue

Recuperator ,

t gas waste heat with a metallic

i recuperator for use in aluminum1. '

remelt and steel reheating
·

processes.

1.      1
35    Ultra Hi-Temp. 35.2 Steel

i

.X      X          i.        Capture and utilization of high

Recuperator : ·                      i         temperature combustion air for
t             :                  use in industrial furnaces with

.a need for very efficient re-

cuperators (i.e. steel soaking
1 pits)

t

:

: 1

i



Annual Ener y Date of Com-
Type of Technology    

6
Indus Project Savings (10 Primary Target mercialization .Hard-   On Site ProcesW Process Description/

Code Title BTU's Yr/Unit) Industry 1  2.3  4 ware Mod
,
Change             Application

37 Reradiant 35.2 Aluminum                X        X   1                4apture
and utilization of waste

Recuperators  eat as precombustion air for

 irect heating furnaces in

i cement, remelt of aluminum,
 processes such as calcining

i melting of glass, etc.

i

41 Hi-Temperature 30.6
Multiple                 X         X                     )heat with heat pump with organic

:Capture and utilization of waste

Heat Pump Application
I

bottoming cycle and acetone vapor

3 £                 recovery system for steam
i

production and compression to be

i l                 'used for mechanical drive
'

1

,

45    Textile Drying 61.2 Textiles Drying XI     I          X farameter setting standards for

& Finishing
and Finish                      i      i                 :tenter fr

ame optimization

Operations                  
                            

        '
1

l                KPhase I) dye house optimization

i f

*i'th software package (Phase II    6

                    ;not started)
1

49    Organic Ranking 67.0 Glass                        X   ;  X
t Ntilization of an organic rankin

Bottoming                                                       i                        jgases

 ottoming cycle for the pro-

9uction of po
wer from exha

ust

50    Slot Forge 17.0 Metal Forging            X           1  X   1 5lot forge furnace. for heating

Isteel for forging operations.

Furnace                                                f     1 ]New furnace includes heat re-

1 kuperator, recirculation burners,
i

1                  temperature and fuel air controls1

1

78    Paper Pulp 213.1 Paper                  X                                   Development of centr
ifuge for

Sludge Drying
;sludge drying and waste fuel

{           i X   1 tproduction. Tetra ethyl amine is

i :the chemical to be used to

.separate water from the sludge

'll  il



Annual Energy Date of Com- Type of Technology

Indus Project Savings (109 Primary Target mercialization Hard-   On
Site Process Process Description/

Code Title BTU's Yr/Unit) Industry 1  2  3  4     ware
1

Mod Change Application

1 1

123 Welding Power 0.1 Fabrication X X; Compact high efficiency ARC

I industrial use
welding power supply forSupply Industries                              

i

135 Polypropylene 3,600.0 Plastic            :          X      X i Conversion of waste plastic

Waste to (Polypropylene)                         :                 Cattatic polypropylene) to fuel

Fuel Oil jil

148 Cement Kiln 550.0 tement                    X         X i Utilization of refuse derived

RDF                                        1                   i               fuel CRDF) for Portland cement

£ i               ilns

' X    Acid chemical cleaning of eggs182 Egg Cleaning Insig. Egg 1
R

& Handling 1                                                                  :

(

1

i

1-/Ii  -      -1 i:

.i i
1

1 1
8 1
1           ;
1              4

i .1
i

-

1

!

i I

t

./.                                                  !         1                  i



Group B: Mid-Long-Tenm Technologies

Indus, Project Primary Target Estimated Date of Commercialization Process Description/
Code Title Industry 1980  1981  1982  1983  1984 1985+ Application

9   Hot Beef Boning  Meat Processing                                         X      Pre-chill deboning of bovine carcasses
for Energy Industry Process and equipment development
Conservation

16   Energy Conser- Petroleum Refining      I. II. Phase I  - optimization handbook
vation/Distil-                             X X Phase II - predistillation flashing
lation

32   Refinery Energy Petroleum Refining             X                    ;          Energy audit to define energy intensive
Audit                                                                '          processes in small to medium size refineries

38   High Temperature Glass                                       X                  Waste heat recovery for use in annealling

Range                                                                          furnaces, plant buildings and other
Recuperator                                                                    industrial processes

39 High Temperature Paper                                         X
'

Process steam from 1500 to 2500 waste heat    3
Industrial                                                          ·          with heat pump                                  i

N

Heat Pump

40   High Temperature Dry Milk Processing                        X        I          Waste heat recovery with heat pump for
Industrial Industry                                           f          utilization in milk processing operation
Heat Pump                                                         :

42   Coal in Aluminum Aluminum Not defined
Remelt                                                            :

51 Improved Aluminum                         I   X             ;       :  Use of refractory hard materials (RHB) such
(105) Aluminum Re-                                                        i           as T182 for wettable cell cathodes

duction Cell
1

                             i

Cathode
i

1

52 Glass Glass                           X                    :i  Use of waste heat from glass melting
Conglomerates                                     f i  furnace exhaust to preheat furnace charge

2 2  materials and for drying
1                                                       :i

rs   r
i                  &



Indus Project Primary Target
' Estimated Date of Co=ercialization Process Description/

Code Title Industry 1980 1 1981  1982  1983 1984 1985+ . Application

53   Closed Cycle Textile                     ;  X                              Reuse of hot process water during textile
Textile Dying dying

81   Direct Reduction Aluminum                                                X      Waste CO and coal derived fuel for use in
of Aluminum the smelting of aluminum

82 ARC-Coal Plastic                                                 X      Acetylene derived directly from coal for

Acetylene use as a vinyl polymer feedstock
Process

85   Irrigation Water Agriculture X                  Not defined
Conservation

93   Foam Fiber Textile                        X                              Foam applications in textile industry
Technology                                         

processes

94   High Consistancy Paper                                       X                  Mechanical dewatering with the use of
Forming Proc-                                                               high consistency head boxes

ess for Paper                                    i

Making U,
N

W

101 GASPAK-Solid Food Processing X Utilization of GASPAK sterization/
Food Preser-

vation                                            
i                            preservation technolo

gy for food packaging

102 Fabric Textile
1

X Bag filtration efficiency in comparison to

Filtration                                                                     state of the art electrostatic precipators

112  . Gas Evolution Aluminum Aluminum reduction bubble reduction at
at Aluminum anode
Electrodes

119 Steam ·Calcina- Cement
,

X   ,  Utilization of steam in the calcination of

tion of                                                 1            1       1  limestone
Limestone                                        !

1 l i

1 1 i

l i

'



Indus Project 1Primary Target Estimated Date of Commercialization Process Description/
Code       Title - .    Industry

1980 - 1981   19821>983.
1984 11985+ Application

i124  Brayton Cycle Glass X 3 Electric.power generation from waste heat
! · from high temperatufe waste streams

129   Slag Waste Heat  Iron and Steel              '                    X
 

Economic feasibility of using slag waste
Recovery in                                                       i         heat in blast furnaces and slagging boilers

Efai*fital i
Phosphorous   1                                                      1

132 Nitrogen based Iron and Steel Utilization of electric power in place of
Carborizing i natural gas in iron neat treating
Atmosphere

134 Flat Glass Glass X                    i         Waste glass reduction through better
Energy Re-                                                                     pane thickness

production controls and the thinning of
duction

137   Energy Conser- Cement                   X                          :          Insulation and modifications to cement
vation in                                                            )         block curing operations
Finished Con-

2                                                                                                                                                                                  1

crete Products                                                       ,                                                           w

!ic

138 Low Energy Food Processing                            X        i          Optimization of various methods of fluid

Fluid Food food concentration

Processing

141 Dry C6ke Steel
:

X Heat recovery with dry coke quenching
Quenching

146 Blast Furnace Various                                                 X      Conversion of a blast furnace to an
Gasifier                                                            :          industrial fuel gas generator

147   Freeze Crystal- Textile X i Freezing versus evaporation to recover water
lization                                                              I          in black liquor concentration and water

extraction operations

155 Farm Energy ' Agriculture X 3  Not defined

Conservation/
Demonstration

i i

i



Indus Project Primary Target Estimated )ate of Commercialization Process Description/

Code
i

Title Industry 1980 1981 1982  1983 1984 1985+ Application

157 Dawsonite/NahcohliteJil Shale                                            X      Utilization of tailings from the

Study extraction of oil from oil shale

158 Sterile Fluid Milk Processing                                    X     Asceptic packaging of sterile fluid milk

Milk

161 Advanced Black Paper                                                X      Not defined

Liquor Systems

166 Glass Polymer Cement                                         X            Sewage pipe manufacture with waste glass

Composite Sewage materials

Pipe

169 Blast Furnace                                                             X      Not defined

Gasifier

175 Industrial Coal                                                           X      Not defined

Combuster

176 Waste Tire Tire Retread                            X                  Waste tires as fuel for small industrial ./
CA

Reclamation Manufacture energy users                                     '

177 CO for Methanol Chemical                                       X            CO as a feedstock substitute for natural

gas

180 Lube Oil Petroleum X                        Reprocessing of waste lube oil to fuel

Recovery

191 Conservation in Plastic                                              X      Production of degradable plastics from

Ethyl Polymers waste streams using electro machine
radiation

192   Sugar Cane Sugar Processing                  X                        Not defined

Processing



Indus Project Primary Target Estimated Date of Commercialization Process Description/

Code
,

Title Industry 1980 1981 1982 1983 1984 1985+ Application

1

193   Beef
Sugar Sugar Processing   j              X                       Not defined

i Processing                            !

194   Starch Extraction   Sugar Processing
! X Not defined

197  f Heat Pump- Grain              i                           X            Fuel substitution (electricity for L.P. gas
utilizing heat pump)Grain Dryer                           i

) 'i

t

t

tA

T

'. /

i

i

i :

1 1  I
r

i
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