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ABSTRACT The recording device along with the acoustic environment plays a major role in digital audio
forensics. We propose an acoustic source identification system in this paper, which includes identifying
both the recording device and the environment in which it was recorded. A hybrid Convolutional Neural
Network (CNN) with Long Short-Term Memory (LSTM) is used in this study to automatically extract
environments and microphone features from the speech sound. In the experiments, we investigated the effect
of using the voiced and unvoiced segments of speech on the accuracy of the environment and microphone
classification. We also studied the effect of background noise on microphone classification in 3 different
environments, i.e., very quiet, quiet, and noisy. The proposed system utilizes a subset of the KSU-DB corpus
containing 3 environments, 4 classes of recording devices, 136 speakers (68 males and 68 females), and
3600 recordings of words, sentences, and continuous speech. This research combines the advantages of
both CNN and RNN (in particular bidirectional LSTM) models, called CRNN. The speech signals were
represented as a spectrogram and were fed to the CRNNmodel as 2D images. The proposedmethod achieved
accuracies of 98% and 98.57% for environment and microphone classification, respectively, using unvoiced
speech segments.

INDEX TERMS Acoustic environments, microphones, classification, digital audio, forensics, deep learning,
CNN, LSTM, Arabic speech.

I. INTRODUCTION

Forensics refers to the science that uses scientific meth-
ods or expertise to investigate crimes or examine an evidence
which may be presented in a court of law. Digital media
forensics is a branch of forensic science that involves ensuring
that the digital content is accurate and authentic [1]. It focuses
on analyzing the evidence to identify any manipulations and
counterfeiting, and proving the integrity and authenticity of
the digital information, as well as its sources.
Using digital information as evidence in criminal investi-

gations has become very popular in the court. Hence, proving
the authenticity and integrity of digital media is important
for its consideration as evidence in the court of law. Digital
media can be represented in different forms, such as text,
audio, video, and image. Much research has been carried out
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in the field of image forensics [2]. However, the field of audio
forensics is comparatively less advanced.

Digital audio forensic includes different activities, such
as identifying speakers from the audio, identifying the envi-
ronment or the recording device, and checking the integrity
of the audio content. The methods for authentication of
digital audio can be broadly divided into container-based
and content-based authentication. Container-based authen-
tication analyzes the description of the audio file and its
structure, such as its file format, MAC times (i.e., Mod-
ification/Access/Creation times of a file), and hash (i.e.,
a unique fingerprint of content, e.g., file) analysis. Content-
based authentication analyzes the actual content of the audio
recording, including the Electric Network Frequency (ENF)
analysis, acquisition device, and environment identification.

This paper focuses on acoustic source identification for the
purpose of audio authentication which includes identifying
both the recording device and the environment in which it
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TABLE 1. A summary of studies in environment classification.

was recorded. It has been shown that the acquisition sys-
tem, encoding process, and acoustic environment create arti-
facts in the recorded audio, such as acoustic reverberations,
background noise, and device-related noise. Such artifacts
can be used to identify the acquisition device and acoustic
environment and then verify the authenticity and integrity
of the digital audio. Many techniques have been proposed
to extract these features and utilize them for microphone
and environment classification. A broad categorization of
different digital audio forensic techniques has been explored
in this respect [1].
Our goal in this paper is to classify the environments

and the microphones using spectrogram features with two
deep neural networks, namely Convolutional Neural Net-
work (CNN) and Convolutional Recurrent Neural Network
(CRNN), i.e. A hybrid CNN and LSTM. Furthermore,
we investigated the effect of using voiced and unvoiced

segments of the speech on the accuracy of environment
and microphone classification. We also studied the effect
of background noise on microphone classification in dif-
ferent environments and the effect of microphone qual-
ity on the environment classification. A public real-world
speech corpus, namely KSU-DB [3], was used in this study.
The selected dataset contains 3 environments, 4 classes of
recording devices, 136 speakers (68 males, 68 females), and
3600 recordings of words, sentences, and continuous speech.

The main contribution of this paper is to propose a
hybrid CNN and LSTM architecture with few parameters,
which performed excellent and robust classification accu-
racy with generalization ability regardless of environmental
noise or recording device quality. This research compre-
hensively studied the problem of microphones classification
and environment classification from different perspectives.
The effects of speech segments, speaker gender, background
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TABLE 2. Summary of studies in microphone classification.

noise, and acquisition device quality are investigated to
answer questions about the relationships between these fac-
tors and microphone and environment classification. Based
on our knowledge, there is no previous study that used the
proposed model to classify environments and the micro-
phones using the KSU-DB corpus. In addition, this is the first
study where environment classification is performed taking
into consideration the quality of microphones, and micro-
phones classification is performed taking into consideration
the environment (background noise).
The rest of this paper is structured according to the fol-

lowing. The literature review and the chosen speech corpora
are presented in Sections II and III respectively. Data prepa-
ration and our experimental work are defined in Section IV.
Sections V and VI address the proposed models and exper-
iments, respectively. The main findings are summarized in
Sections VII and, finally, we present our conclusions in
Section VIII.

II. LITERATURE REVIEW

There have been several bio-inspired techniques used for
voice analysis in the literature. A linear predictive coding-
based formant analysis was done for automatic speech
recognition of dysphonic patients in [14]. For dyspho-
nic patients, the frequency of voiced sounds differs from
that of normal persons because of biological distortion in
vocal folds. The frequency change was thoroughly studied

in [15]. Auditory spectrum using the all-pole model was
studied for voice and speech analysis in [16]. A bio-inspired
algorithm-based vocal tract irregularity measurement was
proposed to quantify the voice pathology in [17].

The ENF signal, which results from the combination of
the digital recording system and the power line frequency,
has been used in some studies for digital recording authen-
tication [18]. The ENF-based method is one of the most reli-
able audio forensic approaches; however, it is not applicable
in some cases, like when the audio equipment is battery-
operated [1]. The study in [13] performed microphone and
environment classification using the Naïve Bayes classifier.
Although the accuracy of the classification was not high,
the work showed the ability to identify the acquisition device
and environment based on the captured audio. After that, dif-
ferent features and classifiers have been proposed to represent
the information of acquisition device and environment and to
classify them.

A digital audio recording typically consists of a direct
speech signal, indirect or reflected signals (also known as
reverberations), background noises, and acquisition device
noises. Reverberations and background noises are used to
describe the recording’s acoustic environment, while acqui-
sition device-related noises are used to identify the record-
ing microphone. Various studies use reverberation in the
speech for audio authentication and environment identifi-
cation [19]–[22]. The study in [20] extracted reverberation
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FIGURE 1. The three environments used to record KSU-DB dataset.

information using decaying tail and temporal peaks, and used
it for acoustic scene classification. In [21], reverberation
was estimated based on the spectral subtraction and inverse
filtering and was used for background noise estimation.
Speech recording is typically divided into a sequence

of frames to obtain a sequence of frame-level features.
The frame-level features are then concatenated to form
a single feature vector for the recording audio. The
Mel-frequency Cepstral Coefficients (MFCCs) is one of the
frame-level features commonly used in speaker verifica-
tion and speech recognition [23]. Several studies employed
MFCC for microphone and environment classification [7],
[19], [24], [25]. Several other frame-level features have also
been evaluated for microphone recognition, such as Multi-
taper MFCC [9], or Linear Prediction Cepstral Coefficient
(LPCC) [10]. The researchers in [10] classified 16 different
microphones recorded in one silent room using a Gaus-
sian Mixture Model (GMM) classifier. They studied 3 fea-
ture representations: LPCC, MFCC, and Perceptually-based
Linear Predictive Coefficients (PLPCs). They showed that
the LPCC features outperform the other features (MFCC
and PLPC). The audio spectrum is used directly instead of
LPCC or MFCC in some studies for telephone identification,
such as Sketches of Spectral Features (SSFs) [26], Random
Spectral Features (RSFs) [27], and Labeled Spectral Features
(LSFs) [28]. The signal spectrogram is another represen-
tation of audio signals that is used in many studies rang-
ing from phoneme identification [29] to speech and speaker
recognition [30]. The spectrogram of the audio signal was
used in [25] for environmental sound classification. The
authors divided the speech sound spectrogram into 2D images
and classified them using a CNN. The study in [31] used
Mel-spectrogram features and CNN for urban environment
classification, which has also been used for noise cancellation
in smartphones. Tables 1 and 2 present a summary of studies
based on environment and microphone classification.
Speech information, which interferes with acoustic source

information (i.e., device and environment), is almost use-
less for microphone and environment recognition. However,
distinguishing the source information from the speech infor-
mation is a difficult task, since neither one is defined in
advance. Thus, some researchers attempted to extract features
from the near-silence segments of the audio signal [32], noise
signal [11], or non-speech segments [12]. These semi-silence

signals, however, are unstable because they are quite similar
to noise and are not sufficient to train a strong classifier when
the audio signal is filled with speech information.

CNNs have achieved outstanding success in extracting
local and spatial features and patterns directly from raw data,
such as images [33], videos [34], and speech [30]. RNNs can
extract temporal features and patterns from time-series data,
which makes them useful in video and speech applications.
We utilized CNN in this study along with RNN to
automatically extract environments and microphone features
from the speech sound. This research combines the
advantages of both CNN and RNN models.

III. SELECTED SPEECH CORPUS

The King Saud University speech database (KSU-DB) [35]
is an Arabic language database of 91879 speech sounds
recorded by 257 male and female speakers from 29 Arab and
non-Arab countries in three recording sessions. The database
was recorded using a sampling rate of 48 kHz with a resolu-
tion of 16-bits. Different forms of text were chosen for record-
ing this corpus such as numbers, individual words, sentences,
paragraphs, phonetically balanced sentences, phonetically
rich words, and responses to questions. The maximum dura-
tion of each record is 120 seconds. Figure 1 shows the three
different environments where the database was recorded; a
soundproof room representing a quiet environment, an office
room representing a low noise environment, and a cafe-
teria representing a noisy environment. The KSU-DB was
recorded using different types of microphones; high-quality
microphones, medium-quality microphones, and a mobile, as
shown in Figure 2. In order to track inter-session differences
of the speakers, the database was recorded in 3 sessions with a
delay of around 6 weeks. The richness of this corpus makes it

FIGURE 2. Different channels used to record KSU-DB dataset.
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TABLE 3. Distribution of the selected KSU_DB dataset.

suitable for many speech processing investigations, including
microphone and environment classification.

IV. DATA PREPARATION AND EXPERIMENTAL WORK

A. DATA PREPARATION

We selected a subset of the KSU-DB corpus containing 3
environments, 4 classes of recording devices, 136 speak-
ers (68 males and 68 females), and 3600 recordings of
words, sentences, and continuous speech in this investigation.
The rerecorded files were distributed equally between the
speakers, the microphones, and the environments, as demon-
strated in Table 3. The three types of environments were silent
room (very quiet), office room (quiet), and cafeteria (noisy).
For the recording systems, the four classes of acquisition
devices were [35]:

• A Yamaha_Mixer which we will refer to as "High-
quality" in this paper, is comprised of 2 professional
microphones (SHURE, Beta 58A, Chicago, United
States) connected to a high-quality mixer (Yamaha,
MW12CX, Hamamatsu, Japan).

• AMic_CreativeSB, which we will refer to as "medium-
quality-1" in this paper, is a medium-quality microphone
(Sony, F-V220, Tokyo, Japan) connected to a sound
card (Creative, Creative 5.1 Surrounding Jurong East,
Singapore).

• A Computer_Mic_Front, which we will refer to
as "medium-quality-2" in this paper, is also a
medium-quality microphone (Sony, F-V220) connected
directly to a computer (without the external sound card).

• A Mobile_CreativeSB, which we will refer to as
"Mobile Mic" in this paper, is a mobile (Nokia, N97,
Espoo, Finland) connected to a sound card (Creative
Surrounding 5.1).

Table 3 presents a full picture of the selected files for
the environments and the microphones with the respective
distribution of males and females.
In the experiments, first, we will perform a human percep-

tual test to study human performance on the environment and
microphone classification as a baseline for our system.

Second, we will investigate the effect of voiced and
unvoiced phonemes and the speakers’ gender for the classi-
fication of microphones and environments. Third, the effect
of environmental background noise on microphone classifi-
cation will be investigated. Forth, the quality of recording
devices in environment classification will be studied. The
following experiments will be performed to achieve these
targets, as shown in Figure 3:

1) ENVIRONMENT CLASSIFICATION

Spectrograms will be extracted from 3600 audio files repre-
senting the 3 environment types in this experiment, regardless
of the type of microphone used.

2) MICROPHONE CLASSIFICATION

Spectrograms will be extracted from 3600 audio files
recorded with the 4 types of microphones in this experiment,
regardless of the recording environment.

3) MICROPHONE CLASSIFICATION IN A VERY QUIET

ENVIRONMENT

Spectrograms will be extracted from all 1200 audio files
recorded in a silent room for this experiment.

4) MICROPHONE CLASSIFICATION IN THE QUIET

ENVIRONMENT

Spectrograms will be extracted from all 1200 audio files
recorded in an office room for this experiment.

5) MICROPHONE CLASSIFICATION IN THE NOISY

ENVIRONMENT

Spectrograms will be extracted from all 1200 audio files
recorded in a cafeteria room for this experiment.

6) MICROPHONE CLASSIFICATION IN EACH ENVIRONMENT

SIMULTANEOUSLY

Spectrograms will be extracted from all 3600 audio files
recorded in all environments at the same time for this
experiment.
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FIGURE 3. The experiments performed in this study (Very quiet: silent room, Quiet: office, Noisy: Cafeteria, High-quality:
Yamaha_Mixer, Medium-quality-1: Mic_CreativeSB, Medium-quality-2: A Computer_Mic_Front, and Mobile Mic:
Mobile_CreativeSB).

7) ENVIRONMENT CLASSIFICATION USING RECORDING

DEVICES WITH DIFFERENT QUALITIES

Spectrograms will be extracted from 3600 audio files
recorded with the 4 classes of recording devices for this
experiment.

B. EXPERIMENTAL WORK

1) HUMAN PERCEPTUAL TEST

The human perceptual test was performed on a subset
of 300 audio files randomly selected from the dataset,
30 audio files per subject. The number of volunteers for the
classification task was 10, ranging in the age of 18 to 40 years.
Each of them was given a number of 120 labeled files for
training, which contained the three different environments
and four types of recording devices. They were asked to
listen to a sufficient number of files to be able to differentiate
between the different categories. After that, they were asked
to classify 30 audio files that were randomly selected from
the testing dataset. Different audio files were given to each
subject.

2) SPECTROGRAMS (SELECTED FEATURES)

A spectrogram is a visual representation of sound. It is
commonly depicted as an image with two dimensions rep-
resenting frequency and time on the vertical and horizontal
axes, respectively. The color intensity of a spectrogram rep-
resents the signal amplitude of a given frequency at a specific
time. The light blue color represents the lowest amplitude,
with brighter colors indicating higher amplitudes, and the
highest amplitude is represented by dark red. A Short-Time
Fast Fourier Transform (FFT) was used to generate speech
signal spectrogram. The method to generate a spectrogram
for a speech signal at a given point is described as follows.
First, a speech signal was divided into a sequence of frames
(30 ms per frame in this study). Next, the Hamming window

was multiplied by each frame. The spectra of the windowed
frames were then generated by applying FFT according to (1)

Xk =

N−1
∑

n=0

wnxne
−i2πkn/N k = 0, . . . ,N − 1 (1)

where wn is the Hamming window function, xn is the original
speech signal, and k refers to the frequency. The log-power
representation can be calculated from a power spectrogram
by applying (2)

Sk = 10 log |Xk | (2)

Figure 4 shows sample spectrograms (corresponding to
different microphones in different environments) generated
by using the described method.

3) VOICED AND UNVOICED SEGMENTATION

Speech signals can be separated into several voiced and
unvoiced segments to provide preliminary acoustic segmen-
tation for different speech processing applications, such as
speech recognition, speech synthesis, and speech enhance-
ment. Approximately two-thirds of speech is voiced and this
type of speech is alsowhat is themost important for character-
izing intelligibility [36]. A speech signal is composed of three
segments: unvoiced (U), voiced (V), and silent (S). Classify-
ing speech into V/U/S segments is a fundamental process for
many speech processing tasks, such as speaker identification,
speech synthesis, and speech recognition. Various approaches
have been proposed to segment a speech signal into V/U/S
using energy, zero crossings, or pitch [37]. We used pitch
information in this investigation, which depends on the vibra-
tion frequency in the vocal folds, for classifying the speech
signal into V/U segments, as shown in Figure 5. Framing
with a frame size of 30 ms and overlapping with a step size
of 10 ms were implemented in all the speech files.
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FIGURE 4. Spectrogram examples of one speaker using the same sentence, a) recorded in one environment (office) using four different recording
devices, b) recorded using one type of recording devices (Yamaha mixer) in three different environments.

FIGURE 5. Spectrogram generation.

The spectrograms obtained from the audio speech files
based on the above method contain a variable number of
frames. To solve this problem, spectrograms were divided
into segments of fixed-size, which were used for the proposed
models as inputs. The number of frames for the last segments
varied between audio speech files. If the last segment frame
size exceeded 50% of the default segment, a sufficient num-
ber of frames from the same file could fill the remaining
portion of the segment. The segment was otherwise ignored.
Equations (3) and (4) shows the procedure for the segmen-
tation process, where Fx refers to an audio file x, Ns is the
number of segments in the file Fx , NFx is the number of
frames in the file Fx , Ss refers to the size of the segment
frames, and Pf refers to the size of the padding frames. The
result of this process is Ns segments with fixed-size frames
from each of the audio speech files.

Ns = round

(

NFx

Ss

)

(3)

Pf = max(0,NFx − NsSs) (4)

V. PROPOSED CNN AND CRNN MODELS

CNN’s design is a collection of neural networks organized
of different-size layers in a certain sequence, in which each
layer makes a specific contribution. The former levels are
less profitable and the deeper layers are more advanced fea-
tures, such as the speaker in a dialogue, or the target in a
photograph. A traditional CNN model comprises of many
structural building blocks such as convolution layers and
pooling layers [38]. A convolutional layer is an integral part
of the infrastructure of CNN that extracts features. A pooling
layer gives the network computing reduced by traditional
downsampling activity. The output feature maps of the last
pooling (or convolution) layer are typically flattened and
connected to one or more fully connected layers.

The convolution layer contains many filters (kernels)
that are convolved across the inputs from previous layers.
The convolution process can be expressed by the following
equation:

yi′j′ =

n
∑

i,j=0

wijxi+i′,j+j′ (5)

where y
i
′
j
′ refers to the output feature map computed from

the i
′
j
′
position in the input matrix xij, wij is the kernel

matrix variable, x
i+i
′
,j+j
′ is the spatial area element from

the input, i, j denotes the row and column for the kernel’s
current elements, and n denotes the kernel’s elements. The
used activation function in this analysis is exponential linear
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FIGURE 6. The proposed system architecture: a) a diagram of the proposed microphone and environment classification system from audio; b) the
deep neural network architecture using CRNN.

units (ELU), as expressed in the equation below.

g (x) = ex−1 for x ≤ 0 and

g (x) = x for x> 0 (6)

The CRNN model consists of a CNN network followed by
an RNN network, which utilizes both the spatial and temporal
features of an audio signal. LSTM model is a type of RNN,
well-suited to learn patterns in time-series data and capable
of learning long-term relationships. LSTM overcomes the
vanishing gradient problem in traditional RNN networks. The
proposed CRNN model combines the advantages of both
CNN with LSTM architectures. This hybrid configuration is
discussed in a following subsection.

The LSTM model is composed of LSTM cells [39]. The
LSTM cell is controlled by three gates: input, forget, and
output gates. The entries to LSTM gates are current time
data and the hidden previous time data. The values of the
input, forget, and output gates are calculated by three fully
connected layers with the sigmoid function. Stacked LSTM
cells can form an LSTM layer. These LSTM layers together
can form either unidirectional or bidirectional LSTM.
The equations that control the transition of the LSTM

states are:

It = σ (XtWxi + Ht−1Whi + bi) (7)

Ft = σ
(

XtWxf + Ht−1Whf + bf
)

(8)

Ot = σ (XtWxo + Ht−1Who + bo) (9)

C̃t = tanh (XtWxc + Ht−1Whc + bc) (10)

Ct = Ft ⊙ Ct−1 + It ⊙ C̃t (11)

Ht = Ot ⊙ tanh(Ct ) (12)

where h refers to the hidden units, d denotes the number of
inputs, n is the batch size, Xt ∈ R

n×d refers to the input,Ht ∈
R
n×h refers to the hidden state, Ht−1 ∈ R

n×h denotes the
hidden state of the previous time step, It ∈ R

n×h is the input
gate, Ft ∈ R

n×h is the forget gate, Ot ∈ R
n×h is the output

gate, C̃t ∈ R
n×h is the candidate memory cell, Ct ∈ R

n×h

is the final memory cell, and Wxi,Wxf ,Wxo,Wxc ∈ R
d×h,

Whi,Whf ,Who,Whc ∈ R
h×h, bi, bf , bo,bc ∈ R

1×h are the
weight and bias parameters.
In a bidirectional LSTM, two layers are working in for-

warding and backward time direction respectively. These
layers help to learn bidirectional long-term dependen-
cies between time steps. For bidirectional LSTM, given a
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minibatch input Xt ∈ R
n×d , where n refers to the number of

samples and d refers to the number of inputs in each sample,
and let f the activation function of hidden layer. For any time
step t , the forward and backward hidden states are EHt ∈ R

n×h

and
←

H t ∈ R
n×h, respectively, where h is the number of hidden

units. The parameters of the forward and backward hidden
state are updated as follows:

EHt = f
(

XtW
(f )
xh +
EHt−1W

(f )
hh + b

(f )
h

)

(13)

←

H t = f
(

XtW
(b)
xh +

←

H t+1W
(b)
hh + b

(b)
h

)

(14)

where, W (f )
xh ∈ R

d×h,W
(f )
hh ∈ R

h×h,W
(b)
xh ∈ R

d×h, and

W
(b)
hh ∈ R

h×h are the weights of the model, and b(f )h ∈ R
1×h

and b(b)h ∈ R
1×h are the biases.

Next, we concatenate the forward and backward hidden

states EH and
←

H t to obtain the hidden state Ht ∈ R
n×2h to

be fed into the output layer. The output layer is calculated as:

Ot = HtWhq + bq (15)

where, Whq ∈ R
2h×q and bq ∈ R

1×q refer to the weight
matrix and bias parameters of the output layer, respectively.

A. ARCHITECTURE OF THE PROPOSED MODELS

The CNN network consists of 3 convolution layers (Conv)
and one fully connected (FC) layer followed by a classifi-
cation layer. The 3 convolutional layers consisted of 16, 24,
and 32 filters of dimensions 12× 16, 8× 12, and 5× 7 with
one-pixel stride, respectively. Each of them was attached by
an exponential linear unit (ELU) as a non-linear activation
function and a 2 × 2 max-pooling layer with a stride of 2.
Adding non-linearity using ELU helps the CNNs train much
faster. The last convolutional layer (Conv3) was followed by
a FC layer with the number of neurons equal to the num-
ber of environments or microphones in the selected corpus.
A dropout layer with a probability of 0.4 was used to gen-
eralize the network and prevent overfitting [40]. A sigmoid
function was used at the end of the FC layer to produce the
classification outputs in the form of prediction accuracy for
different environments or microphones.

The CNN model received the speech spectrogram as seg-
ments of size Ss × 682, where Ss specifies the size of the
segment and 682 is the number of frequency points generated
by the short-time FFT.

The CRNN model consisted of the same convolutional
layers in the proposed CNN architecture linked to a sin-
gle bidirectional LSTM layer as demonstrated in Figure 6.
A bidirectional LSTM layer with 128 units was tailed after
the last convolutional layer (Conv3) followed by a FC layer
with the number of neurons equal to the number of environ-
ments or microphones in the selected corpus. After the LSTM
layer, a dropout layer with a probability of 0.4 was used to
generalize the network and prevent overfitting [40]. At the
end of the fully connected layer, a sigmoid function was used
to produce the classification outputs in the form of prediction
accuracy for different environments or microphones.

TABLE 4. Human perceptual test confusion matrix for environment
classifications.

TABLE 5. Human perceptual test confusion matrix for microphone
classifications.

The CNN and CRNN models were implemented using
TensorFlow [41] with Keras as a front-end system [42]. The
models were trained by one GPU, Nvidia GeForce RTX-
2080-Ti 11 GB, with an Intel Xeon E5-2600 CPU and 32 GB
RAM. Each experiment was trained 10 different times for a
duration of 200 epochs with an early stopping mechanism
that ended the training process if the loss does not decrease
after 20 epochs. The batch size was set to 128 samples.
An Adam adaptive gradient descent optimizer with a learning
rate of 0.001 was used to train the models [43].

VI. EXPERIMENTS

The work was carried out as follows. First, for each audio file,
we extracted overlapping frames. We computed the spectro-
gram of each frame using PRAAT software [44]. Then, we
further segmented each spectrogram into segments, with a
size of Ss × 682. We set the value of Ss to 40 frames upon
examining several values for the segment size. We carried out
10 runs in the experiment, and for each run, we split data into
80% for training and validation and 20% for testing.

A. OUTCOME PREDICTION CALCULATION

The system we developed predicts input as either ‘‘environ-
ment’’, or ‘‘microphone’’. Every separate spectrogram input
represents the belief value for the corresponding output (i.e.,
either environment or microphone), and hence, we developed
our model accordingly. We applied a probabilistic evaluation
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TABLE 6. System accuracies for environments and microphones classification using different deep learning techniques with voiced, unvoiced, and whole
audio signal. M: Male, F: Female, All: Both Male and Female.

for system prediction using mean prediction-based reasoning
procedure. The accuracy of model prediction is considered
acceptable if more than 50% of the audio files are predicted
correctly. We also believed that using multiple spectrograms
would lead to higher accuracy. Based on the gathered predic-
tions of the deep models, we calculated the probabilities of
each prediction.

B. EVALUATION OF SYSTEM ACCURACY

To determine the accuracy of the system, we have two
options, the first is the evaluation based on the segment-
level, and the second by adopting the file-level. In this work,
we considered the file level. Each audio file contained differ-
ent numbers of segments (S). The accuracy of each segment
was calculated to compute the whole audio file accuracy as
represented in equations (16), (17), and (18).

The total sum of all output probabilities for any segments
is 1 as demonstrated in (16), where j is the predicted output,
n is the number of environments or microphones, S is the
total number of segments in the processed file, i represent
any segment from 1 to S, and the probability that segment i
is assigned to output j denoted by pij .

n
∑

j=1

pij = 1, i = 1 . . . S (16)

In the following step, we calculated the average probability
(pj) of all segments in the file for the targeted output j
(environment or microphone) as demonstrated in (17).

pj =
1

S

S
∑

i=1

pij, j = 1 . . . n (17)

Finally, we assigned the highest average probability to the
output of the file as in (18)

argmax1≤j≤npj (18)

The highest average probability value determines if a file is
correctly or falsely recognized, based on the averages of the
number of targeted output (environments or microphones).

VII. RESULTS AND DISCUSSION

The main target of any classification system is to achieve
the highest accuracy with the lowest processing time. Many
experiments were carried out in this study to achieve our goal
in several different ways.

A. HUMAN PERCEPTUAL TEST RESULTS

The average human-based classification accuracy for all sub-
jects was 72% and 68% with a standard deviation of 10.8 and
17.4 for the environments and microphones classification,
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respectively. As shown in Table 4, the cafeteria achieved
the highest classification accuracy due to background noise
which helped to distinguish it from the other environ-
ments. The volunteers also had difficulty differentiating
between a silent room and an office, as can be seen in
the confusion matrix. As for the microphones classifica-
tion, the minimum accuracy was obtained for both Medium-
quality-2 and High-quality microphones with a confusion
rate around 30% between them, on the other hand, the
Medium-quality-1 achieved the highest accuracy with an
accuracy of 85% as shown in Table 5.

B. CRNN AND CNN SYSTEMS RESULTS

CRNN and CNN were applied for automatic verification
using only the spectrogram as a feature. The effect of
the speaker’s gender, in addition to the effect of using
voiced or unvoiced phonemes in the system accuracy results
are presented. Furthermore, the classifications of environ-
ments and microphones are presented in different situations.
These results were generated by the designed system in over
10 runs for each experiment with similar system parameters
to reach the highest robust accuracy results through the pro-
posed system and features used.
Many experiments were performed to investigate the effect

of the speakers’ gender, as shown in Table 6, which illustrates
the average of 10 runs of each experiment in different cases.
In these experiments, voiced phonemes, unvoiced phonemes,
and the whole audio signal were used as input for the classi-
fication of environments and microphones. We noticed that
the system accuracy for the female speakers was a little
higher than for the male speakers in environment classifica-
tion, in contrast with microphone classification where system
accuracy for male speakers was a little higher than for female
speakers.
The effect of the voiced or unvoiced phonemes used

in system accuracy was investigated to specify the most
valuable segment in the audio file for the classification
process. We conducted experiments using only voiced seg-
ments, unvoiced segments, and the entire audio file, regard-
less of segment type, voiced or unvoiced. Table 6 presents
detailed results for environments and microphone classifica-
tion using CRNN and CNN models with voiced, unvoiced,
and whole audio signals. For further clarification. As shown
in Table 6 the CRNN and CNNmodels achieved good results
for environment classification or microphone classification
by using only the spectrogram feature. In addition, the results
showed that the use of unvoiced phonemes achieved excellent
results compared to the use of only voiced phonemes in
most of the results from both environment and microphone
classification. Besides that, it was clear that using the whole
audio signal did not add significant improvement to the
classification and, in many cases, accuracy was decreased.
In general, the results show that CRNN outperformed CNN
in both environment and microphone classification.
Seddiq et al. in [45] presented the modern standard Arabic

voiced and unvoiced phonemes where the number of voice

TABLE 7. Environment classifications confusion matrix.

TABLE 8. Microphone classifications confusion matrix.

phonemes is 21, and the number of unvoiced phonemes is 11,
in addition to 2 phonemes (/ /, and /h/) which are not classi-
fied as voiced or unvoiced.

Figure 7 illustrates the Arabic phonemes distribution per-
centage into voiced and unvoiced. As shown in this figure,
Arabic voiced phonemes represent around 2-thirds of theAra-
bic speech phonemes, while the unvoiced phonemes represent
only the third. Depending on these results, if we used only
unvoiced phonemes, the required time for the classification
process will be reduced to one third only of the required time
for the classification process by using the whole audio sig-
nal or to half the required time for the classification process
by using voiced phonemes. Therefore, to save time and to get
higher accuracy, we performed our remaining experiments by
using unvoiced phonemes only.

With respect to the first and second experiments (envi-
ronments and microphones classification), which we referred
to in section IV (data preparation and experimental setup),
Table 7 shows the confusion matrix of the environment clas-
sification (one run). As shown in the table, the overall system
accuracy reached 99%. The silent environment showed the
highest accuracy followed by the office environment and
finally cafeteria environment. In other words, noise plays an
important role in this situation where when the noise is too
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TABLE 9. Microphone classification accuracy (± standard deviation) in three different environments.

TABLE 10. Environment classification accuracy (± standard deviation) using four different qualities of recording devices.

FIGURE 7. Distribution of the Arabic phonemes in the class of voiced and
unvoiced segments.

low the accuracy is too high. Table 8 shows the microphone
classification confusion matrix regardless of the recording
environments, the gender of the speaker, or the background
noise. The overall system achieved 98.43% accuracy results.
Regarding other experiments from the third experiment

to the sixth experiment, which relate to microphones

classification in each environment separately, and the effect
of the environment in the microphones classification sys-
tems accuracies, Tables 9 presents these experiments’ average
10 runs results. This table is not a confusion matrix, it is
a summary and average of tens of experiments performed
to achieve these experiments targets. As shown in the table,
the system was able to fully classify all types of microphones
in the silent room without any error in addition to 98.8% of
the microphones in the cafeteria room. Mobile-Mic achieved
the highest accuracy in the cafeteria while in the office room
on the contrary it achieved the lowest accuracy.

For more reliability andmore investigation, the four micro-
phone classification in the three different environments at the
same time. The results also show that a silent room is the
best for all the microphone types followed by the office room.
Also, the High-quality microphone achieved the best perfor-
mance, the reason for this is what characterizes this type of
microphone which is known as high-quality microphones.

Concerning environment classification using recording
devises with different qualities, which is the last experiment,
similar to Table 9, Table 10 presents this experiment’s results.

The proposed system can classify any type of micro-
phone without regarding the recorded environment where
the average accuracy is more than 99% for all microphones,
as shown in this table. Also, the environment can be classified
regardless of the recording device where the lowest accuracy
reaches 98.87%.
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TABLE 11. Comparison of the proposed CRNN environment classification model with other studies using different datasets with different number of
classes.

TABLE 12. A Comparison of the proposed CRNN microphone classification model with other studies using different datasets.

The main target of this paper is to classify environments
and microphones using spectrogram features with deep neu-
ral networks for the Arabic language, for that, we used the
King Saud University speech database (KSU-DB). Since,
there is no prior work on the same topic on the same database,
we performed a human perceptual test to study human per-
formance on the environment and microphone classification
using the same dataset and used as a baseline system.
Tables 11 and 12 present other models used to classify dif-

ferent environments or different microphones as compared to
our proposed models. In these tables, we clarified the number
of classes used in each study and the proposed classifiers and

features to make a general comparison of the available studies
in this area.

The proposed system achieved excellent classification
accuracies and minimized the classification time by using
unvoiced phonemes.

VIII. CONCLUSION

In this paper, we have shown that the spectrogram and deep
convolutional neural networks can be successfully trained
to classify environments and recording devices in speech
sound. Spectrograms were extracted from the audio files of
the KSU_DB dataset and fed as 2D images to the CNN
and CRNN (CNN+LSTM) models. The selected KSU_DB
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dataset consists of three environments with different noise
levels and four types of acquisition devices with different
quality levels. Various experiments were performed to study
the effect of speaker gender, sound segment, environmen-
tal noise, and acquisition device quality in the environment
and microphone classifications. The results showed that the
effect of gender varies with the classification task. In the
environment classification, the accuracy was slightly higher
for female speakers, while, in the microphone classification,
it was slightly higher for male speakers. Unvoiced phonemes
achieved excellent results with less processing time com-
pared to voiced phonemes. The results also showed that
using a full audio signal did not add a significant improve-
ment to performance. The proposed CNN and CRNNmodels
achieved high and robust results regardless of environmental
noise or recording device quality. In general, CRNN outper-
formed CNN in both environment and microphone classifica-
tion. As for future work, we will investigate the performance
of the proposed method in a dataset with low inter-class
variation such as microphones of the same manufacture and
model, and environments in homogeneous rooms.
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