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Systems
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Abstract Biometric technologies, in particular face recognition, are employed in
many personal, commercial, and governmental identity management systems around
the world. The processing of digitally manipulated face images within a face recog-
nition system may lead to false decisions and thus decrease the reliability of the
decision system. This necessitates the development of manipulation detection mod-
ules which can be seamlessly integrated into the processing chain of face recogni-
tion systems. This chapter discusses the impact of face image manipulation on face
recognition technologies. To this end, the basic processes and key components of bio-
metric systems are briefly introduced with particular emphasis on facial recognition.
Additionally, face manipulation detection scenarios and concepts of how to integrate
detection methods to face recognition systems are discussed. In an experimental
evaluation, it is shown that different types of face manipulation, i.e. retouching, face
morphing, and swapping, can significantly affect the biometric performance of face
recognition systems and hence impair their security. Eventually, this chapter provides
an outlook on issues and challenges that face manipulation poses to face recognition
technologies.
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Fig. 2.1 Examples of digital face manipulation: original face image (left), a slightly retouched face
image with increased eye size, slimmed nose, and cheeks (middle), and face image with a cat filter
(right)

2.1 Introduction

The facial image of a subject can be altered, i.e.manipulated, in the digital domain
such that the resulting digitally manipulated face image contains altered (biometric)
features of the subject in a manipulated form. Digital face manipulation algorithms
have advanced rapidly in recent years [50, 53]. In the scientific literature, numerous
methods which can be used to alter facial images, e.g. swapping [40], morphing
[43], or retouching [35], have been proposed for various application scenarios, e.g. in
the film industry. Due to their popularity, face manipulation algorithms are already
available in free web and mobile applications (apps). They typically allow their users
to easily manipulate facial images or videos. Existing apps provide a huge variety
of face manipulations ranging from funny filters to alterations in facial shape and
texture; see Fig. 2.1 for examples.

Manipulated facial images which look realistic may lead to a loss of trust in digital
content and can cause further harmby spreading false information [50].Moreover, the
automated processing ofmanipulated facial imagesmay lead to false decisions, e.g. in
a biometric system. For instance, face recognition performance might be impacted
by the aforementioned manipulations. Face recognition technologies are employed
for identity management in numerous application areas, e.g.mobile devices, access
control, forensics, or surveillance [24, 54].

Face image manipulations might be applied for different reasons,
e.g. beautification, by innocent users who have no intention of manipulating
an image to impair the security of a face recognition system. However, they may
also be applied by malicious users with the goal of interfering with the operation
of a face recognition system. Such attacks are referred to as presentation attacks
[19, 27]. Digital face image manipulation can be seen as presentation attacks in



2 Digital Face Manipulation in Biometric Systems 29

the digital domain.1 Face recognition systems have been shown to be particularly
vulnerable to presentation attacks [32], e.g. printouts of facial images or 3D masks.
Presentation attacks are either performed with the aim of identity concealment,
i.e. an attacker tries not to be recognized, or impersonation, i.e. an attacker tries to be
recognized as somebody else (target subject). Researchers have already shown that
both types of attacks are feasible with the help of digital face image manipulation
[50]. In many cases, only slight alterations of original facial images are necessary
to achieve alarmingly high attack success rates. This poses serious security risks to
face recognition systems.

Recently, numerous methods for detecting facial image manipulations have been
proposed, see [50, 53] for comprehensive surveys. Saidmanipulation detectionmeth-
ods can be applied in face recognition systems in order to protect against attacks
based on manipulated face images. Moreover, detection methods may be specifi-
cally designed for integration into the processing chain of face recognition systems
for different application scenarios.

This introductory chapter provides a brief overview of biometric face recognition.
The potential impacts of the digital face image manipulation on facial recognition
technologies are discussed, alongwith an empirical evaluation on a database compris-
ing common digital face alterations using state-of-the-art face recognition systems.
In addition, different face imagemanipulation detection scenarios and the integration
of detection modules into biometric systems are described.

This chapter is organized as follows: Sect. 2.2 briefly introduces the key processes
of generic biometric systems, in particular, face recognition. Subsequently, Sect. 2.3
discusses potential impacts of face imagemanipulation on the biometric performance
of face recognition as well as detection scenarios. Experimental case studies are
presented in Sect. 2.4. Finally, a summary and outlook are given in Sect. 2.5.

2.2 Biometric Systems

Biometric systems aim at establishing or verifying the identity or demographic
attributes of individuals. In the international standard ISO/IEC 2382-37 [18], “bio-
metrics” is defined as: “automated recognition of individuals based on their biological
and behavioural characteristics.” Humans possess, nearly universally, physiological
characteristics which are highly distinctive and can, therefore, be used to distinguish
between different individuals with a high degree of confidence. Prominent biomet-
ric characteristics are fingerprint, face, or iris. For a comprehensive introduction to
biometrics, the interested reader is referred to [20] and the handbook series [4, 24,
26, 39, 51].

1 In certain scenarios, digital face image manipulations can also be applied to perform presentation
attacks at enrolment which may be referred to as backdoor attacks.



30 M. Ibsen et al.

2.2.1 Processes

Generally, an automated biometric recognition system consists of: (1) a capture
device (e.g. a camera), with which the biometric samples (e.g. facial images) are
acquired; (2) a database which stores the biometric information and other personal
data; (3) signal processing algorithms, which estimate the quality of the acquired
sample, pre-process and extract the distinguishing features from it; and (4) compari-
son and decision algorithms, which enable ascertaining of similarity of two biometric
samples by comparing the extracted feature vectors and establishing whether or not
the two biometric samples belong to the same source.

During enrolment, a biometric capture device generates a reference sample of an
individual, proceeds to pre-process it, and extracts a feature vector which is stored
as a reference template. At the time of authentication, a probe sample is captured,
processed in the same way, and the resulting probe template is compared against a
reference template of a claimed identity (verification) or up to all stored reference
templates (identification).2 As a result, a (set of) biometric comparison score(s) is
compared against a pre-defined threshold yielding acceptance or rejection decision.
These processes are illustrated in Fig. 2.2.

In a biometric authentication attempt, two algorithmic errors may occur [17]:

• False Match: The comparison decision of “match” for a biometric probe and a
biometric reference that belong to different biometric capture subjects.

• FalseNon-Match: The comparison decision of “non-match” for a biometric probe
and a biometric reference that belong to the same biometric capture subject and
of the same biometric characteristic.

The probabilities of each of these erroneous decision outcomes are defined as:

• False Match Rate (FMR ): The proportion of the completed biometric non-mated
comparison trials that result in a false match.

• False Non-Match Rate (FNMR ): The proportion of the completed biometric
mated comparison trials that result in a false non-match.

TheFMR and theFNMR aremeasured at a certain decision threshold of the system.
A change of the decision threshold usually results in a decrease of one of the error

DecisionComparison

Database

Feature
extraction

Pre-
processingSensor

Authentication

Biometr ic
characteristic

Score Accept

Reject

Enrolment

Fig. 2.2 Overview of a biometric recognition system

2 This chapter focuses on biometric verification systems performing one-to-one comparisons.
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rates at a cost of increasing the other. In other words, there exists a fundamental trade-
off between system security (FMR) and convenience (FNMR) which is commonly
illustrated by a detection error trade-off (DET) plot. The operation point where the
FMR is equal to theFNMR is commonly referred to as Equal Error Rate (EER), which
is often used as a single representative value to compare the biometric performance
obtained by different algorithms.

2.2.2 Face Recognition

Face recognition systems are typically designed to process facial images captured
with visible imaging sensor,3 i.e.RGB colour cameras. In the pre-processing stage,
face detection and face alignment is performed. Subsequently, face sample quality is
estimated [46] and feature extraction is performed. For a long period of time, hand-
crafted feature extractors, e.g.Local Binary Patterns [1] and Gabor filters [47], were
predominately used. Said methods apply texture descriptors locally and aggregate
extracted features into an overall face descriptor. A large variety of such systems has
been proposed in the scientific literature, see [24, 25]. In contrast, current face recog-
nition technologies utilize deep learning and massive training datasets to learn rich
and compact representations of faces [15, 29]. The recent developments inDeepCon-
volutional Neural Networks (DCNNs) have led to breakthrough advances in facial
recognition accuracy. DCNNs are usually trained using differentiable loss functions.
A face embedding in the latent space is represented as a fixed-length real-valued
vector. The dissimilarity of such feature vectors can be effectively estimated through
simple distance measures, e.g.Euclidean distance. State-of-the-art face recognition
systems have already surpassed human-level performance [34, 49] even on uncon-
strained (captured “in-the-wild” or with low image quality) face databases, e.g. the
well-known Labeled Faces in the Wild (LFW) dataset [23].

2.3 Digital Face Manipulation in Biometric Systems

Advances in image manipulation software and machine learning technologies have
made it easier to realistically manipulate face images. Some digital face manipula-
tions are expected to impact the biometric performance of a face recognition system
as they e.g. can cause severe changes in facial appearance or obscure parts of a face.
Hence, methods capable of accurately detecting such manipulations are needed in
order to mitigate their negative impacts on biometric systems. Development of such
detection methods remains an open challenge.

3 There are also face recognition systems which utilize other sensors, e.g. depth sensors for 3D face
recognition.
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Fig. 2.3 Examples where the face of a digitally manipulated image is inaccurately detected

2.3.1 Impact on Biometric Performance

Digitally manipulated images may be introduced into a biometric system during
enrolment or authentication and in systems where images are not captured live
by a biometric capture device. It has been demonstrated that some manipulations
(e.g.morphed images) [10, 41] can be used by attackers to circumvent the security
of the system, whereas other manipulations usually carried out by bona fide users
like slight retouching has little to no security implications [36]. While manipulated
images can be a problem from a security-point-of-view, it can be of interest from a
usability perspective, and in some applications of face recognition systems, that face
recognition systems are robust to common manipulations in the digital domain. This
can for instance, be relevant if images from socialmedia are used in a face recognition
system, as it is likely that users have manipulated the images without any intention
of interfering with the operation of a face recognition system. Despite the intentions
of digitally manipulating a face image, such images can impact different modules of
a face recognition system if processed:

Face detection Digital face manipulations which occlude parts of a face or add
additional texture information (e.g. synthetic tattoos) are likely to affect a face
recognition system’s ability to detect a face accurately. Facial manipulations can
cause detection schemes to detect multiple faces or inaccurately determine the
region of interest, i.e. the face (examples are given in Fig. 2.3). If a face cannot be
properly detected, reliable recognition cannot be guaranteed.

Quality estimation It is expected that manipulations where part of a face is
occluded, in general, will obtain a lower estimated face quality score than faces
without occlusions. For other manipulations which aim at impersonation, it is not
expected that the manipulation will have a significant effect on the quality score.
If some types of digital manipulations receive a significantly lower quality score
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than bona fide images, quality estimation might be used to prevent the enrolment
of such manipulated samples into the face recognition system database.

Comparison and feature extraction Digital facial manipulations are expected to
impact the features extracted from facial images and affect the comparison scores
of mated and non-mated comparison trials. The expected behaviour depends on
the type of manipulation applied. For beautification and identity concealment, it is
expected that the performance significantly drops when a face is severely manip-
ulated or when occlusions occur over key areas such as the periocular region. For
manipulations that aim at impersonation, it is expected that themanipulated image
becomes more similar to the target identity than the source identity. Similarly, for
manipulations that aim at merging multiple identities into a single image, it is
expected that the similarity score is high for all individuals contributing to the
merged image.

The impact of digital face manipulations on face recognition systems depends
on the type and severity of the manipulation applied. For manipulations that only
alter few aspects of a facial image e.g. lighting condition and slight beautification, it
is not expected that the manipulation has a big impact as modern face recognition
systems are robust to such minor changes. For manipulations where a large part of a
face is occluded, the FNMRof the system is expected to be affected significantly. For
manipulations where a face is swapped with another individual’s face, it is expected
that the swapped face image becomes less similar to the source identity and more
similar to the target identity. For high-quality morphed images, it is expected that the
system will falsely accept multiple individuals.

2.3.2 Manipulation Detection Scenarios

Several detection algorithms have been proposed to improve the robustness of face
recognition systems to facial manipulations and to prevent image forgery. These
algorithms can be integrated into the existing face recognition systems and be used to
check the authenticity and integrity of imagery. In face recognition systems, detection
algorithms can be used to prevent that facial images, which have been manipulated,
are stored during enrolment or used during authentication.

For detectingmanipulated face images, there are two different detection scenarios:

1. No-reference detection
2. Differential detection

In no-reference detection, a single suspected image is given as input to the detec-
tion algorithm and analyzed. Thereupon, a detection score is produced and used
to determine whether the image is bona fide or manipulated. In differential detec-
tion, both the suspected image and a trusted live capture are used to determine if
the suspected image has been manipulated. No-reference detection is considered a
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Fig. 2.4 Categorisation of face manipulation detection schemes

more difficult problem and usually less accurate (see e.g. [28]). The possibility to
use differential detection in face recognition systems arises due to the availability
of pairs of images (reference and probe) during authentication, which is often not
the case in traditional image forensics where usually only a single image or video
is available. Despite the often superior performance of differential detection algo-
rithms, no-reference detection is still important in forensic scenarios when a trusted
live capture is not available. A conceptual overview of the two detection scenarios
is shown in Fig. 2.4.

Several algorithms for detecting digital manipulated face images have been pro-
posed e.g. [21, 33, 37, 40, 42, 45, 55]. In general, the existingmanipulation detection
schemes use (1) texture analysis, (2) digital forensics, or (3) deep-learning techniques
to detect manipulated images. The use of texture descriptors has shown promising
results e.g. for no-reference morphing attack detection as reported in [44]. Similarly,
forensics-based detection methods, e.g.methods which analyze Photo Response
Non-Uniformity (PRNU), have been shown to be useful for detecting some types of
digital manipulations and have, for instance, been applied to detect retouched [36]
and morphed images [7]. The features used in detection schemes based on digital
forensics or texture analysis are often highly dependent on the training scenario and
struggle to generalize well to unseen conditions and variations in post-processing.
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Fig. 2.5 Integration of manipulation detection and biometric recognition

Therefore, many state-of-the-art approaches utilize deep learning-based models, or
features extracted from such models to detect manipulated face images. As indicated
in [36] information fusion, like combining detection scores frommultiple algorithms,
can lead to amore robust detection system. For amore comprehensive overviewof the
current state-of-the-art in detecting manipulated face images, the reader is referred
to [2, 35, 43, 50, 52] and to the third part of this handbook.

Figure2.5 shows one possible integration of a manipulation detection algorithm
into a face recognition system.As illustrated, the output of themanipulation detection
and biometric recognition system can be fused together and used to make the final
decision. Information fusion is usually based on either decision-level or score-level
fusion. For decision-level fusion, the binary decision outputs of the manipulation
detection and biometric system are used to determine the authentication output. For
instance, a successful authentication output could be given only if neither of the sys-
tems rejects the input image. For score-level fusion, the scores produced by the two
systems are combined and used together with a threshold value to determine the final
authentication output. Chingovska et al. [5] investigated the impact of applying dif-
ferent score-level and decision-level fusion techniques for integrating a presentation
attack detection algorithm with a biometric recognition system and concluded that
there almost always was a trade-off between recognition and detection performance.

Another approach for making face recognition systems robust is to create algo-
rithms capable of inverting the facial manipulations, i.e. remove the manipulation.
Some authors have proposed algorithms capable of inverting specific manipulations,
e.g. [11, 55].

2.4 Experiments

In this section, the vulnerability of two state-of-the-art face recognition systems
towards three types of digital manipulations (retouching, morphing, and face swap-
ping4) is evaluated.

4 Face swapping is also some times referred to as identity swapping in the literature.
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2.4.1 Experimental Setup

For the evaluation, one open-source and one commercial face recognition system are
used. As the open-source system ArcFace [8] is used with theMTCNN face detector
[56] for pre-processing. Due to terms of use, the used commercial system cannot be
named explicitly and will henceforth be referred to as COTS.

To create an appropriate database, a subset of constrained facial images from the
FERET [30] and FRGCv2 [31] database are manipulated using six different tools.

The changes imposed by the tools for the different manipulations are described
below:

Retouching For the generation of retouched images, InstaBeauty [16] and Fotorus
[14] are used. Both are proprietary software that offer features for beautifying
facial images. Although the beautification operations performed by these and
similar apps vary, common manipulations are smoothing of the skin, slimming of
the nose, and enlargement of the eyes. Additionally, other manipulations might
occur when beautifying an image e.g. enlargement of the mouth and slimming of
the chin.

Morphing For the generation of morphs FaceFusion [9] andUBOMorpher [3, 12]
are used. For FaceFusion a version which uses the landmarks of dlib [22] and
Delaunay triangles is applied. Certain regions (e.g. eyes, nostrils, and hair) of the
first face image are blended over the morph to hide potential artefacts. The UBO
Morpher tool generates amorphed image by triangulation, warping, and blending.
For finding landmarks for this tool, dlib are used. To avoid artefacts in the area
outside of the face region, the morphed image generated by UBO Morpher is
copied to the background of one of the original face images. Images generated by
UBO Morpher might show artefacts at the border lines of the blended areas. In
this evaluation and for both morphing tools, a single image is generated from the
facial images of two different subjects and an equal weighting factor [12] of 0.5
is used for both blending and warping.

Face swap For the generation of face swapped images, fewshot-face [13] and sim-
ple_faceswap [48] are used. fewshot-face is a GAN-based approach capable of
swapping a face using only a few target images; in the database used in this chapter
a maximum of two target images was used to generate each face swapped image.
simple_faceswap is a simple landmark-based approach which uses the landmarks
detected by dlib to perform face swapping.

Example images generated using the above tools are shown in Fig. 2.6. For the gen-
eration of the swapped and morphed face images it was ensured that both individuals
used to create the manipulated image were of the same gender. Additionally, to avoid
artefacts, it was ensured that for the generation of the morphed images only one of
the facial images contained glasses.

An overview of the total number of biometric comparisons in the generated
database is given in Table2.1. Note that formorphing and swappingwhere themanip-
ulated image has been created from the facial images of two subjects, we only make
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Fig. 2.6 Example images from the generated database

comparisons to the probe image(s) of the subject from which the area outside the
face region is from. For instance, to create a mated comparison for the swapped and
morphed face images in Fig. 2.6, a probe image from subject 1 is used. For the mated
comparisons for retouching, morphing, and swapping, the used probe images have
not been manipulated.

To evaluate the impact of the manipulations, standardized and other well-known
metrics and visualizations are used. For visualizing the distributions of comparisons
scores, probability density functions (PDFs) are used, and the scores produced by the
algorithms are converted to similarity scores and normalized to the range [0, 1]. The
degree of separation between two distributions is quantified using the decidability
measure d ′ [6] which is calculated as follows:
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Table 2.1 Number of biometric comparisons for the generated database

Scenario Number of comparisons

Bona fide mated 2251

Retouching mated 4502

Morphing mated 4502

Face swap mated 4502

Bona fide non-mated 497,838

d ′ = |μmated − μnon-mated|√
1
2 (σ

2
mated + σ 2

non-mated)

Biometric recognition performance is visualized usingDET-curves which plot the
FNMRversus the FMR at different decision thresholds. Furthermore, the FNMR at a
fixed operational threshold corresponding to 0.1% FMR is highlighted; this security
level is relevant for numerous real deployments of biometric recognition systems
[38]. Finally, the equal error rate (EER ), i.e. the point atwhich theFMR andFNMR are
equal, is reported.

2.4.2 Performance Evaluation

This section investigates the effect of the different types of digital manipulations in
the generated database (Sect. 2.4.1) on two state-of-the-art face recognition systems.

The PDFs and estimated decision thresholds at a fixed FMRof 0.1% for the
manipulated and bona fide images in the generated database are shown in Fig. 2.7.
It can be observed that the comparison scores of the manipulated images, for both
ArcFace and COTS , are situated in-between the bona fide mated and non-mated
score distributions. Furthermore, it can be observed that the score distribution for
the retouched images is closest to the bona fide mated distribution, whereas face
swapping is closest to the bona fide non-mated distribution. These observations are
expected since retouching only moderately alters a face whereas for face swapping
the original face identity has been replaced with the identity of another individual.
From the plot, it can be observed that morphing, in general, decreases the comparison
score more than retouching, but less than face swapping. Interestingly, from Fig. 2.7,
it can be observed that the comparison scores for COTS on the swapped face images
are significantly higher than the bona fide non-mated scores. When looking at the
bona fide mated score distributions in Fig. 2.7 (most notable for COTS) two separate
peaks can be observed, which is caused by using two different databases in the
evaluation—the FRGCv2 database contains more unconstrained probe images than
the FERET data.
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Fig. 2.7 Score distributions for manipulated and bona fide comparisons
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Fig. 2.8 DET-curves for performance scores of the manipulated and bona fide images

From the DET-curves in Fig. 2.8, it can be observed that face swapping has a
big impact on the classification errors of both tested face recognition systems which
is expected as face swapping changes the original face identity and as such makes
the resulting identity less similar to the original identity. In contrast, retouching and
morphing only have a moderate impact on the classification errors. For morphed
images, this is a potential issue since the identity of multiple individuals contributes
to a morphed image. As shown in other works, e.g. [10], morphed images can pose a
security threat if accepted into a face recognition systemas it is likely that the different
individuals contributing to a morphed image can use the morph for authentication.
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Table 2.2 Biometric performance results for ArcFace and COTS. FNMR is calculated at FMR=
0.1%. Values for FNMR and EER in the table are in %

Type ArcFace COTS

EER FNMR d ′ EER FNMR d ′

Bona fide 0.0004 0.0000 6.8386 0.0003 0.0000 20.4373

Retouching 0.4886 0.4887 6.7672 0.4664 0.4665 13.7155

Morphing 0.4970 1.7548 4.8792 0.1555 0.2888 10.2725

Face swap 5.8418 47.4678 2.9846 2.7765 20.7685 3.8780

Therefore, the system should ideally reject all mated comparisons where one of the
images contains either a swapped or a morphed face.

In Table2.2, the biometric performance scores are shown for ArcFace andCOTS .
The table shows good separability (high d ′) between the bona fide non-mated scores
and the mated scores obtained for both the bona fide and retouched images. Least
separation (lowest d ′) is achieved between the bona fide non-mated score distribu-
tion and the mated score distribution for the face swapped images. The performance
metrics reported in the table indicate that both systems are robust to bona fide images
and that face swapping has the biggest impact on the comparison scores of the sys-
tems. More specifically, it can be observed that at an operational threshold where
FMR= 0.1%, approximately 47.5 and 20.8% of the mated comparisons for the face
swapped images are rejected for ArcFace and COTS, respectively. The results show
that, at best, less than half of the face swapped images are rejected, which suggest
a need for algorithms capable of detecting swapped face images. For the retouched
and morphed images, only moderate performance degradation can be observed. For
morphed images, this means that state-of-the-art face recognition systems cannot
reliably detect and reject morphing attacks. Therefore, several authors have pro-
posed dedicated algorithms for detecting morphed images, although this remains a
challenging problem [28].

2.5 Summary and Outlook

This chapter addressed the impact of digital face image manipulations on face recog-
nition technologies. Considering the wide prevalence of face manipulation software,
in particular for mobile devices and border control, face recognition systems have to
cope with manipulated images. It was shown that face recognition systems can be
robust to certain types of manipulations, i.e. biometric performance is maintained,
while others may seriously reduce recognition capabilities. Therefore, the usabil-
ity (related to the false non-match rate) and the security (related to the false match
rate) of face recognition systems are impaired by digitally manipulated face images.
Besides face manipulation techniques considered in this chapter, numerous face
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image manipulation techniques have been proposed for different fields of applica-
tion. The forthcoming chapters of this book will describe many of those in detail.

Additionally, this chapter emphasized the need for reliable face manipulation
detection methods to be integrated into face recognition systems. To this end, an
overview of different concepts for the integration of face manipulation detection into
the processing chain of a face recognition system was provided. Many of the subse-
quent chapters proposemethods for reliable detection of different facemanipulations
which represent a current research challenge. Beyond that, some of the forthcom-
ing chapters will provide more details on how to combine face recognition and face
image manipulation detection effectively.
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