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DIGITAL FORENSIC RESEARCH:
THE GOOD, THE BAD AND THE
UNADDRESSED

Nicole Beebe

Abstract Digital forensics is a relatively new scientific discipline, but one that has
matured greatly over the past decade. In any field of human endeavor, it
is important to periodically pause and review the state of the discipline.
This paper examines where the discipline of digital forensics is at this
point in time and what has been accomplished in order to critically
analyze what has been done well and what ought to be done better.
The paper also takes stock of what is known, what is not known and
what needs to be known. It is a compilation of the author’s opinion and
the viewpoints of twenty-one other practitioners and researchers, many
of whom are leaders in the field. In synthesizing these professional
opinions, several consensus views emerge that provide valuable insights
into the “state of the discipline.”
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1. Introduction
Digital forensics is defined as: “[t]he use of scientifically derived and

proven methods toward the preservation, collection, validation, iden-
tification, analysis, interpretation, documentation and presentation of
digital evidence derived from digital sources for the purpose of facili-
tation or furthering the reconstruction of events found to be criminal,
or helping to anticipate unauthorized actions shown to be disruptive to
planned operations” [46]. This paper presents the results of a “state of
the discipline” examination of digital forensics. The focus is on digital
forensic research – systematic, scientific inquiries of facts, theories and
problems related to digital forensics. In particular, the paper character-
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izes the current body of knowledge in digital forensics and evaluates its
rigor with the goal of setting a course for future digital forensic research.

This evaluation of the current state of digital forensics attempts to
convey the perspectives of researchers and practitioners. In addition to
the author, the views expressed in this paper are drawn from twenty-one
researchers and practitioners, many of whom are leaders in the field. Re-
searchers were asked to critically examine the collective contribution of
the research community to the current body of knowledge and to identify
the most pressing research questions in digital forensics. Practitioners
were queried about current and previous research activities, the contri-
bution of these activities to their real-world experiences, and pressing
research needs.

The remainder of the paper is organized as follows. First, we discuss
what is collectively seen as “good” in the field, outlining the notable re-
search contributions over the past decade. Next, we discuss the “bad” –
what needs to be improved as far as digital forensic research is concerned.
Finally, we attempt to set a course for future digital forensic research
by discussing four major themes and several individual research top-
ics that demand investigation. A brief literature review of the research
themes and topics is presented to assist individuals who are interested
in embarking on research in these areas.

2. The Good
All the respondents felt that there was unequivocal improvement in

the prominence and value of digital evidence in investigations. It is
now mainstream knowledge that the digital footprints that remain after
interactions with computers and networks are significant and probative.
Digital forensics was once a niche science that was leveraged primarily
in support of criminal investigations, and digital forensic services were
utilized only during the late stages of investigations after much of the
digital evidence was already spoiled. Now, digital forensic services are
sought right at the beginning of all types of investigations – criminal,
civil, military and corporate. Even popular crime shows and novels
regularly incorporate digital evidence in their story lines.

The increased public awareness of digital evidence says nothing about
the state of digital forensics as a science. Indeed, the awareness of the
need to collect and analyze digital evidence does not necessarily translate
to scientific theory, scientific processes and scientifically derived knowl-
edge. The traditional forensic sciences (e.g., serology, toxicology and
ballistics) emerged out of academic research, enabling science to precede
forensic science applications, as it should. Digital forensics, however,
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emerged out of the practitioner community – computer crime investiga-
tors and digital forensic tool developers seeking solutions to real-world
problems [47]. While these efforts have produced a great amount of fac-
tual knowledge and several commonly accepted processes and hardware
and software tools, many experts concede that the scientific method did
not underlie much of early digital forensic research.

The call for a more scientific approach to digital forensic research
is not new. The first Digital Forensic Research Workshop (DFRWS
2001) convened more than 50 researchers, investigators and analysts
“...to establish a research community that would apply the scientific
method in finding focused near-term solutions driven by practitioner
requirements and addressing longer term needs, considering, but not
constrained by current paradigms” [46].

The prevailing sentiment is that the scientific foundation of digital
forensics has been strengthened. A few examples highlight this point.
The Scientific Working Group on Digital Evidence (SWGDE) has re-
leased several documents since 1999 concerning digital forensic stan-
dards, best practices and testing and validation processes. In 2001, the
U.S. National Institute of Standards and Technology (NIST) started the
Computer Forensic Tool Testing (CFTT) Project and has since estab-
lished and executed validation test protocols for several digital foren-
sic tools. DFRWS 2002 focused on scientific standards and methods.
DFRWS 2003 hosted a plenary session emphasizing the need for a sci-
entific foundation for digital forensic research. DFRWS 2004 featured
several presentations defining the digital forensic process. In short, the
field has experienced considerable progress in formalizing, standardiz-
ing and formulating digital forensic processes and approaches. The re-
spondents also felt that the research community was showing signs of
a stronger scientific underpinning as evidenced by the publication of
research in mainstream computer science, information systems and en-
gineering journals.

To date, research questions have largely centered on the “archaeology”
of digital artifacts. Carrier [12] observes that digital forensic artifacts are
a function of the physical media, operating system, file system and user-
level applications – that each impacts what digital evidence is created
and left behind. Like archaeologists who seek to understand past human
behavior by studying artifacts, digital forensic investigators seek to un-
derstand past behavior in the digital realm by studying digital artifacts.
Because digital forensic research during the past decade has focused on
the identification, excavation and examination of digital artifacts, there
is now a relatively solid understanding of what digital artifacts exist,
where they exist, why they exist and how to recover them (relative to
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commonly-used operating/file systems and software applications). To
its credit, the digital forensic research community has done a good job
sharing this knowledge with other academic disciplines (e.g., computer
science, information systems, engineering and criminal justice) as well as
with the practitioner community (law enforcement, private-sector prac-
titioners and e-discovery specialists).

Digital forensic research has profited from “digital forensic challenges”
designed to stimulate scientific inquiry and the development of innova-
tive tools and analytical methodologies. Examples are the annual digital
forensic challenges sponsored by DFRWS (since 2005) and the U.S. DoD
Cyber Crime Center (since 2006). Two research areas that have expe-
rienced significant growth as a result of the challenges are data carving
and memory analysis. Other areas that have benefited include steganog-
raphy, encryption and image identification (especially distinguishing be-
tween real and computer-generated or computer-altered images).

However, the digital forensic challenges may have shifted research at-
tention away from the response and data collection phases to the analysis
phase. Many of the respondents opined that digital forensic research ini-
tially focused its attention on response and data collection. As a result,
robust hardware write blockers became widely available; live response
processes, tools and methodologies that minimized the digital evidence
footprint were developed; and commonly accepted acquisition policies
and procedures emerged. One might argue that the research community
has marched along the digital forensic process: Preparation→ Response
→ Collection → Analysis→ Presentation → Incident Closure [4]. Many
research questions pertaining to the response and collection phases are
still unanswered, it is just that the research community now sees the
most pressing questions as residing in the analysis phase.

3. The Bad
Interestingly, several of the key successes of digital forensic research

follow directly into the discussion of “The Bad.” Take, for example,
acquisition process standardization and formalization. Several of the
respondents suggested that the digital forensic community has almost
hyper-formalized processes and approaches, especially with respect to
the response and data collection phases. Some would argue this point,
citing the fact that there is no single, universal standard for digital ev-
idence collection. Many organizations have their own standards and
guidelines for data collection. Further, it can be argued that these docu-
ments constitute high-level, work-flow guidance rather than proscriptive
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checklists. Thus, at first glance, one can easily make an argument against
the allegation of hyper-formalization.

The argument that digital forensic processes are hyper-formalized cen-
ters on the fact that the evidentiary principles established over the years
cannot be attained under certain circumstances. Consider the eviden-
tiary principles of integrity and completeness. The digital forensic com-
munity has worked hard to get the judiciary to understand that the right
way to respond and collect digital evidence does not alter the evidence
in any way and obtains all the evidence. The problem is that the chang-
ing technological landscape often necessitates a different approach – one
where evidence will be altered (albeit minimally and in a deterministic
manner) and where not all the evidence can be seized. Modern digi-
tal crime scenes frequently involve multi-terabyte data stores, mission-
critical systems that cannot be taken offline for imaging, ubiquitous
sources of volatile data, and enterprise-level and/or complex incidents
in which the scope and location of digital evidence are difficult to as-
certain. Many organizational standards and guidelines fail to address
response and data acquisition in such circumstances; they often fail to
facilitate proper decision-making in the light of unexpected digital cir-
cumstances; and they often present evidentiary principles as “rules,”
leaving little room for improvisation.

One of the successes identified in the previous section was the collec-
tive ability to archaeologically identify, excavate and examine digital ar-
tifacts. The problem, however, is that knowledge and expertise are heav-
ily biased toward Windows, and to a lesser extent, standard Linux dis-
tributions. The FAT12/16/32, NTFS and EXT2/3 file systems, the op-
erating systems that implement them (Windows9X/ME/NT/XP/Vista
and various Linux distributions), and common user applications installed
on them (Microsoft Internet Explorer and Outlook, Mozilla Firefox and
Thunderbird, etc.) have been well studied. Researchers have paid in-
sufficient attention to other operating systems, file systems and user
applications, especially in the light of current market trends.

The market share enjoyed by Microsoft operating systems has de-
creased from 91.8% in May 2008 to 88.1% in March 2009 [43], due in
large part to Apple’s Mac OS X and its portable device operating sys-
tems. “Mac forensics” (e.g., HFS+ file system forensics) has received
increased research attention, but more efforts are needed. New file sys-
tems, such as ZFS by Sun Microsystems, have received little attention.
UFS and ReiserFS are also examples of file systems that deserve to be
the focus of more research.

The digital forensic research community must also challenge itself by
raising the standards for rigor and relevance of research in digital foren-



22 ADVANCES IN DIGITAL FORENSICS V

sics. In years past, the challenge for the community was limited knowl-
edge, skills and research experience. Despite backgrounds in computer
science and information systems, and in some cases, real-world digital
forensic training and case experience, members of the research commu-
nity still had to overcome a steep learning curve with respect to the core
body of knowledge in digital forensics (if, in fact, such a core ever ex-
isted). This unfortunately led to lower standards for scientific rigor and
relevance in digital forensic research compared with other traditional
fields of research.

The problem of rigor and relevance in digital forensic research is ex-
acerbated by two publication dilemmas. First, the receptivity of main-
stream scientific journals to digital forensic research is nascent. Second,
peer reviewed, scientific journals dedicated entirely to digital forensics
are relatively new. Journals typically take time to achieve high quality
standards (a function of increasing readership and decreasing acceptance
rates over time), and the discipline of digital forensics is simply not there
yet. A survey of journals dedicated to digital forensics reveals that the
ISI impact factors, circulation rates and acceptance rates are below par
(but they are improving). This problem will subside as time passes and
the discipline grows and matures.

Regardless of the mitigating circumstances noted above, the research
community must regulate itself and “raise the bar.” It should ensure
that every research publication makes a clear (even if only incremental)
contribution to the body of knowledge. This necessitates exhaustive
literature reviews. More importantly, the work should be scientifically
sound and comparable in rigor to research efforts in more established
scientific disciplines.

It is also important to ensure that digital forensic research is relevant
to the practitioner community. One strategy is to better address the
problem phrased by Pollitt as “data glut, knowledge famine.” Investiga-
tors usually do not lack data, but they often struggle with transforming
the data into investigative knowledge. Research should strive to min-
imize noise and maximize contextual information, thereby converting
data to investigative knowledge (Figure 1). The second strategy is for
digital forensic research to facilitate tool development (at least to some
degree). While some believe it is the responsibility of the digital foren-
sic research community to develop usable tools, many of the respondents
disagreed with this assertion. Nonetheless, it is important to ensure that
the research is accessible and communicated to digital forensic tool de-
velopers, so that key contributions to the body of knowledge are placed
in the hands of practitioners.
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Figure 1. Knowledge management understanding hierarchy [44].

All things considered, “The Bad” is not that horrible. Rather, it
calls for a reorientation and introspection by the digital forensic re-
search community. As the research community approaches the apex
of the learning curve, it should return to its scientific roots. It should
reach deep into the relevant reference disciplines, build theory via strong
analytics and methodological rigor, conduct scientifically sound exper-
iments, and demand that all publications make clear contributions to
the body of knowledge in digital forensics. The digital forensic commu-
nity as a whole must achieve an awareness of the changing technological
landscape that goes beyond practice. Indeed, researchers should be the
ones advising practitioners about technologies on the horizon, not vice
versa. Researchers should be the ones driving tool development based
on their studies of archaeological artifacts, human analytical approaches
and computational search and extraction algorithms, rather than hav-
ing the tools drive digital forensic analytical approaches, processes and
outcomes. Overall, digital forensic research must become more rigorous,
relevant and forward thinking.

4. The Unaddressed
Having reviewed the current state of digital forensics, it is important

to identify strategic directions for research in the field. Our study reveals
four major themes: (i) volume and scalability, (ii) intelligent analytical
approaches, (iii) digital forensics in and of non-standard computing en-
vironments, and (iv) forensic tool development. The following sections
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discuss the four themes and list several pressing research topics after the
discussion of each theme.

4.1 Volume and Scalability
Data storage needs and data storage capacities are ever increasing.

Ten years ago, it was common to acquire hard disks in 700 MB image
segments in order to burn an entire image to a handful of CD-ROMs.
Now, “small” cases often involve several hundred gigabytes of data and
multi-terabyte corporate cases are commonplace. Two years ago, the
size of Wal-Mart’s data warehouse exceeded the petabyte mark [75].

One solution to the volume and scalability challenge is selective digital
forensic acquisition. Instead of acquiring bit-stream images of entire
physical devices, subsets of data are strategically selected for imaging.
Typically, the result is a logical subset of the stored data and not all
logical data at that. We contend that selective acquisition can and
should include certain portions of allocated and unallocated space, but
admittedly, research is needed to facilitate such acquisitions (especially
related to the decision making process that would identify the data to
be selectively acquired).

Research on selective, intelligent acquisition includes using digital evi-
dence bags [71, 72] and risk sensitive digital evidence collection [32]. Dig-
ital evidence bags are designed to store provenance information related
to the data collected via selective acquisition. This type of approach
is important because, when acquiring subsets of data from disparate
sources, the source and contextual data (i.e., the physical device and
the subset of data that is not acquired) are no longer implicitly available
and must be explicitly retained. Furthermore, any explicitly retained in-
formation can and should be managed in order to contribute knowledge
to the analytical process. Risk sensitive collection provides a framework
for allowing cost-benefit considerations to drive the selection process,
considering costs and benefits to the investigating and data-owning en-
tities.

Another solution to the volume and scalability challenge is to utilize
more effective and efficient computational and analytical approaches.
Research focused on improving the efficiency and effectiveness of digi-
tal forensic analyses include distributed analytical processing [56], data-
mining-based search processes [5], file classification to aid analysis [60],
self-organizing neural networks for thematically clustering string search
results [6], and massive threading via graphical processing units (GPUs)
[38]. Researchers have also investigated network-based architectures and
virtualization infrastructures to facilitate large evidence stores, case and
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digital asset management systems, and collaborative, geographically dis-
tributed analysis [19, 20].

Clearly, more research is needed to address volume and scalability
issues. The following research questions are proffered for further inquiry
by the research community.

How can decision support systems be extended to the digital foren-
sics realm to aid selective and intelligent acquisition?

What are the dimensions of the selective acquisition decision mak-
ing process and how do they differ from other processes where
decision support systems are applied?

How can data warehousing and associated information retrieval
and data mining research be extended to digital forensics? Beebe
and Clark [5] discuss how data mining can be extended to digital
forensics, but more research is needed. Which information retrieval
and data mining approaches and algorithms can be extended to
address specific analytical problems?

Since information retrieval and data mining approaches are typi-
cally designed to handle logical and relatively homogeneous data
sets, what adaptations are necessary to deal with physical, highly
heterogeneous data sets?

Link analysis research has been extended to non-digital investiga-
tions in the form of crime network identification and analysis, but
how can similar research be extended to digital investigations and
data sets? Can this research help characterize the relationships be-
tween digital events (chronological or otherwise) and digital data?

How do investigators search and analyze data? What cognitive
processing models are involved? How do these compare with other
human information processing, knowledge generation and decision
making processes?

How does and/or should Simon’s concept of “satisficing” [66] ex-
tend to digital forensic investigations?

Why is digital forensic software development lagging hardware ad-
vances in the areas of large-scale multi-threading and massive par-
allelism? Are there unique characteristics about data and informa-
tion processing tasks in a digital forensic environment that make it
more difficult or necessitate different development or engineering
approaches?
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4.2 Intelligent Analytical Approaches
The second major research theme is intelligent analytical approaches.

Several respondents felt that computational approaches for searching,
retrieving and analyzing digital evidence are unnecessarily simplistic.
Current approaches largely rely on: (i) literal string searching (i.e., non-
grep string searches for text and file signatures), (ii) simple pattern
matching (i.e., grep searches), (iii) indexing data to speed up search-
ing and matching, (iv) hash analyses, and (v) logical level file reviews
(i.e., log analysis, registry analysis, Internet browser file parsing, view-
ing allocated files, etc.). There are two problems associated with these
approaches: underutilization of available computational power and high
information retrieval overhead.

Current information retrieval and analytical approaches underutilize
available computational power. Many forensic search processes require
large amounts of processing time and researchers continue to seek ways
to conduct searches and analyze data more quickly [38, 56]. However, the
amount of time required to conduct byte-by-byte matching or full-text
indexing is not the issue. The point is that high-end, user-class com-
puting platforms (akin to typical digital forensic workstations) can han-
dle intelligent search, retrieval and analytical algorithms that are much
more advanced than literal string searches and simple pattern matching.
Advanced algorithms already exist and are the result of longstanding re-
search efforts in artificial intelligence, information science, data mining
and information retrieval.

Current search and analysis approaches also have significant informa-
tion retrieval overhead. In addition to the computational time required
to execute a search, the overhead includes the human information pro-
cessing time spent to review hits that are not relevant to the investigative
objectives (i.e., false positives in the investigative sense).

The classic precision-recall trade-off dilemma is that as recall in-
creases, the query precision decreases. Since digital forensics seeks recall
rates at or near 100%, query precision is usually low. The heterogene-
ity of data sources during physical-level forensic analysis intensifies the
problem. Note that traditional query recall targets could be reconsidered
in the light of legal sufficiency and Simon’s notion of satisficing [66].

The cost of human analytical time spent sifting through non-relevant
search hits is a significant issue. Skilled investigators are in limited quan-
tity, highly paid and often face large case backlogs. Anything that can be
done to reduce the human burden should be seriously considered, even if
it means increasing computational time. Trading equal human analyti-
cal time for computer processing time is a worthwhile proposition in and
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of itself, but we believe that the trade will seldom be equal. Extending
intelligent search, retrieval and analytical algorithms will not require a
one-for-one trade between human and computer time. Computational
processing time will indeed increase, but it will pale in comparison with
the amount and cost of human analytical time savings.

Research in intelligent analytical approaches is relatively scant. Much
of the work was discussed in the context of volume and scalability chal-
lenges. “Smarter” analytical algorithms would clearly reduce informa-
tion retrieval overhead. They should help investigators get to relevant
data more quickly, reduce the noise investigators must wade through,
and help transform data into information and investigative knowledge.

In addition to improving analytical efficiency, intelligent analytical
approaches would enhance analytical effectiveness. Research has shown
that data mining algorithms can reveal data trends and information
otherwise undetectable by human observation and analysis. Indeed, the
increased application of artificial intelligence, information science, data
mining and information retrieval algorithms to digital forensics will en-
able investigators to obtain unprecedented investigative knowledge.

The following topics in the area of intelligent analytical approaches
should be of interest to the research community:

Advances in the use and implementation of hashing, including the
use of bloom filters to improve the efficiency of hash analyses [55],
and the use of hashes as probabilistic, similarity measures instead
of binary measures of identicalness [34, 57, 58].

Using self-organizing neural networks to thematically cluster string
search results and provide relevant search hits significantly faster
than otherwise possible [6].

Automated, large-scale file categorization within homogeneous file
classes or file types [60].

Statistically assessing “Trojan defense” claims [11].

Feature-based data classification without the aid of file signatures
or file metadata [64].

Applying artificial intelligence techniques (e.g., support vector ma-
chines and neural networks) to analyze offline intrusion detection
data and detect malicious network events [42].

Using association rule mining for log data analysis and anomaly
detection [1, 2].

Using support vector machines for email attribution [21].
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4.3 Non-Standard Computing Environments
The standard computing environment has long been the personal com-

puter (desktops and laptops). Accordingly, digital forensic research has
focused on acquiring and analyzing evidence from hard disk drives and
memory. However, the technological landscape is changing rapidly –
there is no longer a single “standard” computing environment. Small,
mobile devices are ubiquitous and vary greatly (e.g., mobile phones,
PDAs, multimedia players, GPS devices, gaming systems, USB thumb
drives, etc.). Virtualization is widespread in personal and organizational
computing infrastructures. Cloud computing is rapidly relocating dig-
ital evidence and commingling it with data from other organizations,
which introduces new legal challenges. Operating systems and file sys-
tems are no longer 90% Microsoft Windows based. Investigators are
encountering large numbers of custom-built digital devices. How will
the digital forensic community deal with these non-standard computing
environments and devices?

Researchers have made great strides in the area of small device foren-
sics (see, e.g., [10, 13, 14, 22, 30, 33, 37, 41, 61, 67, 69, 70, 74, 76]). But
much more work remains to be done given the rapid pace with which
new models and devices enter the market.

Virtualization is also an area that deserves attention. Most research
efforts have focused on leveraging virtualization in digital forensic ana-
lytic environments [8, 19, 49] or in educational environments [51] rather
than conducting digital forensics of virtual environments. Dorn and co-
workers [25] recently examined the digital forensic impact of virtual ma-
chines on their hosts. This work falls in the important area of “analysis
of virtual environments” [51], which includes forensic data acquisition,
virtual platform forensics and virtual introspection.

Cloud computing is another area that has received little attention.
Most research is geared towards leveraging cloud computing (data center
CPUs) to conduct digital forensic investigations more efficiently (see,
e.g., [59]). To our knowledge, no research has been published on how
cloud computing environments affect digital artifacts, and on acquisition
logistics and legal issues related to cloud computing environments.

Clearly, there are benefits to be gained from researching virtualization
and cloud computing as resources for completing digital forensic investi-
gations as well as for their impact on digital forensic artifacts. To date,
however, there has been little research in either direction.

Digital forensic research is also playing catch-up with non-Microsoft-
based operating systems and file systems. Mac forensics is a growing
field, and necessarily so, but more research is required in this area. Other
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important areas of research are HFS+ and ZFS file system forensics [7,
9, 18, 31, 40] and Linux and Unix system forensics [17, 26, 50].

4.4 Forensic Tool Development
The fourth and final unaddressed research theme is the design and

implementation of digital forensic tools. Many of the respondents be-
lieved that current tools were somewhat limited in terms of their ease of
use and software engineering.

Ease of use is a major issue. Tools must not be too technical and
must have intuitive interfaces, but, at the same time, they should be cus-
tomizable for use by skilled practitioners. Furthermore, the goal should
be to provide information and knowledge, not merely data. This might
be accomplished through data visualization, automated link analysis,
cross-correlation and features for “zooming in” on information to reduce
information overhead. Another approach is to shift from the tradition
of presenting data hierarchically based on file system relationships to
presenting data temporally. The digital forensic research community
should consider, extend and adapt approaches devised by graphics and
visualization and human-computer interaction researchers.

The respondents also suggested several improvements with respect
software engineering. Software development must take advantage of
hardware advances, including massive parallelism and streaming. In-
creased interoperability via standardized data (i.e., tool input/output)
and API formats is needed. More operating-system-independent tools
(e.g., PyFlag [16]) are required. All-in-one tools with respect to data
types are needed; such tools would intelligently leverage data from static
media, volatile memory/devices, network dumps, etc. It is also impor-
tant to increase the automation of forensic processes.

These suggestions beg the fundamental question: Why are digital
forensic tools not there yet? Is it a symptom of the relative nascence of
the field and, thus, the tools? Or, are digital forensic analytical tasks
fundamentally different from tasks in other domains where similar tech-
nologies work? If so, are the differences regarding the human analytical
sub-task, the computational sub-task, or both? Is this even a valid re-
search stream for digital forensic researchers, or should it be left to com-
mercial software developers? Do these questions necessitate research, or
simply awareness of the problem on the part of tool developers? In any
case, these questions must be considered and collectively answered by
the digital forensic community as soon as possible.
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4.5 Other Important Research Topics
In addition to the four major themes, several important research top-

ics emerged during our discussions with digital forensic researchers and
practitioners. These include:

Detection, extraction and analysis of steganographically-inserted
data, particularly data inserted by non-standard stego applications
(see, e.g., [3, 27, 29, 39, 52–54, 65]).

Database forensics (see, e.g., [45]).

Forensic processes on live and volatile sources of digital evidence,
evidentiary disturbance caused by memory acquisition and live
forensic analysis, and evidentiary integrity processes and standards
(see, e.g., [23, 24, 28, 35, 62, 63, 68, 73]).

Emergent metadata standards and trends (e.g., new XML Office
document standards) (see, e.g., [48]).

Investigations involving multiple, distributed systems.

Increased insight into error rates as they pertain to digital forensic
tools, processes, algorithms and approaches (especially related to
Daubert standards). It is not clear if the traditional concept of
error rates is appropriate or if the paradigm should be shifted to the
determination and quantification of the confidence of conclusions
(see, e.g., [15]).

Formalization of the hypothesis generation and testing process in
examinations.

Experimental repeatability and comparability of scientific research
findings (including the creation of common test corpora).

5. Conclusions
Digital forensic research has experienced many successes during the

past decade. The importance of digital evidence is now widely recognized
and the digital forensic research community has made great strides in en-
suring that “science” is emphasized in “digital forensic science.” Excel-
lent work has been accomplished with respect to identifying, excavating
and examining archaeological artifacts in the digital realm, especially for
common computing platforms. Also, good results have been obtained
in the areas of static data acquisition, live forensics, memory acquisition
and analysis, and file carving.
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However, strong efforts should be directed towards four key research
themes and several individual research topics. The four key themes
are: (i) volume and scalability challenges, (ii) intelligent analytical ap-
proaches, (iii) digital forensics in and of non-standard computing en-
vironments, and (iv) forensic tool development. In addition to these
larger themes, pressing research topics include steganography detection
and analysis, database forensics, live file system acquisition and analysis,
memory analysis, and solid state storage acquisition and analysis.
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