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Abstract
Purpose Smart cities that support the execution of health services are more and more in evidence today. Here, it is mainstream 
to use IoT-based vital sign data to serve a multi-tier architecture. The state-of-the-art proposes the combination of edge, fog, 
and cloud computing to support critical health applications efficiently. However, to the best of our knowledge, initiatives typi-
cally present the architectures, not bringing adaptation and execution optimizations to address health demands fully.
Methods This article introduces the VitalSense model, which provides a hierarchical multi-tier remote health monitoring 
architecture in smart cities by combining edge, fog, and cloud computing.
Results Although using a traditional composition, our contributions appear in handling each infrastructure level. We explore 
adaptive data compression and homomorphic encryption at the edge, a multi-tier notification mechanism, low latency health 
traceability with data sharding, a Serverless execution engine to support multiple fog layers, and an offloading mechanism 
based on service and person computing priorities.
Conclusions This article details the rationale behind these topics, describing VitalSense use cases for disruptive healthcare 
services and preliminary insights regarding prototype evaluation.

Keywords Digital health · Smart city · Remote health monitoring · Internet of things · Fog computing · Edge computing

1 Introduction

Over the last few years, the health sector has understood 
that the Internet can be an essential support instrument in 
searching for a better quality of life and better conditions 
for patient care [1, 2]. Among other advantages associated 
with using the Internet in the health field, the analysis and 
processing of data in real-time through remote servers have 
been highlighted. An efficient model capable of providing 
storage and processing of applications over the Internet 
is the concept of cloud computing [2]. This model can be 
described as a service provided by large data centers that 
offer part of their infrastructure - hardware and software - to 
third parties (companies and individuals) and public organi-
zations. Once these customers purchase this type of service, 
they will have computing resources with increasing capacity 
without the need for significant financial capital investments 
to acquire, maintain and manage such resources.

Cloud computing is the primary support to enable the 
Internet of Things (IoT) applications. IoT environments 
are composed of hundreds or thousands of devices that 

 * Rodrigo da Rosa Righi 
 rrrighi@unisinos.br

 Vinicius Facco Rodrigues 
 viniciusf@unisinos.br

 Cristiano André da Costa 
 cac@unisinos.br

 Felipe André Zeiser 
 felipez@unisinos.br

 Bjoern Eskofier 
 bjoern.eskofier@fau.de

 Andreas Maier 
 andreas.maier@fau.de

 Daeyoung Kim 
 kimd@kaist.ac.kr

1 Applied Computing Graduate Program, Universidade 
do Vale do Rio dos Sinos (UNISINOS), São Leopoldo, 
Brazil

2 Friedrich-Alexander-Universität Erlangen-Nürenberg (FAU), 
Erlangen, Germany

3 Korea Advanced Institute of Science and Technology 
(KAIST), Daejeon, South Korea

http://crossmark.crossref.org/dialog/?doi=10.1007/s12553-023-00753-3&domain=pdf
http://orcid.org/0000-0001-5080-7660


450 Health and Technology (2023) 13:449–472

1 3

constantly generate requests for collected data to be later 
analyzed. In the context of Healthcare 4.0 [3], the Internet of 
Health Things (IoHT) represents the spread of IoT devices 
applied to e-health applications [4]. This process naturally 
generates heavy requests sent to a central processing server, 
flooding that server’s network and requiring computational 
power that a single computer would often not be able to sup-
ply [5]. Here, cloud computing can be used as a processing 
medium for IoT scenarios to leverage its scalability and pay-
as-you-go model. However, sending requests from an IoT 
device to a cloud server adds network latency overhead to the 
communication that cannot be accepted in some cases. For 
example, we can cite some e-health scenarios, such as those 
addressing remote electrocardiogram (ECG), where data col-
lecting and processing times are critical to the correct system 
functioning. We often cannot wait for a message to be sent, 
processed in the cloud, and returned, as the time involved 
in these procedures can influence essential aspects of time-
critical applications [5, 6]. Furthermore, even with a highly 
scalable cloud computing environment, scaling it to serve 
many requests would result in additional power consumption.

To allow better scalability of IoT systems, it is necessary 
to design new architectures and solutions that allow handling 
many devices and requests simultaneously, maintaining the 
Quality of Service (QoS) [7]. Aligned with this sentence, fog 

computing expands the services offered by the traditional 
cloud model to be closer to the data generators  [8, 9]. Also, 
edge computing enters here to enable some processing and 
decision support precisely on the network’s border, i.e., close 
to the IoT device itself. Computing in fog or edge has as its 
main characteristics low latency, better support to collect the 
geographic distribution of data, and mobility over a large 
number of nodes in the network. Thus, with predominantly 
wireless access, we have the execution of applications in real-
time and more significant support for device heterogeneity. 
Data read by the sensors is collected, processed, and stored 
in a temporary database instead of delivered to the cloud, 
avoiding round-trip delays in network traffic.

A combination of cloud, fog, and the edge is especially 
pertinent to provide an architecture to answer healthcare 
and pandemic research, such as the case of Coronavirus 
disease (COVID-19) [10]. More significantly, we are enter-
ing a period where long-COVID-19 research is mainstream. 
The purpose is to continuously monitor the vital signs of 
those contaminated by the virus beforehand [11]. In remote 
health monitoring, most vital sign monitoring systems fol-
low a generalized three-tier architecture composed of sens-
ing devices, fog gateways, and the cloud [12] (see Fig. 1(a)). 
By analyzing the current initiatives in the literature, they do 
not address all issues concomitantly as follows: (i) person’s 
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Fig. 1  Comparison between traditional (a) strategies for health monitoring and VitalSense (b). Applications can access health services from anywhere
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traceability and privacy, both in terms of historical view 
of vital signs or places visited in a smart city; (ii) artificial 
intelligence to execute health services proactively, generat-
ing value for end-users, in addition to hospitals and public 
sector; (iii) state-of-the-art mechanisms to address QoS, 
elastic processing capability and an efficient and scalable 
message notification system.

In this context, this article introduces VitalSense as a 
novel smart city architecture that combines edge, fog, and 
cloud to manage historical health data of citizens, acting 
primarily in the fight against COVID-19. Figure 1(b) dem-
onstrates the VitalSense approach, where we rely on a hier-
archical fog topology and a distributed computing engine 
distributed along with the three involved tiers. Hospitals, 
individuals through wearables, homes, and certain places in 
cities would rely on sensors and readers so that vital signs 
and geolocation data are collected to serve as input to health 
services. The outcome brings benefits both to the public sec-
tor and to own citizens of the smart city. In VitalSense, for 
example, we envisage that the system can proactively call an 
ambulance to a particular person’s home, taking into account 
the AI-based processing of historical vital sign data. Also, 
real-time historical data allows us to generate dashboards 
to verify the degree of spread of the SARS-CoV-2 (severe 
acute respiratory syndrome coronavirus 2) virus through the 
places that a particular person has visited and analyze the 
effectiveness of quarantine actions. Although using a tradi-
tional composition of edge, fog, and cloud, our contributions 
appear in how we handle each infrastructure level. In detail, 
our addition to the literature is a remote health monitoring 
architecture that explores:

• Adaptive data compression and homomorphic encryption 
in the edge;

• A multi-tier notification mechanism;
• Low latency health traceability with data sharding;
• Serverless execution elasticity engine involving multiple 

fog layers with an offloading mechanism based on ser-
vice and person computing priorities;

• Live geographical-based dashboards for data visualization.

The remaining of this article first introduces the related 
work in Section 2. Here, we provide literature discussion, 
highlighting research opportunities not covered up to this 
moment. Second, Section 3 presents the VitalSense Model, 
describing its architecture, processes, and algorithms. Third, 
Section 4 is in charge of discussing health services and use 
cases. This section shows health services for the future, and 
how they match with the edge, fog, and cloud architecture pro-
posed. Finally, Section 5 concludes the article, detaching our 
achievements to improve citizens’ quality of life worldwide.

2  Related work

This section introduces the main articles in the literature 
on the remote health monitoring scope, describing their 
main characteristics (Table 1). Following, Section 2.1 
describes in detail each article, and Section 2.2 discusses 
the main findings.

2.1  State of the art

The current state-of-the-art presents several articles focus-
ing on remotely monitoring patients’ vital signs. In general, 
cloud computing is commonly employed in such solutions 
combined with edge or fog [12–21]. Nevertheless, some 
explore different strategies without employing cloud [22, 
23]. Sicari et al. [22] propose a quarantine home monitor-
ing system composed of IoT sensors and Global Positioning 
System (GPS) tracking. The first goal is to collect and ana-
lyze vital signs according to predefined thresholds generat-
ing alerts. In addition, the system performs GPS monitoring 
to track if the patient moves outside its quarantine area. The 
proposal does not focus on any QoS parameter and relies 
only on the Internet and Global System for Mobile com-
munication (GSM) networks. Li et al. [14] propose a remote 
monitoring system that tracks respiratory rate deterioration 
for patients with COVID-19. The authors introduce a non-
invasive respiratory rate estimation technique using WiFi. 
It transmits data to the cloud for patient monitoring and 
triggering alerts.

Rahman et al. [13] propose a framework to collect and 
analyze physiological data from patients remotely. The sys-
tem employs wearable sensors and a smartphone running 
the developed application to collect, process, and post data 
to the cloud. In addition, the system uses the location of 
each patient according to their address. The patient must 
manually initiate the collection and analysis process accord-
ing to a defined protocol. Al Bassam et al. [15] propose a 
wrist wearable device equipped with temperature, oxygen 
saturation (SpO2), heart rate, and sound sensors providing 
remote data to monitor and manage potential COVID-19 
infected patients. The strategy uses a microcontroller to 
send data to a cloud back-end. According to the readings, 
the system can generate Email and Short Message/Messag-
ing Service (SMS) alarms. In addition, a mobile application 
allows data visualization from tracked patients.

Paganelli et al. [16] present a conceptual architecture for 
remote monitoring of patients with COVID-19. The archi-
tecture considers data acquisition from users at home and 
in medical wards. The authors define a three-tier architec-
ture in which mobile and static gateways connect the IoT 
layer with a data distribution layer through a message broker 
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network. The architecture comprises an IoT kit composed 
of a micro-controller and radio transceiver to connect to the 
closest gateway.

Rahmani et al. [23] propose a smart gateway at the net-
work’s edge to collect, process, and transmit data to the 
cloud. It provides several services, including compression, 
filtering, security, data analysis, and fusion. The main goal is 
to generate notifications, prioritize critical data, and decrease 
the data volume, thus reducing latency when sending data to 
the cloud. Moving patients change the base gateway accord-
ing to the coverage. Sahu et al. [12] propose a three-tier 
architecture for vital sign monitoring. The authors employ 
a microcontroller unit (MCU) wired to several body sensors. 
It extracts data from them and transmits it to a smartphone 
application through Bluetooth. The application can provide 
data analysis and alarms for sensor measurements. The sys-
tem can also send data to a cloud server using an Internet 
connection; however, the main focus of the proposal is the 
local processing and alarms.

Sangeetha et al. [19] propose a remote health monitoring 
system for rural areas comprising medicine delivery using 
drones. The strategy consists of a smartphone acquiring 
data from health sensors and uploading it to a cloud server 
through the Internet. Data analytics services process data 
in the cloud and generate alerts when it identifies abnor-
malities. Depending on the severity, caregivers, doctors, or 
ambulance services can be alerted. Mukherjee et al. [17] 
propose a edge-fog-cloud framework for IoHT that predicts 
patients conditions and generates alerts. They developed a 
workflow that collects data from a body area network (BAN) 
using an edge device and forwards data to fog nodes. Noti-
fications and further processing take place only when fog 
processing identifies abnormalities.

Chudhary and Sharma [18] propose a fog-cloud frame-
work for IoHT comprising four layers: data collection, fog, 
cloud, and application. Fog nodes process data locally to 
provide faster response time while re-transmitting data to 
the cloud when local processing is not required. In turn, the 
application layer provides an interface for users to access 
processed data from both the cloud and fog layers. Aziz 
et al. [21] propose a real-time monitoring system to track 
blood pressure and body temperature from remote patients. 
The solution relies on GSM connectivity to send alerts to a 
remote server when the sensors’ readings violate pre-defined 
thresholds. Then, the back-end server relays the messages to 
the Doctor’s mobile phone. In addition, the system attaches 
GPS data to the alerts so that the medical team can send an 
ambulance if it is the case. Priambodo and Kadarina [20] 
detail a COVID-19 patient remote monitoring to track the 
patient’s SpO2, heart rate, and location. A smartphone acts 
as a gateway to collect data from sensors, attach identifica-
tion and GPS information, and then transmit it to a remote 
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server. In turn, the remote server employs Logstash, Elas-
ticsearch, and Kibana for data processing so doctors can 
analyze patients’ data.

2.2  Discussion

As Table 1 shows, most articles focus on vital sign moni-
toring in general [12, 13, 17, 19, 21, 23] or patient with 
COVID-19 monitoring [14–16, 20, 22]. Commonly, they 
aim at monitoring vital signs such as: (i) body temperature 
(BT); (ii) blood pressure (BP); (iii) blood oxygen satura-
tion (SpO2); (iv) heart rate (HR); (v) respiratory rate (RR); 
(vi) heart rate variability (HRV); and (vii) electrocardio-
gram (ECG). IoT plays a critical role in these strategies as 
they rely on small, mobile sensor devices. In addition, most 
authors employ different computing levels in their solutions, 
combining edge or cloud technologies with IoT devices.

Although beneficial, fog computing appears in only two 
articles [17, 18] as a solution to improve the performance 
of such systems. Solutions can benefit from closer data pro-
cessing units the fog provides, improving response time. 
Critical applications from the healthcare domain require 
fast processing, and excessive delays can compromise their 
purpose. Current literature lacks a proposal exploring fog 
in such scenarios to improve response time for critical situ-
ations. That leads to the current research that combines fog 
with IoT, edge, and cloud to improve response time.

3  The VitalSense model

VitalSense aims to provide a large-scale real-time health 
monitoring system for smart cities. Its main characteris-
tic relies on employing fog and edge to deliver close data 
processing for patients and health administrators. It also 
employs the cloud for data aggregation and analysis. As data 
processing is at the fog and edge, users benefit from a fast 
response time that is critical for medical applications. The 
use of remote health monitoring can significantly improve 
the delivery of health services to the population. In tradi-
tional health care, patients visit a medical facility for peri-
odic health checks or to treat health issues. Such a scenario 
shows the reactiveness of the public healthcare system that 
requires a patient’s action of a sudden problem to deliver 
health services. VitalSense offers a proactive approach to 
delivering health services, regardless of the patient’s actions.

Aside from vital sign monitoring, VitalSense also com-
prises people’s motion tracking. Real-time location systems 
(RTLS)  [24] can integrate the architecture by injecting 
people tracking information at the edge of the architecture. 
RTLS improves the understanding of movement patterns 
and exposure to risk locations by providing indoor and out-
door positioning information. Currently, there are several 

RTLS technologies for different objectives depending on the 
required precision, including Radio-Frequency Identification 
(RFID), Ultrawideband (UWB), and GPS. VitalSense relies 
on RFID city portals that can track when a person accesses 
or leaves a particular region. Data acquired from portals 
generate information that can support several services. For 
instance, crowd monitoring is crucial for pandemic monitor-
ing and hazard control. Tracking people’s movements from 
region to region helps monitor their exposure to potential 
harm. Therefore, the public administration can take action 
beforehand when critical situations are prone to happen.

With concepts such as the IoT, Big Data, and Industry 
4.0 (I4.0) [25] becoming ubiquitous in industries, includ-
ing e-health ones, the exponential growth of temporal data 
generated by IoT sensors is likely to continue. This data is 
vital for the companies; analyzing it and acting upon the 
results can optimize production quality, save energy, and 
improve the quality of life for end-user citizens. However, 
when analyzing such large amounts of data, we have a trend 
of stressing the computer and the network. In this context, 
by selecting more efficient transfer protocols, an IoT-based 
application can significantly increase performance.

As the article exposes, when designing data traffic in a 
smart city, we can deal with excessive network traffic that 
we could easily avoid if the middleware only sends the num-
ber of data points needed. In summary, we perceived in the 
scientific literature that today there is no existing solution 
capable of optimizing IoT data traffic effortlessly while 
achieving a lossless data representation. Usually, approaches 
compress data on the server side while decompressing it on 
the client side. This idea suffers from calibrating the over-
head regarding compression and decompression activities 
and the possible gains in transmission time, in addition to 
modifications mainly on the client side.

Our proposal for data compression resides at the edge. 
The main idea is to send vital sign data to the fog in accord-
ance with the person’s status and the subscribed services. 
For example, we can send data to the fog more frequently 
for babies or the elderly. Also, if at the edge we detect some 
health complication (such as the data collected is outside pre-
defined thresholds for a particular vital sign type) or if a spe-
cific person has a chronic disease or recovering from medical 
treatment, we can maintain a high frequency on edge-fog data 
transmission. However, healthy and mid-age people can work 
with higher transmission periods without compromising the 
detection of health problems. It is important to note that the 
transmission frequency is adapted per person, being dynamic 
along with the functioning of the architecture.

3.1  Architecture

I4.0 recently brought several IoT sensors to the real world 
that hospitals can now employ in health services, called 
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Healthcare 4.0. VitalSense relies on those concepts to build 
an architecture capable of collecting patients’ data regard-
less of location. Figure 2 presents VitalSense architecture 
composed of three layers: edge, fog, and cloud. Individuals 
at the network’s edge wear off-the-shelf health sensors to 
monitor their vital signs during daily activities. VitalSense 
introduces Edge Controllers to capture data from sensors 
providing data processing, transmission, and feedback. Edge 
Controllers are devices placed close to sensors capable of 
reaching them to extract data. For instance, an Edge Control-
ler can be either a smartphone or a single board computer 
installed at the user’s house.

At the fog layer, geographically distributed fog nodes 
offer a near data processing infrastructure. Fog nodes pro-
vide several health services providing notifications for Edge 
Controllers and producing reports to public administrators. 
In contrast to Edge Controllers, which do not communicate 
with one another, fog nodes can exchange data and offload 
data processing [26]. In addition, fog nodes form a hierarchy 

tree in which parent nodes aggregate information from child 
nodes to produce region knowledge.

Finally, the cloud layer provides a central platform that 
aggregates data from the entire deployment. Cloud services 
employ a more robust infrastructure for the deep analysis of 
data. In addition, health administrators have a broader view 
of several regions at the cloud layer. That allows solutions 
capable of identifying risk zones and outbreaks of diseases 
at their earliest. VitalSense can scale its services using cloud 
infrastructure for resource elasticity. Therefore, it supports 
a growing architecture where more fog nodes can be inte-
grated into the solution.

When deploying the VitalSense architecture, some tech-
nologies can guarantee data security and QoS. Dedicated 
network links can provide private networks to allow end-
to-end communication between the architecture modules. 
Besides, private networks provide more reliable communi-
cation channels improving QoS. The use of Multi-Protocol 
Label Switching (MPLS) [27] and Software-Defined Wide 
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Area (SD-WAN) [28] network can support QoS when work-
ing on a shared network environment. Fog providers can 
employ such technologies at the network level to provide 
dynamic QoS strategies according to needs.

3.1.1  Edge layer

The edge layer comprises several sensors collecting data 
from people and the environment. These sensors can moni-
tor vital signs and transmit them to the VitalSense. Individu-
als can wear a sensor to monitor several health parameters 
during daily activities. Wireless technology allows data 
extraction and collection without requiring the individual 
to offload the data manually. VitalSense places the Edge 
Controller module in this layer responsible for data collec-
tion. Such a module also provides data pre-processing before 
transmitting it to the upper layers, allowing close service 
provisioning to the users through generating alerts for both 
users and the upper layers.

Managing personal data is always challenging regarding 
privacy in the IoT world. Currently, the General Data Protec-
tion Regulation1 (GPDR) defines several criteria to enhance 
individuals’ control and rights over their data. VitalSense 
addresses that by proposing a robust network topology that 
places the Edge Collectors as entry points directly connected 
to the sensors. Thus, it can provide data encryption services 
at the network’s border protecting the users’ data. In par-
ticular, this layer employs asymmetric cryptography (RSA 
2048) to transfer data to the fog. In addition, VitalSense 
does not collect identifying information and only transmits 
anonymized data into the system. Upon registering to use 
the system, VitalSense requires the subject to consent to 
processing their data. VitalSense generates a unique hash 
code for each individual to label the data without transmit-
ting identification information along with it.

Figure 3 details the edge layer operation including the 
Edge Controller architecture. At the bottom, the Edge Con-
troller provides a sensor middleware able to connect to 
sensors via three different strategies: (i) subscribe to data 
streams; (ii) collect data using sensors APIs; (iii) or pull 
data from vendor applications. The middleware provides 
raw data from sensors to the data processing module. Data 
coming from sensors flow into two different parallel phases. 
First, Edge Controllers must prepare the data before it can 
be transmitted to the fog. In this phase, the module filters, 
aggregates, compresses and encrypts several data samples. 
On the one hand, filtering, aggregation, and compression 
reduce the amount of data, improving network performance. 
On the other hand, encryption ensures data protection.

During the second phase, the Edge Controller generates 
notifications employing lightweight services. It analyses raw 
data samples employing prediction, correlation, and classi-
fication algorithms. The notification module generates noti-
fications based on the output of the services. Depending on 
the Edge Controller’s hardware, it can perform notification 
actions such as turning an LED on, popping up a message 
on the screen, or sending a message to a network service.

The Edge Controller connection with the fog layer occurs 
in a two-way publish-subscribe model. First, the Edge Con-
troller publishes data to the fog through an Message Queu-
ing Telemetry Transport (MQTT) server to which fog nodes 
subscribe. Second, the Edge Controller subscribes to data 
streams from the fog to listen for notifications. The connec-
tion protocol between these layers occurs through a hand-
shake process. Edge Controllers do not know which fog node 
they should connect. Fog nodes firstly reach Edge Control-
lers to inform a new connection. The Fog Connector module 
handles the new connection and connects to the notification 
MQTT server from this particular fog node. Therefore, once 
a fog node connects to read data, the Edge Controller also 
listens for notifications from this new fog node.

3.1.2  Fog layer

The fog layer comprises several geographically distributed 
nodes (fog nodes) responsible for processing data from the 
edge and providing services for both edge and cloud layers. 
Fog nodes form the core of the architecture since they process 
data from sensors by applying different algorithms for data 
analysis. Results from such analysis can generate notifications 
to either edge or cloud components. In addition, fog nodes 
reside near the edge of the network, which reduces communi-
cation delay improving response time. Figure 4 depicts a fog 
node architecture and the modules that compose it.

Fog nodes provide two different platforms for data pro-
cessing: (i) serverless functions; and (ii) container pool. Dif-
ferent from the cloud, the resources are more limited in the 
fog. Therefore, resource sharing is challenging in such a 
solution, given that a fog node processes data from multiple 
users simultaneously. Serverless provides a quick way of 
executing computing tasks in shared resources. However, 
some tasks might require more computing time than others 
and suffer from timeout limitations of serverless platforms. 
VitalSense proposes the combination of both serverless and 
a container pool to execute tasks. The container pool can 
support data processing for tasks requiring increased time. 
The Data Orchestrator is responsible for choosing each solu-
tion according to resource consumption and availability.

VitalSense proposes a network topology where fog nodes 
are organized in a hierarchical structure. Each fog node can 
subscribe to one parent and several child nodes to receive 
three types of messages: (i) notifications; (ii) service data; 1 https:// gdpr. eu/

https://gdpr.eu/
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and (iii) data offload. A given fog node can subscribe to 
notifications from its child nodes and generate new alert 
messages aggregating data from multiple sources. In turn, 
service data regards messages containing resulting compu-
tation from particular services. The Data Analysis module 
comprises several services which produce an output that is 
published in the MQTT server. Both parent and child nodes 
can subscribe to receive service data and use the information 
in their local processing.

A particular fog node has limited resources which may 
lead to an overloaded situation according to the number of 
users. In such cases, the Fog Connector can forward data for 
processing to a parent node. The Request Manager decides 
whether resources are available, informing the Fog Connector 
in which direction requests should flow. In case of offload 

needs, the Fog Connector publishes data to the MQTT server, 
which the parent node consumes data for processing.

Besides the parent/child topology, fog nodes can also con-
nect to brother nodes. Brother nodes are the physically closer 
nodes from a particular fog node. The communication chan-
nel is important to migrate a user session when the user is 
moving from one region to another. Therefore, brother nodes 
can perform a handoff strategy so the system can maintain 
the user track and history.

Privacy and security is also an important issue when han-
dling patients’ data. Fog nodes generate an RSA 2048 key 
pair to enable data encryption at the edge layer. Edge Con-
trollers use the public key to encrypt data, while fog nodes 
use the private key to decrypt it. In addition, VitalSense 
employs homomorphic encryption [29] algorithms at this 

Fig. 3  Edge layer architecture. 
The sensor middleware collects 
data from sensors supporting 
different interfaces. Data is then 
processed and transmitted to the 
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generate notifications
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layer which guarantees that all data flowing in the system is 
secure. Raw data can be transferred to third-party services 
and public clouds, which can perform arithmetic computa-
tions with the data without accessing them. These services 
cannot see the actual data and need to request a fog node to 
decrypt the result of their computation.

3.1.3  Cloud layer

The cloud layer is the data aggregator from the entire 
architecture. It connects to the fog nodes on the top of the 
hierarchy to receive notifications and aggregated data. The 
cloud combines data from all sources providing a broader 
overview of the architecture. Global analysis is possible at 
this layer through data prediction and classification algo-
rithms. Applications can use cloud features to generate criti-
cal insights for public administrators. Dashboards, views, 
and graphs are examples of real-time applications that can 
monitor regions. Besides, data reports can provide a valuable 
understanding of patterns and risk regions based on data 
processed at the fog.

Figure 5 demonstrates a data visualization dashboard at 
cloud layer. The dashboard can show regions concentrat-
ing abnormalities on measurements of a particular vital 
sign. Figure 5 demonstrates a broader view of the city of 
Porto Alegre, showing red circles in regions where several 
individuals present fever. In turn, Fig. 5b shows the same 
dashboard but zooming in on a particular region where the 
concentration is high. The public administrator can visualize 

the number of individuals and their position in that particu-
lar region. Such a dashboard can help decision-making by 
the public administrator that can proactively act to mitigate 
the risks for the population.

3.1.4  Network organization

Figure 6 depicts VitalSense’s network organization. The inter-
connection between sensors, Edge Controllers, fog nodes, and 
cloud forms a hybrid star-mesh topology. At the border, Per-
sonal Area Networks (PAN) comprise the patient’s sensors 
connected to an Edge Controller to produce data. Alternatively, 
sensors can form a short-range network in which a master node 
collects its data to transmit to the Edge Controller. Wireless 
technology, such as Bluetooth and WiFi, are predominant at 
this layer. However, an Ethernet connection between the mas-
ter node and the Edge Controller is also possible.

As an entry point to the system, the Edge Controllers 
live close enough to PANs while connecting to fog nodes in 
Local Area Networks (LAN). Each Edge Controller connects 
to a single fog node, and they can change according to the 
Edge Controller’s mobility. Mobile Edge Controllers change 
their fog node over time according to network proximity. 
Mobility is only possible when employing WiFi and 5 G 
technology to connect the fog. When employing Ethernet 
technology, Edge Controllers are fixed at houses, hospitals, 
stores, and others. Fiber at this layer can provide a secure 
and private connection to the fog, supporting high rate and 
low latency data transmission.

Fig. 4  Fog layer architecture. 
Data is received from many 
Edge Collectors to be analyzed 
and processed by different ser-
vices. Fog nodes can generate 
notifications according to the 
service and analysis processing
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At the fog, a hierarchical mesh network topology builds the 
path to the cloud providing low latency services to the edge. 
Fog nodes closer to the edge connect to Edge Controllers to 

consume data and provide services. These fog nodes can also 
connect to several neighboring fog nodes according to physi-
cal and network proximity. Moving Edge Controllers can only 
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while b zooms in on a particular region of interest
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change to one of the neighbors, and the neighboring allows 
handoff between the fog nodes involved in the process. Addi-
tionally, fog nodes can connect either to a parent node or the 
cloud. Parent fog nodes allow data processing offloading if a 
particular fog node is overloaded. Further, parent fog nodes 
comprise physical regions providing specific services for a 
particular region they monitor.

The physical distribution of fog nodes and their network 
topology should be guided by urban segmentation (dis-
tricts, cities, and others). The granularity of this segmenta-
tion is flexible according to the needs. For instance, it is 
possible for a particular case distributing one fog node per 
district connected to a parent fog node of a city. Districts 
with higher populational density can have multiple fog 
nodes or even dedicated fog nodes for hospitals. Regardless 
of the granularity, the topology still respects VitalSense’s 
network topology.

3.2  Information naming service and data distribution

Data management in the IoT world is one of the many chal-
lenges fog computing solutions face [30]. Cloud-like systems 
traditionally employ centralized data storage solutions that 
require devices to transmit a high volume of data through the 
Internet (Fig. 7a). IoT devices can produce a massive amount 
of data sending it to the cloud at the cost of high latency. 
Health services that request this data also suffer from the same 
latency penalties. Fog computing addresses this drawback by 
allowing local data storing in fog nodes that are closer to the 
devices. Such a strategy comprises a distributed data storing 
solution in which data is scattered among several fog nodes 
(Fig. 7b). That makes data management complex since a par-
ticular device can move and change fog nodes on-the-fly. In 
such cases, fetching data from this particular device requires 
the system to lookup up its data in many locations.

Fig. 7  Data distribution strate-
gies: a traditional cloud-like 
systems in which the cloud 
centralizes the data; and b fog 
strategy scattering the data 
among several nodes
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VitalSense employs a data traceability strategy that 
offers two main features: user location tracking and faster 
data lookup. As users can move and connect to different 
fog nodes, their data can be scattered across several servers, 
imposing challenges to retrieve data from a given period. 
Therefore, we propose a new component called Information 
Naming Service (INS) placed in the cloud to maintain data 
track. The INS registers all handshake events edge-fog and 
handoff events fog-fog components perform. Therefore, it 
can track changes in the network topology and determine in 
which particular nodes data from a given device is stored. 
Each device has an Edge Controller registered in the INS. 
Edge Controllers have unique IDs which they inform fog 
nodes in the handshake process. Therefore, at each handshake 
and handoff process, fog nodes register in the INS the opera-
tion. The INS implements a naming system similar to the 
Internet DNS allowing queries given a particular ID. Figure 8 
depicts a sequence diagram showing the operations that occur 
between Edge Controllers, fog nodes, and the INS.

To access data from a device, the VitalSense queries the 
device ID in the INS. It can provide a specific time win-
dow to filter a target period. The INS provides the entries 
describing the device’s path and the time assigned for each 
fog node. Therefore, HealthStack can directly access the data 
in the fog nodes for further processing. For instance, we can 
employ sharding [31] techniques so HealthStack can access 
the node with the highest data volume or the closest node 
to fetches the data. When deploying a distributed data stor-
age system, administrators should take several aspects into 
account [30]. Data sharding addresses several aspects, such 

as fault tolerance, scalability, and data distribution. How-
ever, there are others one should also consider: security, 
privacy, data dissemination, and data replication.

3.3  Distributed service processing

VitalSense supports several services at the fog layer distrib-
uted among several nodes. The same service runs at differ-
ent levels, enabling process offloading from one node to 
another. In other words, a particular fog node may offload 
a data sample to a different node to process the request. 
Data offloading is essential when a particular node is over-
whelmed by too many requests that degrade its performance. 
Figure 9 presents the load distribution model performed 
by the Request Manager component of the fog nodes. The 
Request Receiver (1) decides where to process incoming 
requests according to user and service priorities and the 
prediction computed by a machine learning model in the 
Predictor Model (2). This particular module predicts how 
long the service execution will take to complete. Then, it 
delegates requests to the current node (3) in case it would 
not exceed the timeout or to the upper node (4) in case it 
would exceed. While the machine learning model is still 
learning services behavior, the prediction may not be com-
pletely accurate, especially in the first few executions. That 
may execute the request on the node but exceed the time-
out for the first requests. Therefore, as we aim to ensure 
reliability if the execution exceeds the timeout, execution 
is re-executed on the upper node to benefit from unlimited 
processing capabilities. It is essential to mention that fog 

Fig. 8  Data storing and access-
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nodes are heterogeneous. Each has its model, enabling them 
to learn their particular behavior.

After executing the request, the Request Executor stores 
its duration so the Predictor Model can use this information 
to predict how long future executions will take to finish. 
Recent duration samples have a higher impact on predic-
tions. Request parameters and inputs should also be stored in 
the database, as duration may vary depending on the input. 
In case of resources on the node are overloaded, and con-
nection with the upper node is inaccessible, the Request 
Executor adds incoming requests to a queue. The task 
queue ensures no request will be discarded and reliability 
for time-sensitive services. If local resources become avail-
able again, the Request Executor executes queued requests 
locally. When the upper node is accessible again, but local 
resources are still overloaded, the Process Offloader verti-
cally offloads requests to it. Depending on the workload of 
upper nodes, all nodes may be overloaded, and the Request 
Managers recursively offload them until it reaches the cloud. 
In this case, the request is processed without a time limit, 
executing with unlimited processing capabilities provided 
by cloud vendors.

There are two types of priorities that the Request 
Receiver needs to consider when deciding which requests 
are the most important: (i) user priority; and (ii) service 
priority. Priorities impact the decision of the layer (closest 
fog node or parent fog nodes of the hierarchy) where the 
system should execute requests. The primary goal is to 
execute requests in the closest fog node whenever possible, 
resulting in low-latency responses because of the physi-
cal proximity between the edge devices and the node. All 
requests can be executed on the closest fog node when it 
has many computing resources available, regardless of the 

priority. On the other hand, low-priority requests should 
be offloaded to parent fog nodes when the platform is 
experiencing high usage peaks and when the closest fog 
node is overloaded.

User priority is essential when specific users should 
receive more attention than others, such as elderly peo-
ple or groups in risky situations in the health field, that 
should have their requests executed with the lowest possible 
latency. The latter is related to the priority of the service 
itself, as specific services may be more critical than others. 
It is important to highlight that user priority is dynamic and 
is received on the request payload, as a person with health 
problems may become healthier after some time, and further 
requests should indicate lower priorities. The service prior-
ity is typically static and does not change over time unless 
the service is re-deployed or the priority is globally recon-
figured and, for this reason, is fetched from the database. 
The Request Receiver module is responsible for combin-
ing both information on a single numeric value. It com-
bines both values and computes a rank value, as detailed 
in Fig. 10. Critical services with high user priority can be 
the first to run on the closest fog node. In contrast, requests 
for low-priority services with low-priority users are more 
feasible to execute on parent fog nodes like the cloud. In 
summary, the rule to combine both values is to sum both 
priorities, while the ranking is this final result.

4  Deployment and use cases

This section explores application use cases that can leverage 
VitalSense capabilities. In addition, we demonstrate how 
to deploy the architecture from a bottom-up point of view.

Fig. 9  Request Manager respon-
sible for processing and offload-
ing requests: (1) decides where 
to process incoming requests 
based on predictions (2), and 
then it delegates requests to the 
current node (3) or the upper 
node (4)
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4.1  Architecture deployment instance

Figure 11 presents each architecture module’s deployment, 
including infrastructure aspects. The deployment base regards 
the IoT devices at the individual’s house. The target person 
wears a wrist device, such as a smartwatch, that monitors sev-
eral vital signs. The Edge Collector can be deployed either in 
a single-board computer at the individual’s home or on his 
smartphone. Therefore, it can reach the smartwatch to extract 
data using either WiFi or Bluetooth. An Internet connection 
using a Modem/Router enables communication with the fog 
network from edge to fog. Virtual Private Network (VPN) and 
MPLS technologies can guarantee this connection’s privacy 
and performance, ensuring QoS in data transmission.

The network comprises several links among fog nodes dis-
tributed over the city at the fog. For instance, one can deploy 
a fog node server in public utility poles, network racks, shops, 
markets, hospitals, and others. The main requirement is that 
the network infrastructure for these fog nodes provides per-
formance guarantees, using VPN and MPLS as an example. 
This infrastructure is the same when connecting the fog with 
the cloud. Therefore, the end of the infrastructure is the cloud 
data centers, which also connect to the Internet providing its 
endpoints to fog nodes. In addition, user applications can 
connect to the cloud Services using their public Internet con-
nection likewise standard services and websites.

VitalSense supports the development of several services 
to run at all levels of the architecture. Different data types 

are available depending on the level from which applications 
benefit. Applications may vary from dashboards to predic-
tion algorithms to generate alerts. The following sections 
describe different use cases.

4.2  Risk exposure control

Figure 12 represents a risk exposure management system 
where the user can monitor the time of exposure to risk 
regions in a time frame. It consists of path monitoring that 
crosses location data with risk region classifications. Each 
zone can be classified depending on health parameters from 
users in each region. In addition, the public health system 
and the patients themselves can report to the system their 
current status. Machine learning techniques can classify 
each region by combining different data sources. Depending 
on the case, a high-risk region can mean a different thing. 
For instance, an infectious disease monitoring system can 
report exposure time to the disease and the potential for con-
traction. Another example is a hazard exposure system that 
can track and alert users to avoid crossing a specific area due 
to a gas leak or fire.

Besides providing alerts directly to users, such a system 
also provides valuable information to the public administra-
tors. For instance, dashboards built on top of the informa-
tion show the real-time status of several regions. In regions 
where risks are increasing, administrators can take proactive 
actions to mitigate potential threats to the population. In 
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Fig. 11  Example of a Vital-
Sense’s architecture deployment 
in a smart city
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addition, they can generate public alerts to the population 
according to how the situation in specific regions degrades. 
When the system detects a leak of toxic solutions or airborne 
diseases, it can automatically isolate the area. At the same 
time, the public emergency department gets alerts asking for 
proactive aid. Being proactive in such scenarios can signifi-
cantly improve health assistance services.

4.3  Proactive service delivery

Figure 13 demonstrates a proactive service delivery in which 
a hospital dispatches an ambulance when receiving a proac-
tive alert from the fog. In this scenario, a user wears a heart 
monitoring sensor providing data to the system. The Edge 
Controller collects the data in real-time and forwards samples 
to the fog. A real-time analysis service processes the data 
performing predictions to identify possible cardiac failures. 
The fog notifies the public health system of an upcoming 
emergency. Thus, the closest available ambulance can answer 
the call and proactively attend to the patient in its own home.

Although the figure presents a specific case for heart 
monitoring, such a service works for several data types. For 
instance, the same service works for fall detection of the 
elderly or leak detection of toxic substances. It can generate 
complex predictions for entire regions when combining data 

from numerous sensors, including multiple locations. Multi-
ple users reporting increasing fever and cough in a particular 
region can indicate a disease outbreak. The use of predic-
tions in health services can mitigate public health crises or 
even prevent people from exposing themselves to dangerous 
situations. In addition to providing alerts to the public health 
system, the user can also receive notifications about hazards 
or health crises. Therefore, users can also proactively seek 
medical assistance in advance. Combined with the previous 
service, the user can receive real-time alerts when entering 
predicted risk regions.

4.4  Public health control dashboard

The presentation of clinical data summarized in a single 
panel or dashboard is increasingly in evidence. They are 
tools that use visual representations of data to allow a lower 
load of cognitive processing. Therefore, they increase the 
speed and accuracy of decision-making. Visual represen-
tations facilitate the identification of trends, patterns, or 
abnormalities in a given database compared to data analy-
sis without a structure [32]. Figure 14 demonstrates what a 
dashboard would look like condensing several patient data 
into a single panel. Collecting sensor data makes it possi-
ble to monitor entire regions, including detecting the most 

Fig. 12  Risk exposure  
control system
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critical regions and problems. Also, it is possible to present 
the current status of the region’s vital signs and zoom in on 
micro-regions according to a specific parameter. Although 
the panel presents data from several individuals, it is possi-
ble to navigate data from specific patients, for example. Such 
dashboards may be available at different levels, including for 
the health provider or the government with data aggregation.

The design used for the visual resources in a dashboard 
must seek a balance between visual complexity and the use-
fulness of the information. Essentially, dashboards should 
be tailored to the intended purpose and the end-user, con-
sidering their analytical skills and level of knowledge. The 
patient’s perspective needs to be repeatedly emphasized. The 
presentation of data in graphs should be the choice when 
comparing, grouping, or recognizing patterns in the infor-
mation [33]. In other situations, tables should be the choice 
when there is a need to evaluate specific values [33]. Due to 
the complexity, one should avoid the presentation of infor-
mation in formulas and fractions. Other details, such as the 
presentation of specific values with the same number of dec-
imal places and the same scale on their axes of the graphs, 

must also be observed to avoid biases in the interpretation 
of the information displayed.

Using color schemes helps draw attention to results that 
indicate an area of concern, such as increased body tempera-
ture or decreased blood oxygenation. The colors green or 
blue, yellow or orange, and red should preferably be chosen 
to sequentially indicate the risk or severity of a physiologi-
cal abnormality [34]. Gray color alerts can indicate system 
problems during the recovery of elements that make up the 
information to be visualized. Noteworthy, clinical indicators 
of a health condition must be based on scientific evidence 
and be recognized in national guidelines [35]. In addition 
to the different indicative colors, the system can notify the 
user with alert services to indicate that certain data is outside 
predetermined limits. Alert services can be designed to gen-
erate links to help the user make a decision, such as provid-
ing the option to call an emergency service or a specialized 
service, send a message or email to the responsible doctor 
with details of the condition, or even to seek information 
about why the alert was issued.

Fig. 13  Proactive ambulance 
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5  Discussion and preliminary experiments

VitalSense is a solution developed as part of two research 
projects: MinhaHistoriaDigital (MyDigitalHistory) and 
MinhaSaudeDigital ( MyDigitalHealth), which focus on 
public health issues in Brazil. The main goal of the current 
research is to develop and deploy the infrastructure in the 
city of Porto Alegre, Rio Grande do Sul, Brazil. This sec-
tion introduces the initial experiments and considerations 
regarding the development and deployment of VitalSense. 
Section 5.1 presents preliminary experiments using Shard-
ing to test the performance of the data distribution strategy. 
Following, Section 5.2 introduces the primary IoT devices 
available in the market to monitor vital signs.

5.1  Data distribution efficiency using sharding

We performed preliminary experiments to validate the 
model’s data distribution efficiency using Sharding in a 
Docker-based infrastructure to individualize processing 
on a single computer. The host configuration consists of 
an Intel Core i7 Hexa-core 2.6 GHz, 16GB of DDR4 Dual-
Channel 2667 MHz RAM, and an SSD with a read and 
write rate of 3200 MB/s and 2200 MB/sec, respectively. We 
employed MongoDB as a database that implements Sharding 

straightforwardly and efficiently. As shown in Fig. 15, as it 
is a requirement to use sharding in MongoDB, we added a 
configuration server to the model that stores the metadata 
of the location of records in the structure.

We established two preliminary scenarios to validate the 
model’s efficiency using Sharding (with two nodes) com-
pared to a centralized database. The first scenario performs 
a search using a filter by the server in the query. In the sec-
ond, the query was performed without filtering, returning 
the entire database. Both scenarios consider a database with 
over 2 million records from which we retrieve a sample of 
data in 10 different executions. Figure 16 presents the results 
for both scenarios.

Preliminary results show that employing Sharding leads 
to an improvement of approximately 20% in the query 
response time. The proximity factor with the data is not 
applicable in the experiments since the instances run in the 
same machine; otherwise, it would bring even more advan-
tages to Sharding in a real distributed scenario. With Shard-
ing, results show an average response time of 1.36 and 1.38 s 
(with a standard deviation of 0.1350 and 0.0919 s) in the 
first and second scenarios. Without Sharding, the response 
time is 1.66 and 1.78 s (with a standard deviation of 0.1430 
and 0.1751 s) for the first and second scenarios. In the 
experiments with Sharding, the search time of all records in 
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both nodes or a single node is practically the same. Due to 
the data distribution among several servers, the query runs 
concurrently, distributing the workload.

The preliminary experiments show the advantages of dis-
tributing data among several fog nodes instead of centralizing 
them in the cloud. In addition to improving response time 
when querying data, it also enhances the performance of the 
whole network by not forwarding data from all sensors up to 
the cloud. Furthermore, applications can request data from 
the Fog infrastructure and benefit from faster data transmis-
sion since the Fog is closer to the application than the cloud.

5.2  Directions on vital sign monitoring

Currently, we are witnessing a rise in IoT solutions for self-
health monitoring. Each day new devices are available in 
the market so everyone can buy and monitor their vital signs 
using smartphone applications. IoT devices constitute the 
basis of vital sign remote monitoring systems, providing 
health data from individuals in real-time. The lack of this 
information can compromise the feasibility of the solutions 
since they depend on patient health data extraction. Nowa-
days, several solutions propose specific monitoring devices 
that are slowly becoming off-the-shelf products available for 
everyone. Although numerous devices are available, they are 
not entirely tailored to support a massive monitoring system. 
Their primary focus is to provide information to whom is 
wearing the device through proprietary smartphone appli-
cations. In addition, most devices equip only a few sensors, 

which may require patients to wear more than one device for 
remote health monitoring.

Wearing several devices is acceptable when the individual 
is already a patient who can stay at home for remote moni-
toring after already identifying a medical condition. How-
ever, when focusing on proactive health monitoring, it is not 
feasible for individuals to wear several devices during daily 
activities. Daily health monitoring should be seamless from 
the patient’s point of view. It should not impose discomfort 
and restrictions on individuals’ activities. That is only pos-
sible through devices equipped with several sensors at once. 
Therefore, individuals can only wear a unique device, such 
as a smartwatch or smart band. Thus, this device can sup-
port several communication protocols to provide data from 
several sensors in a standard format.

To assess the availability of such devices, we performed 
research in the market looking for candidate personal health 
monitoring devices to integrate the VitalSense model. We 
evaluated 149 devices, including smartwatches, smart bands, 
and smart rings, analyzing the sensors they equip, security 
features, API availability, and communication protocols. We 
ruled out all devices with only one or two sensors since 
we focus on devices that support a broad set of sensors. 
Table 2 compares 40 resulting smart IoT devices that equip 
several vital sign sensors. The table shows that heart rate 
and SpO2 sensors are the most common among the devices. 
Besides, only seven devices provide all vital signs sensors, 
representing 4.7% of the entire set of 149 devices. Although 
several devices are available, just a few support a complete 
set of sensors, demonstrating a lack of devices for vital sign 
remote monitoring solutions. Future research should focus 
intensely on this topic since it can limit the potential o vital 
sign remote health monitoring solutions.

VitalSense works with edge, fog, and cloud computing, 
bringing an idea of districts where fog nodes operate. In 
other words, our architecture was first planned to cover urban 
areas. However, we can extend this coverage area to rural 
areas by adopting technological requirements. In our under-
standing, power supply and Internet communication are the 
most expressive problems in agricultural areas. Some strate-
gies could be taken to aggregate them, such as: (i) we can use 
battery-based IoT wearables devices to collect vital signs; 
(ii) we can use long-range radio frequency technologies. 
For both cases, LoRa and LoRaWAN appear as one of the 
best initiatives to connect rural areas. LoRa and LoRaWAN 

Fig. 15  Evaluation method-
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define a Low Power Wide Area (LPWA) networking protocol 
designed to wirelessly connect battery-operated devices to 
the Internet in regional, national, or global networks. Moreo-
ver, this duet targets critical IoT requirements such as bi-
directional communication, end-to-end security, mobility, 
and localization services. Considering the device scope, we 

have a battery duration of up to 10 years today. Considering 
the network viewpoint, the LoRaWAN data rate ranges from 
0.3 kbit/s to 50 kbit/s per channel. This bandwidth is entirely 
acceptable for transferring vital sign data of a family. For 
Example, Fig. 17 illustrates JSON data with a person’s vital 
signs where the whole message has less than 200 bytes.

Table 2  Devices details: Respiratory Rate (RR); Heart Rate (HR); Heart Rate Variability (HRV); Body temperature (BT); and Oxygen Satura-
tion (SpO2)

Device Vital Signs Security API Communication

RR HR HRV BT SpO2 Crypt. Auth.

Amazfit GTR 2e ✓ ✓ ✓ ✓ ✓ BLE, Bluetooth 5.0
Amazfit GTR 3 Pro ✓ ✓ ✓ ✓ ✓ ✓ Bluetooth 5.0, WiFi
Amazfit GTS 2e ✓ ✓ ✓ ✓ ✓ BLE, Bluetooth 5.0
Amazfit GTS 3 ✓ ✓ ✓ ✓ ✓ BLE, Bluetooth 5.0
Amazfit TRex Pro ✓ ✓ ✓ ✓ ✓ BLE, Bluetooth 5.0
Biostrap EVO Wristband ✓ ✓ ✓ ✓ ✓ Bluetooth
Colmi Land 2 ✓ ✓ ✓ Bluetooth
Colmi Land 2 S ✓ ✓ ✓ Bluetooth
Colmi P8 ✓ ✓ ✓ Bluetooth
Colmi V23 Pro ✓ ✓ ✓ Bluetooth
Empatica E4 wristband ✓ ✓ ✓ ✓ ✓ ✓ BLE, USB 2.0
Empatica Embrace PLUS ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE, USB 2.0
Fitbit Inspire 2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE, NFC
Fitbit Ionic ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE
Fitbit Sense ✓ ✓ ✓ ✓ ✓ ✓ BLE
Fitbit Versa 2 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE, NFC, WiFi
Fitbit Versa 3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE, NFC, WiFi
Fitbit Charge 5 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE, NFC, WiFi
Fitbit Luxe ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE, NFC, WiFi
Garmin fênix 6 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin fênix 6 Pro ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Garmin fênix 6 S ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin fênix 6 S Pro ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Garmin fênix 6X Pro ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin Forerunner 245 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin Forerunner 55 ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Garmin Forerunner 745 ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Garmin Forerunner 945 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin Forerunner 945 LTE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin Instinct ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi, LTE
Garmin Instinct Solar ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Garmin Venu 2 ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Garmin Venu Sq ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth, WiFi
Garmin Vivoactive 4 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ANT+, Bluetooth
Huawei Watch 3 ✓ ✓ ✓ ✓ BLE, Bluetooth 5.2, LTE, NFC, WiFi
Huawei Watch 3 Pro ✓ ✓ ✓ ✓ BLE, Bluetooth 5.2, LTE, NFC, WiFi
Oura Oura Ring ✓ ✓ ✓ ✓ ✓ ✓ ✓ BLE
Xunjia Tech E66 Smart Bracelet ✓ ✓ ✓ BLE 4.0
Xunjia Tech HW12 Smartwatch ✓ ✓ ✓ Bluetooth 5.2
Xunjia Tech W26 Smartwatch ✓ ✓ ✓ Bluetooth
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6  Final remarks

We envisage that AI, edge/fog, geolocation-based sharding, 
resource elasticity, and data compression will support the 
new vision of smart health cities. VitalSense aims to pro-
vide benefits for the following group of users: (i) citizens, 
who will have their data monitored and will receive alerts 
regarding possible problems in their vital signs, as well as 
alerts regarding the spread of diseases in places in the city 
and, in particular, those frequently visited by the individual 
in question; (ii) public managers, who will have a real-time 
macro view of specific and historical population data, being 
able to direct public policies for certain groups of people or 
districts of the city; (iii) hospital managers with access to 
municipal data regarding the management and prediction 
of the spread of COVID-19 can allocate teams and request 
public funds in advance to increase the chances that human 
lives are saved. The model introduces several contributions 
spread throughout the document:

• Employment of data compression and homomorphic 
encryption at the edge (Sections 3.1.1 and 3.1.2);

• A multi-tier notification mechanism (Sections 3.1.1, 
3.1.2, and 3.1.3);

• Low latency health traceability with data sharding (Sec-
tion 3.2);

• Serverless engine, container elasticity, and process off-
loading mechanism (Section 3.3);

• Live geographical-based dashboards for data visualiza-
tion (Section 3.1.3).

In addition to the aforementioned technical contributions, 
it is essential to outline some social contributions and how the 
authors see the healthcare future. We envisage a collection of 
AI-based latency-oriented services seemingly incorporated 
into the citizens’ daily lives, bringing a novel set of notifica-
tions, dashboards, and integration among people, communi-
ties, hospitals, and the public sector. In this scope, VitalSense 
is a deployment possibility to enable digital healthcare moni-
toring truly. Below we present some healthcare scenarios in 
which we can live in the short and mid-term:

• Analyzing a person’s vital signs, a hospital or clinic can 
send a vehicle to the house of a possible patient, as it is 
predicted that they are feeling unwell and may die soon;

• I want to go to the supermarket, and I am trying to 
decide which one to go to and which would be safer. I 
can see the citizens tracking information, people who 
have/had COVID-19, and if they have frequented that 
establishment;

• Analyzing vital signs data from different city neighbor-
hoods and seeing that the situation is worsening with 
event prediction, a hospital (or more than one) can 
prepare human resources and physical infrastructure 
beforehand to receive new patients;

• We can analyze which type of disease occurs more fre-
quently in a given scenario. In detail, we can explore 
trends and disease seasonality to get insights like this: 
the older the age group, the higher the incidence of this 
particular disease;

• It is also possible to apply public health policies per-
sonalized by districts and neighborhoods, given that 
there is a higher incidence of a certain disease.

• Using people’s tracking data, the public sector can 
check whether the lockdown works;

• By getting data on a smart city scale, we can identify 
areas with worsening mental health of post-COVID-19 
patients, such as anxiety and depression crises due to 
the loss of family members. Thus, the government can 
assist them by indicating therapeutic follow-up/medical 
consultation;

• Citizens can be alerted about personal or family health 
problems and receive information about their community.

VitalSense is a solution in development as part of two 
projects: MinhaHistoriaDigital (MyDigitalHistory) and 
MinhaSaúdeDigital (MyDigitalHealth). They focus on the 
public health area in Brazil and are supported by develop-
ment agencies in that country. Privacy is a primary concern 
in such a scenario, so the VitalSense hash strategy is based 
on the GPDR. We are basing the model’s decisions on the 
regulation and are currently working on this front. Future 
work comprises the end-to-end deployment of the three lev-
els. Although we have preliminary results, to the best of our 
knowledge, we are the first to explore internal novelties in 
the layers and think about interconnections between them.
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