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INTRODUCTION

Recent advances in artificial intelligence (AI) have opened unprecedented opportunities to humans
to think and operate the world and its increasing complexity with digital technologies. Striking
examples are deep neural networks (DNNs) (Lecun et al., 2015; Mnih et al., 2015), which can be
trained quickly on large datasets either self-generated or already available from human experience.
In particular, algorithms can become more efficient than humans on specific tasks after relatively
short training periods compared to the time that humans need to learn (few hours or days, as
compared to years). Their technical efficiency has for instance been demonstrated for optimizing
financial transactions, speech or text recognition (Hinton et al., 2012), language translation (Hassan
et al., 2018), real-time image content analysis, autonomous driving (Chen et al., 2015), or playing
chess or go (Silver et al., 2017). They also start to see use in medicine to reach diagnoses (Lehman
et al., 2019; Ye et al., 2019) and improve neuroprosthetics (Bocquelet et al., 2016; Schwemmer
et al., 2018; Anumanchipalli et al., 2019). This multiplicity of technical demonstrations is thus
progressively bringing AI central and ubiquitous in human life. Yet, the effectiveness of algorithms
in bringing more and more relevant recommendations to humans may start to compete with
human-alone decisions based on values other than pure efficacy. Here, we examine this tension
in light of the emergence of several forms of digital normativity, and analyze how this normative
role of AI may influence the ability of humans to remain subject of their life.

THE ADVENT OF DIGITAL NORMATIVITY

The increasing role of AI is engendering the emergence of several forms of digital normativity, the
ability of algorithms to establish standards that humans incorporate as what should be considered
as normal in their lives and guide their actions. First, algorithms tend to reproduce the trends that
are most present in the data on which they have been trained. This creates a normalized view of the
problem they are intended to solve. The level of details that algorithmsmight be able to discriminate
can be high, as for instance, in automated image pattern recognition or autonomous driving (Kaur
and Rampersad, 2018). This first form of digital normativity may thus often be satisfying enough
for humans to rely on algorithmic recommendations. However, the automatic and thus objective
processing of large datasets restitutes general trends present in these datasets, whether ethically
good or bad (Hardt et al., 2016).

Another form of digital normativity arises from the use of predictive algorithms trained on
objective observational data without accounting for the course through which this data has been
generated. For instance, algorithms that provide a customer with purchasing suggestions only rely
on previous purchases made by the same and other customers, without access to the personal
reasons underlying these purchases. This form of automatic data processing thus eliminates the
inherent subjectivity of the customer: The individual is objectivized (normalized) by the algorithm
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(Ayres, 2007). This second form of digital normativity is actually
a recursive and dynamic process: Algorithmic recommendations
emanating from previous human actions in turn influence their
next actions (Rouvroy and Berns, 2013; Thomassey and Zeng,
2018).

The normative role of algorithms takes a third form when
their efficiency outperforms that of humans. If, for a given
application, an algorithm has a higher predictive power than any
human expert, it may indeed become reasonable to rely solely on
this algorithm to make decisions. The algorithm then creates the
norm by imposing its efficacy. The efficiency becoming the norm,
the question becomes whether the role of humans in determining
for themselves the finality of this efficiency could be challenged.

DIGITAL NORMATIVITY AND

SUBJECTIVATION

Subjectivation (Wieviorka, 2012) is a construction process
leading someone to become and be aware of being a subject,
i.e., being free and responsible for one’s actions and at the
foundation of one’s representations and judgments. This capacity
is progressively acquired throughout life experience, including
education, professional life, and more. Given that AI now
constitutes an important part of human environment, could this
technology weaken, or on the contrary, help to boost the capacity
of human individuals to become subjects of their individual and
collective lives?

Such question could be considered as irrelevant since it is
humans who develop AI algorithms. This role ensures that
the human action remains required, and if algorithms help to
make decisions, their recommendations still result from a set of
rules established by humans. However, AI algorithms may still
influence the process of subjectivation. For instance, a search
engine giving access to a huge amount of available knowledge
in just a few clicks offers unique opportunities to any individual
to build his or her critical judgment, and thus to become a
human subject. The same engine may also bias subjectivation
when results put at the top of the list are based on a statistical
inference that does not account for the user as a subject.

Once subjectivation has been acquired, AI may further
influence how it is exerted. Humans may indeed no longer
desire to make decisions by themselves whenever algorithmsmay
efficiently handle for them this task. This could be for the sake of
either physical comfort when an action is physically demanding
(e.g., driving long distances), or psychological comfort when
a decision engages a moral responsibility difficult to endorse.
As such, algorithms are used in the justice system in Belgium
to evaluate the risk of recidivism and help determine whether
an imprisoned individual should benefit from anticipatory
freedom. In this scenario, the judges’ responsibility may be
increased and more difficult to stand if they decide against the
recommendation of an algorithm. If their decision is indeed
found later to be inappropriate, they could be opposed to have
acted against an algorithmic decision considered more objective
than a human decision (Rouvroy and Berns, 2013). Although
it remains theoretically possible to resist such normativity, the
associated amplification of human responsibility could become

so much of a deterrent that disobedience would become
difficult or even no longer possible in practice. An increasing
number of opportunities may therefore be offered to humans to
progressively disengage from their role of subjects of their lives
(Erel et al., 2019), leading to the emergence of certain forms of
governance without subject.

THE RISK OF A SILENT HUMAN

DESUBJECTIVATION

Despite their importance in the organization of human societies,
algorithms do not decide alone and a cooperative relationship
between humans and AI exists: on the one hand a form of
expertise (the algorithm) and on the other hand the power to
decide (humans). Each needs the other but both do not merge
as one. Indeed, a competence to make decisions differs from a
competence of expertise: A power to decide can be exerted in
absence of expertise, and conversely, an expert is not necessarily
competent to decide (Green, 2012; Heitz, 2013). Deciding is
acting with doubts, thus accepting the risk of making errors.
If humans were to refuse this risk and transfer their power of
decision to more efficient algorithms, they would jeopardize an
essential part of their humanity: their ability to learn from errors
and thus their power of perfectibility (Rousseau, 1754).

Current generations remain vigilant regarding this risk but
what about future generations born after the emergence of digital
normativity, and thus well-habituated with its ubiquity? When
introducing the notion of voluntary servitude, La Boétie already
seized this question to understand the foundations of despotic
political powers. He pointed out that in a process of oppression,
people are at first aware of losing their freedom but that the
next generations make this situation of oppression the rule and
become unaware of their servitude or accustomed to it: “(...)
Those who come after serve without regret, and willingly do what
their predecessors had done by constraint” (La Boétie, 1576).
Importantly, the advent of AI governmentality would not impose
itself by any violent physical or moral means, but by meddling
into human life through progressive changes of practice. This is
where a risk of silent human desubjectivation could take root.

This risk is further strengthened by the challenge of
explicability of AI algorithms. Although the methods used to
train algorithms are well-understood (e.g., backpropagation), the
resulting set of optimal parameters does not generally represent
any intuitive or ecological meaning for a human being. Then the
question is: Can we ethically follow a recommendation deduced
through a reasoning surpassing human expertise but no longer
accessible? The risk would be to make decisions blindly without
critical evaluation, thus silencing the capability of the human
subject to distinguish between the fair and the unfair.

CONCLUSION: THE NECESSITY OF AN

ETHICS BY DESIGN

AI has clearly become a unique opportunity for accompanying
the evolution of human well-being but engenders a new major
ethical challenge for humans: to preserve our capability to
remain subjects and not only agents. Far from either completely
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embracing or completely rejecting AI technologies, it has become
essential that an ethical reflection accompany the current
developments of intelligent algorithms beyond the sole question
of their social acceptability. Such thoughtful reflection cannot
be conducted independently from the scientific actors of AI
technology, but needs to accompany them in defining the values
and aims of their research. The Ethics-by-design methodology
introduced by Verbeek (2011) can be used for such purpose.
When designing a new technology, this methodology consists
first in identifying the system of values of the technology (e.g., the
power of objective prediction of AI and its efficiency in extracting
relevant features ofmassive amount of data), and then in thinking
the principles of protection of the subjectivation process from
the beginning of the conception of the technology (e.g., how a
speech neural prosthesis can be conceived in such a way that
the externalization of the user’s inner speech remains under his
full control, Rainey et al., 2018). In practice, ethics by design
can be implemented by anchoring philosophers and ethicists
in scientific groups developing the technologies. Moreover,
educational programs toward the next generations of scientists

born with AI and dedicated to the ethical implications of AI
would also be key elements to ensure the perenity of such ethical
reflection. This double scientific and societal anchoring of a
pragmatic ethics is mandatory to preserve human subjectivation,
free will, and freedom in the long term: “Techniques always bring
with them the world in which they will make sense” (Guchet,
2014). AI should not be developed to invent the future for us,
but to help us invent our future.
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